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Introduction

There are more things in heaven and earth, Horatio,

than are dreamt of in your philosophy.

W. Shakespeare

Exotic light nuclei have been attracting a lot of attention in the study of nuclear interac-
tion and the oxygen isotopic chain, being known from the proton to the neutron drip line,
constitutes a perfect playground. The neutron drip line, in particular, presents an anomalous
pattern with respect to the neighbouring isotopic chains, that can be explained only when
taking into consideration the contribution of three-body forces. From standard shell model
calculations using two-body forces, the 28O is expected to be the last bound isotope, while ex-
perimentally the 24O has been proven to be the heaviest bound oxygen isotope. The dripline
is correctly reproduced if three-body forces are included in the calculations. However, due to
experimental difficulties in populating neutron-rich exotic nuclei, spectroscopic information
is still scarce but essential to build a solid theoretical model. In fact, spectroscopic quantities,
such as excitation energy, branching ratios or lifetime of the states, can help quantify the
contribution of three-body forces in the oxygen chain.

The 20O nucleus was chosen as a study case. The 2+2 and 3+1 states of this nucleus are
dominated by a mixed (d5/2)

3(s1/2)
1 neutron configuration. It has been observed that the

d5/2, s1/2 and d3/2 orbitals are sensitive to the three-body forces. Therefore, information on

the electromagnetic properties of the 2+2 and 3+1 states is fundamental to better understand
the influence of the three-body forces in light nuclei.

An experiment aimed at measuring the lifetimes of 2+2 and 3+1 states of 20O was performed
at the GANIL laboratory in February 2020. The nucleus of interest was populated using a
one-neutron transfer reaction from a 19O radioactive ion beam provided by the SPIRAL1
complex and impinging on a 0.3 mg/cm2 thick CD2 target. The lifetimes of the 2+2 and 3+1
states were measured using the Doppler Shift Attenuation method, suited for lifetimes in the
range of tens to hundreds of femtoseconds.

The study of three-body forces has been extended to 16C. The nucleus was populated in a
direct reaction from radioactive beam in an experiment performed at the Argonne National
Laboratories (Illinois, U.S.A) in July 2021. A third experiment, aimed at studying 24Ne with
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analogous techniques has been proposed at GANIL. These experiments, by populating the
nuclei of interest in a one-neutron transfer reaction, guarantee the control on the population
of the states and allow for precise lifetime measurements.

In Chapter 1, the physical case is introduced. First, two different approaches for the de-
scription of the nuclear system are described, focusing on the inclusion of three-body forces in
the theory. Then the influence of three-body forces in the oxygen isotopic chain is illustrated,
with particular interest on the 20O, which represents the study case of this work.

In Chapter 2, the experimental details are presented. The SPIRAL1 complex in GANIL,
employed for the production of the radioactive 19O beam, as well as the AGATA-MUGAST-
VAMOS setup are presented. In particular, the characteristics and the performances of these
detectors and the procedure for the calibration are explained. Moreover, the experimental
technique for lifetime measurement is illustrated.

In Chapter 3, the optimization of the apparatus and of the Monte Carlo simulations are
illustrated. Realistic parameters are added to the simulation code in order to have better
control of the possible systematic errors on the final lifetime results.

In Chapter 4, the results are presented. First, the excited states and the γ-ray transitions
are studied and the branching ratios are calculated. Then, the lifetimes of the 2+2 and 3+1
states are measured. The different procedures that have been followed in order to test the
validity of the measurement are presented. At last, the systematic errors of the measurements
are estimated.

In Chapter 5, the theoretical results are discussed. First, a short review of ab initio
calculations is presented. Then, the experimental results are compared to recent ab initio
calculations and to the results obtained in a previous experiment. New calculations are also
introduced. Finally, shell model calculations using the ANTOINE code are presented and
the predicted reduced transitions probabilities are compared to those calculated from the
lifetimes measured.

In the Conclusions, the experiment and the results are summarized. Moreover, future
projects are introduced. In particular, the experiment devoted to the study of 16C and the
first preliminary results are presented, as well as the proposal for studying 24Ne. These
two experiments, together with the study of 20O, are expected to shed light on the role of
three-body forces in ab initio calculations for the description of this region.
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1
Nuclear theory

The problem of developing a unified theoretical framework able to describe nuclear systems
over the whole nuclear chart is the core of nuclear physics. Over the years, many different
theories have been developed and they usually focus either on one region of the nuclear chart
or on the description of specific observables. In this chapter, two theories are illustrated: the
nuclear shell model and the effective field theory. The basic ideas behind these two methods
are explained and then the focus is placed on the prediction capabilities and their limits.
These two theories, however, are not to be considered incompatible, but rather two different
approaches to the same problem: describing the atomic nucleus and pushing the predictive
power to more exotic species, in order to grasp a better comprehension of nuclear forces. To
do so, both methods need to consider the inclusion of three-body forces, that over the years
have been proven to be a fundamental ingredient in the description of certain regions, such as
the neutron-rich oxygen isotopes. The physical interest in this region is presented, as well as
the previous experimental measurements and the theoretical calculations. Finally, the study
case for the present work is explained in details.

1.1. The nuclear shell model

The atomic nucleus is a complex many-body system composed of two types of nucleons:
protons and neutrons. The nucleus can be described using a non-relativistic Hamiltonian [1]

H =
A∑
i=1

ti +
1

2

A∑
i,j=1

Vi,j , (1.1)

where the first term represents the kinetic energy of the nucleons and the second term the
interaction between them. The wave function of the nucleus can be generalized as a set of wave
functions describing the position −→ri , spin −→si and isospin −→τi of the nucleons. The problem of
the description of the nucleus is reduced to the solution of the Schrödinger equation. However,
this approach is feasible only for systems composed of few nucleons, and the computational
power required escalates rapidly for heavier systems.
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1. Nuclear theory

For the solution of this problem, it is useful to re-write the Hamiltonian as [2]

H = H0 +Hres (1.2)

where H0 =
∑

i{ti+Ui} is the term describing the motion of nucleons and Hres is the residual
interaction. Given that the one-body potential U is accurately determined, the solution of
the Schrödinger equation will focus on the first term, while the Hres part can be treated as
a small perturbation.

A natural choice for the description of U is the harmonic oscillator potential U(r) =
1
2mω

2r2, similarly to the atomic model. In fact, both the atom and the nucleus are systems
of fermions moving in a potential. Each harmonic oscillator can fit 2L+1 nucleons according
to the Pauli exclusion principle, where protons and neutrons, being different particles, fill the
shells independently.

When observing the Mendeleev table, the elements of the last column present an ionization
energy of the electron significantly higher with respect to their neighbours. These elements,
corresponding to Z = 2, 10, 18, 36, 54, 86, are known as noble gases and are characterized by
having an ionization energy higher with respect to their neighbours, which makes them less
reactive from a chemical point of view. A similar pattern is observed in the Segrè chart. From
experimental observation of the binding energy, some nuclei appear to be more stable than
others, in correspondence to the number of protons Z or neutrons N = 2, 8, 20, 28, 50, 82, 126.
These nuclei are called semi-magic when either N or Z correspond to one of these numbers,
and doubly magic, when both Z and N correspond to one of these numbers. These nuclei
are characterized by having an excitation energy of the first excited state that is higher with
respect to the neighbouring nuclei and they typically present a spherical shape.

The harmonic oscillator potential provides an accurate description of the nucleus only for
light systems with Z < 20 and fails in reproducing the magic numbers for heavier systems.
A possible solution was researched in a more realistic potential, such as the Wood-Saxon
potential [3]

V (r) =
−V0

1 + e(r−R)/a
, (1.3)

where V0 is the parameter representing the well depth, optimized in order to reproduce
the nucleon separation energies, R = 1.25A

1
3 fm represents the nuclear radius and a the

skin thickness. However, the realistic potential did not predict the magic numbers observed
experimentally.

The fundamental ingredient that was missing from this model was the spin-orbit term.
The inclusion of this term to the single-particle potential Ui comes from the independent
works of Mayer [4] and Haxel, Jansen and Suess [5], inspired by the similarity with the spin-
orbit interaction in atomic physics and by experimental evidences coming from scattering
experiments. This term can be written as [2]

Vso = − 2

ℏ2
α(r)l̂ · ŝ, (1.4)

where α(r) represents the spin-orbit strength. The scalar product has the effect of rearranging
the levels with respect to the previous formulation.

10



1.1. The nuclear shell model

If we consider the total angular momentum as ĵ = l̂+ ŝ, the scalar product can be written
as

l̂ · ŝ =
1

2
(ĵ2 − l̂2 − ŝ2). (1.5)

So written, ĵ2, l̂2 and ŝ2 form a set of commuting angular operators.

The spin-orbit term has the effect of breaking the degeneracy in the j = l± 1
2 coupling and

it modifies the shell closures, now predicted at 28, 50, 82, 126, as observed experimentally.
The single-particle levels obtained with this model are shown in Figure 1.1.

This model, also called independent-particle model, provides an accurate description of
nuclei that are close to shell closures, namely those nuclei where the Hres term of the Hamil-
tonian can be neglected. This approximation is not valid for nuclei that are far from shell
closures, where the residual interaction between the nucleons plays an important role in the
description of the nucleus. For this reason, a different approach is needed.

1.1.1. The interacting shell model

The interacting shell model, or simply shell model, aims at including the effects coming
from the nucleon-nucleon interaction in the description of the nucleus in order to extend the
formulation to nuclei far from the shell closures. With the increase of the number of nucleons,
calculations become more complicated and require more computational power. Hence, to
solve the problem some approximation must be considered.

The first fundamental step is the restriction of the calculation to a valence space that is
smaller than the Hilbert space. A natural choice, for example, is to restrict the calculations
so that only the nucleons outside of the shell closures or sub-closures are considered in the
interaction, while the nucleons inside the closed shells behave as an inert core.

Once the valence space has been determined, it is necessary to construct an effective Hamil-
tonian to solve the Schrödinger equation. The typical procedure starts from nucleon-nucleon
(NN) realistic potentials (such as Argonne, Paris, Bonn, N3LO, . . .) and then the repulsive
part of the NN force is renormalized using different methods (G-matrix computation, Vlow k,
. . .) [6].

Nowadays, effective Hamiltonians derived from realistic NN potentials still struggle to
reproduce both bulk properties (such as binding energies, shell closure, position of the drip
lines, charge radii, . . .) and spectroscopic features (energy of the states, reduced transition
probabilities, . . .). However, NN potentials are now considered to be “nearly-perfect” [7].
Moreover, it has been observed that the matrix elements do not depend strongly on the
chosen NN potential nor on the normalization method. Hence, the disagreement between
theory and experimental observations cannot be connected to the NN interaction and the
missing element must come from a deeper level. The solution was searched in the inclusion
of three-body forces (3N) in the construction of the effective interaction.

For this purpose, the separation of the Hamiltonian into an unperturbed H0 and a residual
Hres part is not convenient anymore. An alternative formulation was provided [8]

H = Hm +HM , (1.6)

where Hm represents the monopole part, while HM represents the multipole part. The

11



1. Nuclear theory

Figure 1.1.: Single-particle spectrum showing the contributions coming from the l± 1
2 splitting

due to the spin-orbit interaction. The new shell closures, reported on the right,
correspond to the magic numbers observed experimentally. Figure taken from
[2].
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1.2. Effective field theory

monopole term refers to the spherical mean-field part and contains the kinetic part of the
Hamiltonian, as well as the nucleon interaction. This part is responsible for the global sat-
uration properties and the evolution of the spherical single particle levels towards heavier
or more exotic nuclei. The multipole part, instead, includes pairing, quadrupole and other
forces that are responsible for the collective behaviour of the nucleus. This second part is
well described by a two-body potential [7]. For the purpose of this work, only the monopole
term will be treated.

The monopole term of the Hamiltonian can be written as

Hmon =
∑
i

εini +
∑
i≤j

aijnij +
∑
i≤j

bijTij +
∑
ijk

aijknijk +
∑
ijk

bijkTijk (1.7)

where ni and Ti are the number and isospin operators. The first term contains the intrin-
sic energy of the particle, the second and third terms contains the information on the NN
interaction and finally the fourth and fifth are related to the 3N forces. Many studies have
observed that the contribution of residual 3N force is much smaller with respect to the 1- and
2-body part [9]. However, in some region such as the sd and pf shells, these contributions
are fundamental to explain the discrepancies between theory and experimental observations.

1.2. Effective field theory

Chiral Effective Field Theory (EFT) is an approach that permits a systematic and model-
independent derivation of the nucleon forces starting from the Quantum Chromodynamic
(QCD) symmetries and it allows for the study of the properties of hadronic systems, such
as the atomic nucleus [10]. Contrary to the shell model, where nucleons were considered
as degrees of freedom of the system, in EFT quarks and gluons are the chosen degrees of
freedom. Common approaches only consider the light quarks (u, d, s) at the energy scale of
the pion mass Q ∼ mπ, where the strong coupling constant αS is of order 1 and cannot be
treated perturbatively.

The interaction between nucleons happens via the exchange of pions and short-range con-
tact interactions, described via Feynman diagram, as shown in Figure 1.2. The contribution
of the nuclear forces are separated depending on the expansion in power of Q/Λb, where Λb

represents the breakdown scale, which is around 500 MeV. The calculations start from the
leading order (LO) O(Q0/Λ0

b) and continue with next to leading order (NLO) O(Q1/Λ1
b) and

further expansions. Moreover, EFT allows for the natural inclusion of many-body forces into
the calculations, starting from three-, four-body forces.

The derivation of 3N and 4N forces up to N3LO has been achieved only recently and their
inclusion in the calculations is still challenging, since they increase the computational time
exponentially. Complete calculations including the contribution of many-body forces, at the
moment, have been performed only for small systems (A ≤ 3), considering N3LO NN and
N2LO 3N forces [11]. Moreover, the contribution of the NN forces is expected to always be
dominant with respect to 3N and 4N forces, as well as the 3N forces contribution is expected
to be more important than the 4N. This means that, in cases where the NN forces alone
provide a good agreement with experimental data, one is tempted to neglect the many-body
parts in the calculations. However, many-body forces have been proven to be fundamental for
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1. Nuclear theory

Figure 1.2.: Feynman diagrams representing the chiral effective field theory for nuclear forces,
where the nucleons are represented by solid lines while the pions are represented
by dashed lines. Highlighted in yellow, the contributions of the many-body forces
are presented. Figure taken from [11].
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1.3. The neutron-rich oxygen isotopes

Figure 1.3.: Nuclear chart focused on the neutron-rich region of sd nuclei. The color scheme
of the chart represents the main decay mode and the legend is reported on the
bottom right of the figure. In particular, the nuclei reported purple decay through
neutron emission and are unbound. Figure adapted from [12].

the description of nuclei, especially in the study of neutron rich nuclei and in the evolution of
shell structure. A striking example of the powerful prediction capabilities of these calculations
is provided by the puzzling case of neutron-rich oxygen isotopes.

1.3. The neutron-rich oxygen isotopes

The oxygen isotopic chain is a good study case for exploring the evolution of the nuclear
forces in light nuclei and, in particular, the neutron-rich isotopes present some interesting
phenomena.

According to standard shell-model calculations, the oxygen neutron drip line is positioned
on the 28O nucleus, that is expected to be a doubly-magic nucleus with Z = 8 and N =
20. The twelve neutrons above the p-shell are filling the sd shells and the single-particle
energies (SPE) of the orbitals d5/2, s1/2 and d3/2 are all expected to be negative. However,
experimentally, the 24O was observed to be the heaviest bound oxygen isotope, setting the
drip line four neutrons before the shell-model predictions. Moreover, this nucleus has shown
the characteristics of a doubly-magic nucleus, shifting the magic neutron number from N =
20 to N = 16 for the oxygen isotopic chain [13]. This new shell closure was discovered
experimentally by Kanungo et al. [14], that determined the spherical shape of the nucleus
using a one-neutron removal reaction, and by Hoffman et al. [15], that instead focused on
the excitation energy spectrum and observed the first excited state to be at high energy.

The location of the neutron drip line for oxygen is especially puzzling if we consider that,
adding one proton to the system, the drip line is shifted to N = 22, namely 31F, which has
six neutrons more than the oxygen case (see Figure 1.3). Calculations that consider only
NN forces failed to reproduce this anomaly, that can be explained only by including the
contribution of 3N forces.
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1. Nuclear theory

Figure 1.4.: Single-particle energies of the d5/2, s1/2 and d3/2 orbitals as a function of the
neutron number in oxygen isotopes calculated using standard calculations derived
from NN forces (left) and Vlow k NN + chiral EFT 3N interactions at N2LO
(right). While the first case places the neutron drip line at 28O, the second case
predicts the 24O to be the heaviest bound isotope, in agreement with experimental
observations. Figure adapted from [16].

The work of Otsuka et al. [16] correctly reproduced the drip line of the oxygen isotopic
chain. Standard calculations performed using forces derived by NN theory were compared
to calculations that used Vlow k NN + chiral EFT 3N interactions at N2LO. The effect of
the 3N forces on the position of the SPE of the orbitals is shown in Figure 1.4. In standard
calculations, the d3/2 orbital has negative SPE for oxygen isotopes with N > 10. Thus, the
isotopes with N = 17, 18, 19, 20, which fill the d3/2 orbital, result to be bound. The addition
of 3N forces in the calculations has the effect of increasing the gap between the d5/2 and s1/2
orbitals and the d3/2. In particular, the SPE of the latter one are pushed to positive value:
the isotopes with N > 16 become unbound, as observed experimentally.

The idea that the monopole interaction between the d5/2 and d3/2 orbitals was too attractive
was already suggested by Zuker [17]. The research of a repulsive component that could cancel
the contribution of the NN forces was addressed to 3N forces.

Over the years, other approaches have been attempted to describe this region. In particular,
numerous ab initio many-body calculations have been developed to explore medium-mass
nuclei [11]. The different methods can be divided into two different types.

The first type is based on valence-space Hamiltonians, where the degrees of freedom are re-
duced by considering the many-body system as composed of an inert core and the remaining
valence nucleons outside of the closed shell. Calculations using In-Medium Similarity Renor-
malization Group (IM-SRG) and Coupled-Cluster Effective Interaction (CCEI) methods take
the sd-shell as valence space, while Many-Body Perturbation Theory (MBPT) extends the
space to the shells sdf7/2p3/2. These calculations were used to calculate the ground-state
energy of oxygen isotopes with respect to the 16O doubly-magic nucleus, and then compared
to experimental data. The best agreement with the experimental data was obtained with
the MBPT, namely the one with the extended valence space, but the three methods were
consistent on the general binding energy trend in the region, as shown in Figure 1.5 (left).
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1.4. Electromagnetic transitions

Figure 1.5.: (right) Ground-state energy of the oxygen isotopes with respect to the 16O
doubly-magic nucleus. The experimental data are compared to three theoret-
ical calculations: MBPT, IM-SRG and CCEI. (left) Ground-state energy of the
oxygen isotopes. The experimental data are compared to three theoretical cal-
culations: CC, (MR-)IM-SRG, SCGF and Lattice EFT. Figure taken from [11].

The second method is obtained in large many-body spaces and it relies on different ap-
proximations in order to reduce the computational workload. The ground-state energy of
the oxygen isotopes was calculated using different methods: the Coupled Channels (CC), the
Multireference IM-SRG (MR-IMSRG), the Self-Consistent Green’s Functions (SCGF) and
the Lattice EFT methods. Again, these calculations agree with the experimental data and
with each other within a few percent, as shown in Figure 1.5 (right).

Nowadays, the importance of the 3N is well established and has been proven for different
regions of the nuclear chart. Numerous experiments, devoted to measuring different quantities
such as charge radii in calcium isotopes [18], β−decay lifetimes in tin isotopes [19] and elastic
proton scattering on 10C [20] permitted the testing of ab initio calculations. However, the
quantification of their influence is still to be determined. To do so, new measurements are
needed.

Electromagnetic γ decays represent good tools to investigate the influence of 3N forces in ab
initio calculations. Electromagnetic properties of oxygen and carbon isotopes, in particular,
have been proven to be particularly sensitive to the influence of these forces [21] and therefore
constitute good study cases.

These nuclei, however, present experimental difficulties, especially when approaching the
neutron drip line and extracting electromagnetic properties, such as excitation energies,
branching ratios and reduced transition probabilities, is still a difficult task.

1.4. Electromagnetic transitions

In a nuclear reaction, the final nucleus is often created in an excited state. The nucleus then
de-excites by evaporating particles, such as protons, neutrons, electrons, α-particles, or by
emitting electromagnetic radiations. These processes are not mutually exclusive, and often
the second follows the first. When the nucleus de-excites via electromagnetic radiation, it
emits γ rays, which are photons produced in nuclear reaction with a typical energy range
from hundreds of keV to tens of MeV.
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1. Nuclear theory

If we consider a nucleus of mass MA that decays from an excited state of energy Ei to a
final state Ef via emission of a γ ray, for the energy conservation law we know that

Eγ = Ei − Ef − TR ≡ ∆E −
E2

γ

2MAc2
, (1.8)

where the recoil energy is TR =
E2

γ

2MAc2
. Two solutions exist for the second-order equation

(1.8), but only the positive solution has physical meaning and corresponds to

Eγ = MAc
2

(
−1 +

√
1 +

∆E

2MAc2

)
. (1.9)

However, since Mc2 is typically of the order of 10-100 GeV while ∆E is of the order of 0.1-10
MeV, we can assume the recoil energy to be much smaller with respect to ∆E and write the
solution as

Eγ = ∆E +
(∆E)2

2MAc2
. (1.10)

Therefore, by measuring the energy of the γ ray emitted by the nucleus, we can obtain
information on the energy of the excited states. Combined with the measurement of the
intensity of the γ-ray peaks, angular distribution or with time measurements, it is possible
to obtain information on other useful properties of the excited states such as the branching
ratios, the multipolarity of the transition or the lifetime of the state. The study of the nucleus
from the information carried by the emitted γ ray is called γ-ray spectroscopy.

1.4.1. From classical interpretation to quantum selection rules

The γ rays emitted by the nucleus can have a magnetic or electric character depending on
the spacial symmetry of the radiation. A static distribution of charge or current generates
a static electric and magnetic field respectively, while a variable distribution generates a
radiation field. These fields can then be described in term of their multipolarity L and of
their electric or magnetic character.

The case of L = 1 is called dipole. In the case of an electric dipole, it is constituted of two
opposite charges ±q separated by a distance z⃗ and it written as d⃗ = qz⃗. A magnetic dipole,
instead, is generated by a circular current loop circumscribing an area A and is written as
µ⃗ = iA⃗, where A⃗ corresponds to the normal of the considered area. In particular, if we
consider the current as a flux of charges q moving at a velocity v, the dipole can be re-written
as µ⃗ = qr⃗ × v⃗.

If we consider a parity transformation, we observe that the electric and magnetic dipole
behave in different ways. In the case of the electric dipole, r⃗ → −r⃗, and thus d⃗→ −d⃗. For the
magnetic dipole, instead, we consider both r⃗ → −r⃗ and v⃗ → −v⃗, and thus µ → µ, meaning
that it does not change under the parity transformation.

The parity π changes depending on both the multipolarity L of the radiation field and on

18



1.4. Electromagnetic transitions

its electric or magnetic character as follows:

π(EL) = (−1)L

π(ML) = (−1)L+1

(1.11)

Thus, for the same order of multipolarity, electric and magnetic fields present opposite parity.

A multipole that variates in time with sinusoidal dependence produces a radiation field
that propagates in E⃗ × B⃗ direction. The average power radiated by the elecromagnetic field
depends on the frequency of oscillation ω, on the amplitude of the moment of the multipole, on
the value of L and on the character of the radiation. The radiation power can be generalized
as

P (σL) =
2(L+ 1)c

ϵ0L[(2L+ 1)!!]2

(ω
c

)2L+2
[m(σL)]2 , (1.12)

where σ represents the character of the radiation and can be either E or M and m(σL) is
the generalized multipole moment.

For a better comprehension of the electromagnetic radiation, a classical interpretation is
not sufficient. In fact, in order to describe certain properties, a quantum approach is needed.
Let us consider Equation (1.12): by dividing the radiation power for the energy of a single
photon ℏω, we obtain the probability of emission of a photon. To calculate such a probability,
however, it is necessary to write explicitly the generalized multipole moment. This object,
in its most generalized form, is complex, so it is useful to restrict the discussion to a single
photon emission between two shell-model states. Moreover, the radial part is assumed to be
constant. The probability of emission of a single photon can then be written as [22]

λ(EL) =
8π(L+ 1)

L[(2L+ 1)!!]2
e2

4πϵ0ℏc

(
Eγ

ℏc

)2L+1( 3

L+ 3

)2

cR2L

λ(ML) =
8π(L+ 1)

L[(2L+ 1)!!]2

(
µp −

1

L+ 1

)2( ℏ
mpc

)2 e2

4πϵ0ℏc

(
Eγ

ℏc

)2L+1( 3

L+ 3

)2

cR2L−2

(1.13)

for electric and magnetic character respectively, where mp is the proton mass, µp is the
magnetic moment of the proton and Eγ is the energy of the γ ray emitted in the transition.
The relation between the atomic mass A and the radius is R = R0A

1/3.

These estimations are known as Weisskopf estimates. Weisskopf estimates are useful to un-
derstand the behaviour of a state: in particular, a transition with a probability that is higher
than a Weisskopf unit suggests a collective behaviour, while a transition with a probability
in the order of the Weisskopf unit or lower typically indicates a single-particle behaviour.
The Weisskopf estimate as a function of the different multipolarity L and mass A, for electric
and magnetic transitions are reported in Table 1.4.1. Moreover, the Weisskopf estimate for
mass A = 20 (namely, the one we are interested to study in the present experiment) for the
different multipolarities and different character (electric and magnetic) of the transition are
reported in Figure 1.4.1. From the figure, it is possible to observe that the probability of
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Figure 1.6.: Weisskopf estimates for A = 20 for electric (E) and magnetic (M) multipoles,
depending on the γ ray energy.

transition presents a strong dependence on the energy of the transition: in particular higher
energy corresponds to higher probability. Moreover, the lower multipolarities are more prob-
able than higher multipolarities and electric transitions are more probable than magnetic
transitions for the same value of L.

As remarked in the previous section, electromagnetic transitions must conserve the energy
and the momentum. If we consider an electromagnetic transition from state ψi with angular
momentum I⃗i to ψf with angular momentum I⃗f , since the angular momentum is conserved,
this transition must respect the condition

I⃗f = I⃗i + L⃗ . (1.14)

Electric multipole [s−1] Magnetic multipole [s−1]

λ(E1) = 1.0 × 1014A2/3E3 λ(M1) = 5.6 × 1013E3

λ(E2) = 7.3 × 107A4/3E5 λ(M2) = 3.5 × 107A2/3E5

λ(E3) = 34A6/3E7 λ(M3) = 16A4/3E7

λ(E4) = 1.1 × 10−5A8/3E9 λ(M4) = 4.5 × 10−6A6/3E9

Table 1.1.: Values of Weisskopf estimates depending on the energy of the transition (E) and
the atomic mass (A) for different values of L and for the electric and magnetic
transition.
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1.4. Electromagnetic transitions

Thus, considering the sum rules from quantum mechanics, the values of the momentum that
the emitted photon can carry are [23]

|Ii − If | ≤ L ≤ Ii + If . (1.15)

The selection rules of Equation (1.15), together with the rules that determine the change in
parity for electric and magnetic transitions depending on the L of Equation (1.11), determine
the possible angular momentum and character of the transition. Moreover, as illustrated in
Figure 1.4.1, lower multipolarities are more favoured and electric transition are more favoured
than magnetic. If we consider a transition from a 2+ state to a 0+ state, this transition can
only be an electric transition of L = 2 (E2). If instead we consider a transition from a 2+

to another 2+, this transition will be a mix of E0, M1, E2, M3, E4, where the second and
third will be favoured with respect to the others. Finally, transition from 0+ to another 0+

can happen only via E0 transition. However, since the photon carries an intrinsic angular
momentum L = 1, transition with ∆L = 0 are not allowed via the emission of a single γ ray.
This kind of transition can happen via internal conversion, pair productions and double γ
decay.

1.4.2. Transitions probabilities and lifetime measurements

Obtaining direct information on the wave function of each individual excited state of the
nucleus would be the ultimate goal of nuclear structure and would allow a direct comparison
to theoretical models. In practice, this is not possible and information must be obtained
indirectly from other properties such as mass, spin, parity, excitation energy or transition
probabilities between the states. These latter ones are relevant for spectroscopic constraints.
For instance, direct reactions, such as (d, p), can be used to probe the L-transfer in the
reaction and, when the spin and parity of the mother nucleus is known, to determine the
spin, parity and spectroscopic factor from differential cross section (see Appendix A).

Such transition probabilities can also be measured within the same nucleus by measuring
the transition probabilities between the excited states. Then, one can determine the overlap
between the wave functions of the initial and final states and deduce the reduced transition
probabilities from the electromagnetic operators, such as M1, E2..., according to [23]

B(σL; Ji → Jf ) =
| ⟨Jf |O(σL)|Ji⟩ |2

2L+ 1
, (1.16)

where σ indicates the character of the transition (electric E or magnetic M) and L indi-
cates the multipolarity. This spectroscopic information can be experimentally measured and
theoretically calculated. Let us consider a pure E2 transition as an example. The reduced
transition probabilities and the lifetime of a state are directly related as follows

λ(E2) =
1

τ
∝
B(E2, ↓)E5

γ(1 + α)

BRγ
, (1.17)

where Eγ is the energy of the transition, α is the internal conversion coefficient and BRγ is
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1. Nuclear theory

the branching ratio of the decay.

In some cases, the transition can have different multipolarities, as for example 2+2 → 2+1
transitions that have both a E2 and M1 character. In that case, in order to pass from the
lifetime to the reduced transition probabilities, it necessary to know the mixing ratio of the
transition. The mixing ratio between E2 and M1 can be calculated as [23]

δ2(E2/M1) =
Γ(E2; 2+2 → 2+1 )

Γ(M1; 2+2 → 2+1 )
, (1.18)

where Γ = ℏT , where T , the transition rate, is

T (σL; Ji → Jf ) =
8π(L+ 1)

L[(2L+ 1)!!]2
q2L+1

ℏ
B(σL; Ji → Jf ) (1.19)

and q can be calculated as

q =
ω

c
=

Eγ

197 MeV · fm
. (1.20)

Therefore, the mixing ratio between E2/M1 can be calculated as

δ(E2/M1) = ±q
√

3

10

√
B(E2)

B(M1)
, (1.21)

where the absorption processes corresponds to the positive sign and the emission processes
to the negative sign, according to the Condon-Shortley phase convention [23].

Knowing the mixing ratio and the branching ratio BRγ of the transition, the relation
between the total and the partial widths is

Γ(M1) =
1

1 + δ2
BRγΓT =

1

1 + δ2
BRγ

ℏ
τ

(1.22)

and

Γ(E2) =
δ2

1 + δ2
BRγΓT =

δ2

1 + δ2
BRγ

ℏ
τ

(1.23)

where ΓT = Γ(M1) + Γ(E2) in the case considered.

Lifetimes of the states are hence directly connected to reduced transition probabilities and
are useful tools to probe in a model-independent way the wave function overlap between two
states, being a highly-sensitive constraint for advanced nuclear model.

There are many different methods to measure the lifetime of a state, depending on the
expected range. These methods can be divided into two categories: the indirect methods and
the direct methods.

Two of the most common indirect methods, where the lifetime is extracted from the mea-
surement of different quantities, are the Coulomb excitation [24] and the Nuclear Resonance
Fluorescence (NRF) [25]. Both these methods have the advantage of populating the low-lying
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1.5. The 20O study case

low-spin states via electromagnetic interaction1. In the Coulomb excitation method, the life-
time can be calculated from the reduced transition probabilities, which are extracted from
cross section measurements. In the NRF, the decay widths of the states are measured and
then the reduced transition probabilities are calculated from them. These methods cover a
wide range of lifetimes: from 10−8 to 10−14 s for the Coulex method and from 10−11 to 10−17

s for the NRF.

On the other side, the direct methods generally cover smaller ranges; however, they have
the advantage of measuring directly the lifetime instead of inferring it from other quantities.
Among these methods, two of the most commonly used are the Recoil Distance Doppler Shift
(RDDS) method [26, 27] and the Doppler Shift Attenuation Method (DSAM) [28]. Both of
these methods are based on the Doppler shift of the γ rays that can be emitted by the
nucleus right after the reaction, after an energy loss in a degrader or after the implantation
in a stopper, depending on the lifetime of the state of interest. While the RDDS covers a
time range typically from 10−9 to 10−12 s, the DSAM is used for the measurement of lifetimes
in the range from 10−12 to 10−15 s. More details on this latter technique are provided in
Section 2.7.

1.5. The 20O study case

In the context of the study of 3N forces in light nuclei, the 20O represents an interesting case.
In fact, while the yrast states 0+1 , 2+1 and 4+1 are composed of a pure (d5/2)

4 configuration, the

2+2 and 3+1 states are dominated by a mixed neutron configuration (d5/2)
3(s1/2)

1, according to
shell model calculations [29]. For this reason, these latter states are particularly sensitive to
the relative position of the d5/2 and s1/2 orbitals and possibly to the d3/2. The predicted level
scheme, with the relative occupation of the orbitals and spectroscopic factors, is presented in
Figure 1.7.

As shown in the work of Otsuka et al. [16] and reported in Figure 1.4, the 3N forces have
the effect of increasing the gap between the orbitals, and an increasing gap results in a shorter
lifetime of the states.

Many-body perturbation theory calculations employing chiral NN interactions with and
without the addition and 3N interaction show a different scenarios [30]. While the lifetime
of the 2+1 , that does not depend on the position of the s1/2 and d3/2 orbitals, is consistent

with the shell model calculations, the lifetime of the 2+2 changes drastically depending on the
inclusion of 3N forces. In fact, calculations with only NN forces lead to a lifetime that is 60%
longer with respect to 3N calculations, expected in the range of femtoseconds. Therefore, by
measuring the lifetimes of these states, it is possible to obtain useful information to quantify
the 3N forces.

A previous measurement by Ciemala et al. [30], that measured a lifetime of τ = 150+80
−30 fs,

seems to confirm the necessity of the inclusion of 3N forces in the calculations, proving the
20O to be a good study case for testing ab initio calculations. However, the large error bars
and the possibility of the influence of feeding transitions still leave open questions.

1This is true for Coulomb excitation only under the assumption of maintaining a minimum distance of at
least 5 fm between the two nuclear surfaces in the reaction. This condition is also known as Cline’s safe
energy criterion [24].
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1. Nuclear theory

Figure 1.7.: Predicted level scheme of 20O. The occupation of the orbitals and spectroscopic
factors are obtained from shell calculations using the USDB interaction [29].
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1.5. The 20O study case

Additional information on the 2+2 state and the lifetime measurement of the 3+1 state could
provide the needed answers.

1.5.1. Populating the 20O

In the past, 20O was populated using many reactions, aimed at studying different features of
this nucleus.

Since the Seventies, the nucleus have been studied using (t, p) reactions starting from a
triton beam and a target of 18O, with the transfer of two neutrons from the beam to the
target. Experiments using these reactions allowed the study of the excited levels of 20O,
where the excitation energies and the angular distributions were measured. Moreover, from
the angular distributions, spin and parity were assigned to most of the observed states [31–
34]. By comparing the experimental results to shell-model calculations, it was possible to
obtain a first idea of the structure of this nucleus and in particular to shed light on the nature
of the low-lying states. Positive-parity states were observed to have either a (sd)4 character,
where the four valence neutrons outside the 16O shell occupied the sd shell, or a (sd)6(1p)−2

(six particles-two hole) character. Negative states were expected to present instead a mixing
of the (sd)5(1p)−1 (five particle-one hole) and (sd)3(fp)1 configurations.

An experiment involving a 18O beam at a bombarding energy of 24.5 MeV, impinging on a
100 µg/cm2-target of Ti-3He, measured the lifetime and the g−factor of the 2+1 state, yielding
to |g| = 0.352(15) and τ = 10.7(4) ps [35].

Thanks to the development of the accelerator technologies, the 20O was studied via proton
scattering in an experiment employing a radioactive beam of 20O impinging on a polypropy-
lene (CH2) target [36] in an inverse kinematic reaction. In the analysis, the experimental
differential cross sections were compared to Coupled Channel Born Approximation (CCBA)
calculations for inelastic scattering measurements and the deformation parameters were ex-
tracted. In another experiment, the 20O beam impinged on a 208Pb [37, 38] in a direct
kinematic reaction. This study focused instead on the 1− states and measured the B(E1)↑
values.

In the same years, the 20O was populated in a fusion-evaporation reaction using a beam
of 14C impinging on a 10Be target [39]. The events of interest were selected by requiring the
coincidence of γ rays with one α particle, evaporated in the reaction. This different reaction
mechanism enabled to populate and observe five new states below 6 MeV. The comparison
between these experimental data and the shell model calculations pointed in the direction of
a reduction of the p-sd shell gap for oxygen isotopes.

More recently, the nucleus of interest was populated in both direct transfer and deep-
inelastic reactions using a 18O beam impinging on a 181Ta target. This experiment was
devoted to the lifetime measurement of the 2+2 and the state of interest was well populated,
leading to a high statistics on the transition of interest, namely the 2+2 → 2+1 transition
measured at 2396 keV. However, in this experiment the control on the population of the
states was limited. This control would allow one to select the direct population of the state
of interest by applying a gate on the excitation energy spectrum. This gate guarantees a
spectrum with a lower background and eliminate the contribution of the feeding transitions
coming from higher-energy states that influences the lifetime measurement of the lower states.

One-neutron transfer reactions are perfect tools to study single-particle level and guarantee
a strong control on the populations of the states. The 20O was studied using a (d, p) reaction
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Figure 1.8.: (left) Kinematic lines corresponding to the 20O excited states obtained from the
proton distribution measured by the HELIOS magnetic spectrometer. (right)
Excitation energy spectrum of the 20O reconstructed using HELIOS. Figure taken
from [40].

in Argonne National Laboratories (USA), starting from radioactive beam of 19O provided by
the Argonne Tandem-LINAC Accelerator System (ATLAS) and the In-Flight Facility at the
beam energy of 6.6 MeV/A [40]. The beam impinged on a deuterated polyethylene (CD2) 260
µm-thick target, placed inside the HELIcal Orbit Spectrometer (HELIOS). This experiment
was devoted to the study of the 20O excited level and their angular distributions.

In the experiment, the excitation energy spectrum of the 20O was reconstructed with a
resolution that permitted to well distinguish the levels of interest. In particular the 0+g.s.,

2+1 , 4+1 yrast states, as well as the 2+2 , 0+2 , 3+1 states were observed. Moreover two additional
states were observed at 4.99 and 5.64 MeV and were both assigned a tentative spin and parity
of 2+. As showed in Figure 1.8, the state of interest for the lifetime measurement, namely
the 2+2 and 3+1 states at 4.07 and 5.23 MeV, are well populated and separated from the other
states.

For these reasons, the 19O(d, p) reaction was chosen to study the 20O nucleus. The exper-
imental apparatus is presented in the following chapter.
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2
Experimental Apparatus

In this chapter, the experimental setup is described. The nucleus of interest, 20O, was popu-
lated with a transfer reaction using a radioactive beam of 19O that impinged on a deuterated
polyethylene (CD2) target. The beam was provided by the GANIL-SPIRAL1 complex at the
kinetic energy of 8 MeV/A and with an average intensity of 4× 105 particle per second (pps)
after the post acceleration process. The CD2 target was produced with a thickness of 0.3
mg/cm2 and evaporated on a gold layer with a nominal thickness of 20 mg/cm2. The γ rays
emitted in the process were detected using the AGATA array. For a complete reconstruction
of the reaction, the target-like recoils were identified using the MUGAST array, while the
beam-like 20O nuclei were detected by the VAMOS++ spectrometer. A scheme of the setup
is presented in Figure 2.1.

2.1. GANIL-SPIRAL1 accelerators complex

The Grand Accélérateur National d’Ions Lourds (GANIL) is a facility located in Caen
(France) dedicated to the production and acceleration of both stable and radioactive heavy
ions beams, aimed at the study of nuclear physics, atomic physics and applications [41]. At
the moment, five cyclotrons are operative at GANIL (Figure 2.2):

• C01 and C02 cyclotrons, coupled with the IRRSUD beamline (Energy < 1 MeV/A);

• the CSS1 cyclotron, used for atomic and nuclear physics, biology and solid state physics
(Energy 4-13 MeV/A);

• the CSS2 cyclotron, used for nuclear physics and previous applications (Energy < 95
MeV/A);

• the CIME cyclotron, used for the post-acceleration of radioactive beams provided by
the SPIRAL1 source (Energy < 20 MeV/A).

SPIRAL1 is a facility for the production of radioactive ion beams using the Isotope Sepa-
ration On Line (ISOL) technique [42]. With respect to other techniques, like the In-Flight or
the fragmentation, the ISOL technique presents several advantages, such as a good optical
quality and the possibility of tuning the beam energy in the post-acceleration phase. However,
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Figure 2.1.: Scheme of the experimental setup. Inside the reaction chamber, at backward
angles with respect to the beam direction, the silicon detectors of MUGAST (both
trapezoidal and annular detectors, in blue) are placed. Outside of the reaction
chamber, at backward angles, the AGATA array (grey) is positioned. At forward
angles, the beam-like recoils are detected by the VAMOS++ spectrometer (red).
Figure not in scale.
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2.1. GANIL-SPIRAL1 accelerators complex

Figure 2.2.: A scheme of the GANIL facility is shown. For the present experiment, the SPI-
RAL1 facility (bottom left on the map) provided the radioactive beam that was
then delivered to the G1 hall, where AGATA and VAMOS++ are located. Figure
taken from [41].

due to the longer time required to deliver the beam, the choice of radioactive species must be
restricted to the less exotic ones, namely those with a half-life longer than few milliseconds.

Until 2014, the production was limited to beam of gaseous elements. However, after a new
upgrade, radioactive beams of condensable elements are now available. For the production,
a stable heavy ion beam impinge on a thick graphite target and the fragments generated are
diffused from the target to the ion source. Gaseous radioactive beams like nitrogen, oxygen
and noble gases are produced using the Nanogan ion source [43]. During the 2014 upgrade,
the a new Forced Electron Beam Induced Arc Discharge (FEBIAD) source was implemented,
together with a Target Ion Source System (TISS) to connect the target to the source [42].
The FEBIAD source permits to 1+ charge beams of elements with a melting point below
2000 ◦C, opening to a wider range of elements such as sodium, magnesium, aluminium and
others.

The beams are post-accelerated by the CIME cyclotron to energy from a few keV to 20
MeV/A for the lightest nuclei, with an intensity that is highly dependent on the exoticity of
the species. Finally, the radioactive beam is delivered to the experimental hall.

For this experiment, a primary beam of 22Ne at 80 MeV/A impinged on a carbon target
and the secondary beam of 19O was extracted and re-accelerated at 8 MeV/A with an average
intensity of 4×105 pps over the whole experiment. The radioactive beam was extremely pure
and no trace of contaminants have been detected.
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2.2. The AGATA array

2.2.1. Germanium detectors in γ-rays spectroscopy

Since the Sixties, germanium detectors have been proven to be fundamental tools for γ-
ray spectroscopy. In fact, their main characteristic is the good resolution that permits to
distinguish transitions that are very close in energy, with respect to other detectors previously
used such as, for example, sodium iodide scintillators (Na(I)) [44]. Their good resolution is
due to the low gap between the valence and conduction band in the semiconductor lattice.
In fact, while for typical silicon detectors this gap is 1.2 eV, for germanium detectors it is
only about 0.7 eV. This means that in germanium detectors the probability of generating an
electron-hole pair is higher, leading to a higher number of charge carriers and resulting in a
higher resolution capability. However, this small band gap has a serious drawback: in fact,
the leakage current induced by room temperature affects the performances of the detectors.
Therefore germanium crystals must be cooled down using liquid nitrogen and the temperature
of the crystal must remain in the range of 77-90 K.

In order to efficiently detect the γ-ray radiation, a thick depletion depth is required for
these semiconductors detectors. The thickness of the depletion region is given by [44]

d =

√
2ϵV

eN
(2.1)

where ϵ and e are the dielectric constant and the electronic charge respectively, V is the bias
voltage and N is the net impurity concentration of the material. Therefore, given an applied
voltage, it is necessary to obtain a lower level of impurity concentration in order to reach a
greater depletion depth. Two methods have been developed for this purpose. In the first one,
the required level of purity is obtained by compensating the residual impurities using an equal
concentration of dopant atoms of the opposite type. The lithium ions drifting process has
been successfully used with germanium detectors and permits reaching a thickness of about
2 cm. The detectors produced using this approach are called Ge(Li) detectors and they have
been commercially available since the 1960s. The second method permits obtaining a higher
level of purity by melting the material and, in this way, excluding the impurities. Detectors
obtained with this second method are called High-Purity Germanium (HPGe) detectors and
they can reach depletion depths of several centimetres. They were first developed in the mid-
1970s and their lower maintenance costs with respects to the Ge(Li) detectors made them a
preferable alternative.

Since the 1980s, an increasing interest in the development of germanium arrays has been
manifested, with the goal of reaching a 4π angular coverage. In these arrays, the HPGe
detectors are surrounded by a Bismuth Germanate scintillator (BGO) crystal that acts as a
Compton shield: whenever a γ ray detected by the germanium detector is in coincidence with
a γ ray detected by the BGO, that event is rejected because it does not contain the complete
information on the energy of the incident photon. This technique improves significantly the
peak-to-total (P/T ∼ 55%) ratio in γ-ray spectra, but it limits the angular coverage of the
array and consequently the efficiency.

The advent of Radioactive Ions Beams (RIBs), corresponding to lower beam intensity and
higher background levels, together with large Doppler broadening, made the experimental
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2.2. The AGATA array

conditions even more challenging. In order to be able to explore the physics of more exotic
nuclei, a larger efficiency was needed, which cannot simply be obtained by increasing the
number of detectors in the array. Moreover, with the higher energy of the recoils achievable
with new accelerators technologies, a better angular resolution was necessary to perform an
accurate Doppler correction of the γ rays.

The solution to overcome the limitations was the development of crystal segmentation
combined with digital signal processing. These new technologies allowed physicists to measure
the energy and position of the interaction points in the crystal and therefore to reconstruct
the trajectory of γ rays within the crystals. Segmented arrays permit to achieve a larger
efficiency keeping a sufficiently high P/T ratio. Moreover, it allows one to determine with
better precision (∼ 1◦) the emission angle of the γ ray, leading to a reduction of the Doppler
broadening and to an improved resolution [45] for in-flight spectroscopy.

The evolution from the first germanium detectors to present-day detectors happened grad-
ually and in many cases the different phases coexisted. It is possible to individuate five
phases.

The first generation of germanium array consisted of a few single coaxial detectors arranged
together. The TESSA array [46] is a good example of these arrays.

The second generation consisted of single coaxial germanium with AntiCompton (AC)
shields and a large number of detectors. GASP [47], EUROGAM [48] and GAMMASPHERE
[49].

The third generation is represented by “composite” detectors such as clovers (four crystals
in the same cryostat) or clusters (3 or more encapsulated crystals in the same cryostat).
An example of clovers is EUROBALL phase II [50] or EXOGAM [51], while an example of
clusters is the phase II of GALILEO [52].

The fourth generation consisted of segmented detectors in order to improve the Doppler
correction, such as SEGA [53] or MINIBALL [54].

Finally, the fifth generation is represented by composite detectors (clovers or clusters) with
no Compton suppression and with the capabilities of performing tracking and pulse shape
analysis. Only two arrays have these characteristics: GRETINA [55] and AGATA.

2.2.2. The AGATA project

AGATA (Advanced GAmma Tracking Array) [56] is a European project aimed at the devel-
opment of a full 4π γ-ray tracking array, similar to its counterpart GRETA [57] in the United
States. AGATA has already been successfully employed in numerous in-beam experiments
first in its demonstrator phase at LNL [58], then at GSI [59] and finally at GANIL [60],
increasing the number of clusters from 5 at LNL, to 7 at GSI, to up to 15 at GANIL, where
it was located at the time of the experiment.

In the present configuration, 12 triple clusters, for a total of 36 crystals, are placed at
backward angles with respect to the beamline in a compact configuration (18 cm between
the target and the endcap) in order to maximize the angular coverage of the HPGe and thus
the efficiency. The AGATA detectors are based on closed-end coaxial n-type HPGe crystals
with an impurity concentration between 0.4 and 1.8×1010 atoms/cm−3. For each cluster, the
crystals present three different shapes (presented in Figure 2.3, left) identified with a letter
and a colour: A - Red, B - Green, C - Blue. Each crystal is segmented into six rings along
the axis, and each ring is subdivided into six sectors, for a total of 36 segments (see Figure
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Figure 2.3.: (Left) Three different geometries of AGATA crystals, commonly referred as A -
Red, B - Green and C - Blue. (Right) A 3D representation of an AGATA crystal
and its segmentation. Figures taken from [56]

2.3, right). A central contact, the core, collects the total energy deposited in the crystal and
is used to apply the positive bias voltage. Every segment has its own preamplifier, that must
have important characteristics such as a high energy resolution, a short dead time and the
capability of sustaining high counting rates. To achieve these requirements, new preamplifiers
were developed.

In order to ensure the highest energy resolution, the preamplifier is divided into two parts
[61]. A cold part, consisting of a Field Effect Transistor (FET), is placed close to the detector
electrodes and operates at cryogenic temperatures in order to reduce the electronic noise. A
warm component, instead, operates at room temperature and it is connected to the first part
by 15-cm cables. To reduce the dead time and be able to sustain higher counting rates, a new
fast-reset technique was implemented. A desaturation circuitry is able to detect saturated
signals and to discharge the capacitance, restoring the initial condition. Finally, a new
technique employing a time-over-threshold (TOT) algorithm permits to dynamically extend
the γ ray energy range up to about 180 MeV. Knowing the quasi-linear relation between
the reset time and the amplitude of the signal, this algorithm performs a time-to-amplitude
conversion and extends the energy measurement range consequently [62].

AGATA Front-End Electronic

The AGATA Front-End Electronic (FEE) digitizes the signals from each crystal indepen-
dently at 100 MHz with a 14-bit resolution. For each crystal, the signals from the 36 segments
plus low and high gain signals from the core are digitized and sent to the pre-processing elec-
tronics at a data bandwidth of about 2 Giga bits per second (Gbps) per channel. Moreover,
using the high gain signal of the core, the digitizers are able to generate a fast trigger output
that can be used for external coincidence with analog electronics.

The pre-processing electronic is in charge of treating the data coming from the digitizers.
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2.2. The AGATA array

Using Field Programmable Gate Arrays (FPGA), the digitized signal is passing successively
into a trigger block (CFD for phase 0 electronic, shaper followed by a leading-edge with
a settable threshold for phase 1). For each crystal, the core signal is used to trigger the
acquisition of the 36 segments treated as slave. Moving window deconvolution based on a
trapezoidal filter is then applied to determine the signal amplitude. For each local trigger, a
request is sent to the Global Trigger and Synchronization system (GTS) which can be coupled
to a Trigger Processor (TP) to validate events under experiment-driven conditions. Since the
counting rate on the AGATA crystals for the present experiment was sufficiently low (about
100 Hz per crystal, for a total of about 4 kHz for the whole array), AGATA ran triggerless,
i.e. all the local trigger requests were validated. For each validated event, the FPGA is
generating a data frame containing the digital information, e.g. time-stamp, amplitude from
the trapezoidal filter, and a fraction of the signal containing the baseline and the rise time of
all the signals. The latter will be used during the pulse-shape analysis process to determine
the position of the interaction.

Two versions of the FEE were used for the present experiment. In the first type (phase
0), the pre-processing is performed by two carrier cards in the Advanced Telecommuni-
cations Computing Architecture (ATCA), each containing four Common Mezzanine
Cards (CMC). This electronic is in operation since the demonstrator phase at LNL (2009-).
Part of the components that are now obsolete renders the maintenance of this FEE difficult.
Moreover, the power needed for each capsule is about 320 W, requiring a complex cooling
system.

For this reason, a new kind of pre-processing electronic was developed (phase 1). Similarly
to the ATCA, the Global Gigabit Processor (GGP) is able to sustain an incoming data
rate of 2 Gbps per channel. The GGPs are Peripheral Component Interconnect Express
(PCIe) cards that are mounted directly into the computing nodes in charge of the PSA. The
board power supply accepts a voltage of 12 V (corresponding to a maximum currents of 1 A)
and 5 V (10 A). Hence, the maximum power consumption of the pre-processing electronic is
62 W, five times lower than the previous setup.

In Figure 2.4, the circled crystals have been acquired using the GGP boards while the other
ones are read using the ATCA.

2.2.3. Detectors Calibration

The electronic signals coming from the segments and core of the crystals are processed to
extract the amplitude using a trapezoidal filter. This information is used for the energy
calibration of the detectors. For the calibrations, only events where one and only one segment
has fired are selected.

First, a 60Co source is used for a preliminary calibration of the detectors. The calibration
is performed for each segment and for the core at two different gains. This procedure is
done for each detector, leading to (36 + 2) × 36 = 1368 segments to analyse. Due to this
large number, the calibration process is automatized using the program RecalEnergy [63].
This program identifies the peaks of the cobalt source, expected at 1173 and 1332 keV,
and extrapolates the centroids using a deformed gaussian fit with a left and right tail, the
possibility of adding a step to the fit and background subtraction. Then it calculates the
linear coefficients to calibrate the segments and the core, fixing the offset to zero. After the
automatized procedure, the results of the calibration are checked manually and, when the
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Figure 2.4.: Disposition of the crystals in the AGATA array for the present configuration.
The circled detectors have been implemented with the new GGP electronic for
the pre-processing.

residual energy between the calibrated peak and the nominal one is more than 1 keV, the
coefficient is recalculated manually.

A second calibration is also performed, after the procedures explained in paragraphs 2.2.5,
2.2.6, and 2.2.8, using a source of 152Eu. The program RecalEnergy [63] identifies the ten
most intense transitions of the spectrum and calculates the linear coefficients, namely the
slope and the offset, for the calibration. Then, as in the previous case, the calibration is
checked manually by comparing the position of the 1407 keV peak with the nominal one,
requiring a residual lower than 0.5 keV.

2.2.4. Cross-talk correction

Electrical cross-talk effects are commonly observed for segmented detectors. In the case of
the AGATA crystals, the capacitances of the bulk germanium material create an electronic
network that causes these effects. The main consequences of the cross-talk are shifts in the
energy of the γ-ray transitions measured by the inner core and outer segments, and a general
worsening of the resolution, depending on the multiplicity of firing segments. For example,
for the 60Co peak at 1332.5 keV measured with one of the AGATA crystals, a shift of the
energy peak position of more than 2 keV per fold to lower energy values and an increase of
the FWHM of about 0.5 keV per fold was observed [64].

To retrieve the intrinsic resolution and improve the calibration, a cross-talk correction is
needed. In this procedure, the measured energy vector of all the segment signals is converted
into a corrected vector. Since the cross-talk propagates in a linear way, the most convenient
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2.2. The AGATA array

Figure 2.5.: 152Eu source γ-ray energy spectrum for the segments of crystal 02A after the
second calibration, expanded around the 1407 keV peak. All the segment are
aligned within an energy difference of less than 0.5 keV.

choice for the conversion of the vectors is to use the matrix formalism. The δij matrix
elements are calculated by selecting events with only one segment j collecting a real energy
deposition and then, in coincidence, the baseline shifts of the other segments i are recorded
as a function of the energy deposited in segment j. Matrix elements δij are expected to be of
the order of ≈ 10−3. Then, by inverting the transformation matrix, it is possible to deduce
the true energy deposited in the segments from the distorted measured values.

The cross-talk coefficients are calculated using the program xTalkSort [65] and RecalEnergy
[63], using a 60Co calibration run, as in the first calibration.

2.2.5. Broken and lost segments

The information on the cross-talk can be used for the treatment of problematic segments,
classified as either broken or lost.

A segment is considered broken if the corresponding charge is not regularly collected by its
FET and flows to the neighbouring segments. This case is easily recognizable by the presence
of ghost peaks in the neighbouring segments.

In case of a lost segment, instead, the charge is normally collected by the FET but the
signal is not present in the data. In this second case, no ghost peaks are observed.

There are two different procedures to treat the missing segments. One way is to force the
calibration parameter of the segment to zero. The second way is to restore the information on
the missing energy released in the segment from the correlation between the energy measured
by the core and the sum of the energy measured by the segments. This option is not feasible
if more than one segment is missing in the crystal.

In the present experiment, three crystals presented problematic segments: the 00A, the
06A and the 10A. The procedure to deal with these issues is explained in the following.
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Figure 2.6.: γ energy spectrum of the different segments for crystal 00A. It is possible to
notice that segment 9 and 29 present problematic behaviours. In particular,
segment 9 is noisy, while segment 29 is completely absent.

• In the case of the 00A crystal, two segments presented a problematic behaviour: the 9
and the 29, as presented in Figure 2.6. In this case, it was not possible to recover the
segments and the gain of both segments was fixed at zero.

• Crystal 06A showed issues for segment 3. From the presence of ghost peaks, observed
in segment 2 and 4 (see Figure 2.7, top), segment 3 was identified as broken. The
coefficients to recover the segment were calculated from the core matrix (Figure 2.7,
bottom). The core matrix represents the energy measured in the core as a function of
the sum of the segments.

• Crystal 10A showed issues for segment 29. From the absence of ghost peaks, it was
identified as lost and the coefficients for the recovery were calculated from the core
matrix (see Figure 2.8).

2.2.6. Time alignment

In the AGATA framework, the γ-ray hit time is calculated with respect to the trigger, which
is given by the core of each crystal. A leading-edge discriminator is used to be more sensitive
to low-energy events. This introduces a dependence on the energy for the trigger. When a
crystal is triggered, the trace of the signal for every segment and the core are recorded. The
signal consists of 100 samples, 40 before and 60 after the trigger.

The shape of the signals is fundamental for the PSA (see Section 2.2.7). However, the
PSA algorithm processes the signals coming from the segments as beginning all at the same
time. Therefore, if not previously aligned, the reconstruction of the interaction point can be
incorrect and lead to clusterisation patterns.

For this reason, the time alignment of the segments and core of a crystal is extremely
important. For the alignment of the segments, the macro RecalEnergy [63] is used, requiring
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Figure 2.7.: (Top) The energy of the core as a function of the segment 4 (crystal 06A) energy
of a 60Co source is presented. The γ-ray energy spectrum for the segment is
presented under the matrix. The presence of ghost peaks characterizes segment
3 as broken. (Bottom) The energy of the core as a function of the sum of the
segments (core matrix) for crystal 06A is presented.
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Figure 2.8.: The core matrix for crystal 10A is presented.

all the segments to be aligned at channel 500. In Figure 2.9 an example of the timing of the
segments before and after the alignment for crystal 00B.

For the core, a manual procedure is followed. In case the core is not well aligned, in the
time spectrum produced by the PSA a second peak will be present, as presented in Figure
2.10 for crystal 00B. In the present case, the second peak was found at channel 468 (red
spectrum), therefore a shift of 32 channel is required.

2.2.7. Pulse Shape Analysis

Pulse Shape Analysis (PSA) is a powerful tool in nuclear physics used for different purposes
such as time measurements or particle discrimination. In the context of the AGATA project,
PSA is used to identify precisely the interaction points of the γ rays inside the segmented
crystals and to perform the Neutron Damage correction. At the moment, the accuracy
achievable with current algorithms and methods is below 5 mm (FWHM) [56].

Whenever a γ ray hits a segment of the germanium detector, two kinds of signals are
created:

• a net charge signal, created in the segment directly hit by the photon;

• a transient signal, created in the neighbouring segments.

An example of these two kinds of signals is shown in Figure 2.11.

The sum of the net charge and transient charge signals are then compared to a set of
libraries that permits reconstructing the interaction position of the photon in the germanium
crystal. These libraries can be obtained either by direct measurement or via simulation.

The first method requires the usage of a dedicated setup consisting of a high-resolution
positioning table, a heavy metal collimator and an intense radioactive source, usually of 137Cs
[67]. The heavily collimated source and additional conditions to suppress events with multiple
interactions, allow one to obtain a precise experimental set of bases. However, this procedure
is time-consuming and, at the moment, a complete set of the pulse shape libraries is still to
be obtained.
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Figure 2.9.: (top) Timing of the segments of crystal 00B before (red) and after (black) of the
alignment. All the segments are aligned at channel 500.

Figure 2.10.: Timing of the core of crystal 00B before (red) and after (black) the alignment.
Before the alignment, a second peak around channel 470 is present, while after
the alignment only one peak at channel 500 is observed.
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Figure 2.11.: Example of a net charge signal on segment C4 and transient signals in the
neighbouring segments of an AGATA crystal. Figure taken from [66].
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Figure 2.12.: Simulated traces of an AGATA crystal for different positions. (top) The core
signal for different values of the radius is shown. (bottom) Transient signals
induced in a neighbouring segment are shown. Figure taken from [68].

With the second method, the pulse shape is calculated by simulating a realistic response
of the detector hit by a γ ray. Numerous codes have been developed within the AGATA
collaboration, among which the AGATA Detector library (ADL), a C-based code used for
realistic simulations of semiconductor detectors [68]. Firstly, ADL provides the calculations
of the weighting potentials and the electrical field. The volume of the crystal is divided into
small cubes called voxels, which can be either an electrode type or an active detector material
type. Then, one of the electrode-type voxels is set to 1 V, while all the other electrodes are
set to 0 V. The weighting potential is defined by a 3D Poisson solver that iterates over all the
voxels. The electric field is obtained from the weighting potential of the core after scaling by
the applied bias voltage, to which the space charge distribution field must be summed.

Secondly, a set of bases where each signal shape corresponds to an interaction position
must be obtained. When a γ ray hits the crystal, electron-hole pairs are created and then
accelerated by the electric field and finally collected to form the signal. Considering that
the electric field is not homogeneous within the volume and that electrons and holes have
different mobility, the collection time of the charge carriers will vary depending on the position
of interaction, leading to different signal shapes. The variety of signal shapes is scanned in
a 3D grid with a 2 mm spacing. An example of these signals is shown in Figure 2.12. Since
the shape of the signal is also depending on the impurity level of the material, the inverse
procedure can be used to determine the presence of neutron damage in the lattice and restore
the original shape of the signal, as explained in Section 2.2.8.

Finally, since the PSA base sets are also used for online analysis, it is necessary to develop
fast and efficient algorithms to process data at a significant rate. One of the main used algo-
rithms is the Adaptive Grid Search (AGS) [69]. This algorithm compares a set of measured
net and transient signals with the signals calculated from a grid of points in the crystal. The
residue R is calculated as the sum of the squared difference between the measured and calcu-
lated signals over time and segments. The research of a minimum residue is done in two steps.
First, the minimum R is evaluated in a wider grid of points in order to determine the voxel
where the interaction happened. Then, a second minimization is performed to search for the
interaction point within the determined voxel with a full grid search. A full set of reference
bases of the simulated signals allows the algorithm to be precise and efficient, characteristics
that are fundamental for in-beam experiments and online analysis.
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2.2.8. Neutron Correction

HPGe are known to be sensitive to fast neutron irradiation. The fast neutrons can create
some defects in the lattice of the crystal. These defects act as electrons and holes trapping,
reducing the efficiency of charge collection. The result is that for damaged crystals a left tail
on the peak can be observed, which worsens the intrinsic resolution of the detector.

Damaged crystals can be repaired through annealing. This process consists in heating
the crystal, typically at temperatures around 120 ◦C for 72 h, in order to restore lightly
damaged detectors. During the process, the cryostat vacuum is guaranteed by an external
pump [44]. However, the process of annealing requires time and it is not possible to perform
it after each experiment. For these reasons, some correction methods have been developed in
order to reduce the effects of the neutron damage and to restore, at least partially, the initial
resolution of the detector.

The sensitivity of AGATA detectors was studied in previous works [70, 71]. From these
studies, it emerged that holes, being slower than the electrons, are more sensitive to trapping
effects. Since segment signals are collected via holes, segments are more sensitive to trapping
effects than the core. Moreover, there is a clear dependence of the inefficiency on the path
length: therefore, the sensitivity to hole trapping is maximal near the core electrodes, while
for the electrons the sensitivity is maximal near the outer segment electrodes.

In order to correct the neutron damages, the paths of the charge collection are reconstructed
from the shape of the signals, using the libraries implemented in the ADL simulation code.
Then, this path is compared to the nominal one expected for a germanium detector. If the
reconstructed path differs from the expected one, the shape of the signal must be corrected
to fix the inefficiency in the charge collection. If this procedure is not sufficient, it is possible
to recover the initial energy resolution of the crystal by normalizing the sum energy to the
energy measured in the core contact, which has been proven to be less affected by the neutron
damages.

In Figure 2.13, an example of the effect of neutron damage correction for crystal 04C.

2.3. The VAMOS++ spectrometer

Magnetic spectrometers are widely employed for the identification of heavy ions produced
in nuclear reactions from either stable or radioactive ion beams. At energies around the
Coulomb barrier, the angular distribution of the reaction products is more spread with respect
to fragmentation energies, thus a larger acceptance is required in order to obtain a good
efficiency. Moreover, while fragmentation products mainly present a single charge state Q ∼
Z, at the Coulomb barrier one can have a larger spread (5-10) in charge states per element,
depending on the Z. The large Bρ acceptance (20%) allows for the detection of these different
charge states.

Large acceptance spectrometers have been widely employed for this aim, often coupled with
γ-ray arrays or silicon arrays for light charged particles, as in the case of the present experi-
ment, where the VAriable MOde high acceptance Spectrometer (VAMOS++) is coupled with
the γ-ray array AGATA and with the MUGAST silicon array. Other similar spectrometers
are PRISMA [72], operating at the LNL, and MAGNEX [73] at LNS.

VAMOS can operate in two different modes: as a zero degree recoil separator, as in the
present experiment, or as a dispersive spectrometer at different angles. Moreover, the possi-
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Figure 2.13.: γ-ray spectrum showing the 1407-keV peak coming from a 152Eu source before
(red) and after (black) the neutron damage correction. The resolution of the
detector improves significantly for all the segments.

Figure 2.14.: (left) Scheme of the VAMOS++ spectrometer coupled with the AGATA array.
Figure taken from [60]. (right) Scheme of the focal plane detectors. Figure
taken from [74].
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bility of operating VAMOS in gas-filled mode for the detection of fusion products has been
successfully tested [75].

The spectrometer consists of a series of optical elements and a detection system [74]:

• large acceptance quadrupoles for the focalization of the beam-like residues;

• a dipole for the dispersion of charged particles;

• an entrance Multi-Wire Parallel Plate Avalanche Counter (MWPPAC) detector;

• a second MWPPAC for Time of flight measurements;

• two drift chambers;

• an ionization chamber.

The Time of Flight (ToF) of the particle is measured between the MWPPAC at the target
level and the second MWPPAC while the drift chambers permit the determination of the
(x, y) position of the particle. From this information, knowing the optical elements of the
spectrometer, it is possible to reconstruct the exact trajectory of the particle on an event-
by-event base. The second MWPPAC and the two drift chambers are used to measure the
direction of the recoil on the focal plane. This information is compared to a set of simulated
trajectories in order to extract most probable. Then, the ionization chamber is used to
measure the energy loss ∆E of the charged particle and the residual energy Er. Knowing v,
the ∆E and Er of the particles, it is possible to reconstruct the mass M , atomic number Z,
charge state Q, energy E and angles (θlab, ϕlab).

Knowledge of the kinematics of the recoil is fundamental for γ-ray spectroscopy. Not only it
is possible to gate on a specific nucleus to study its electromagnetic properties (excited states,
branching ratios, reduced transition probabilities, etc.), but knowing the three components
of the velocity vector of the γ-emitting nucleus, it is possible to perform an event-by-event
Doppler correction, obtaining a better energy resolution with respect to the one achievable
with a Doppler correction employing an average velocity.

However, due to the high counting rate induced by the beam, it was not possible to use the
entrance detector, nor the drift chamber and the ionization chamber for the identification of
the ions. Since during the beam diagnostic no contaminants were found in the radioactive
beam, it was decided to use only the second MWPPAC of VAMOS for ToF measurement
between the MWPPAC and the radiofrequency of the cyclotron and between VAMOS and
MUGAST, in order to perform a ToF selection on the events of interest (see Section 3.1.1).

2.3.1. The Multi-Wire Parallel Avalanche Counter

The MWPPAC placed before the drift chamber is characterized by a good time resolution
and high counting rate capabilities. The detector is composed of two grounded anodes and
one central cathode, polarized at ∼ −500 V, each separated by 2.2 mm. The wires are made
of gold-coated tungsten and are 150 mm (vertical, cathode) and 1000 mm (horizontal, anode)
long, for an active area of 1000×150 mm2. Moreover, to reduce the capacitance, the cathode
is segmented into 20 independent sections, ensuring a fast rise time, essential for a good time
resolution. The detector is filled with 6.0 mbar of isobutane (C4H10) and is isolated from
the vacuum of the beam line by an entrance window of 0.9 µm mylar, placed before the
MWPPAC.
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Figure 2.15.: (left) A scheme of the trapezoidal detectors, placed at backward angles. Two
square detectors are also present in the figure. (right) A picture of the trape-
zoidal detectors of MUGAST. In the photograph, one square detector, which
was not employed in the present experiment, is also visible. Figures taken from
[79].

2.4. The MUGAST array

The GRIT [76] project is a European collaboration aimed at building a highly-segmented 4π
Silicon array in order to achieve a better angular and energy resolution in the detection of
charged particles for nuclear studies. This project started with the MUST [77] and MUST2
[78] phase, and the third phase, MUGAST [79], is currently operative at GANIL. The GRIT
array has been designed to be compatible with the AGATA array.

MUGAST is an array composed of 12 double-sided strip Silicon detectors (DSSD) arranged
to fit in a reaction chamber of 18 cm diameter. At backward angles, at 13 cm from the target,
seven 500 µm-thick trapezoidal neutron Transmutation Doped (nTD) type DSSDs are placed
as shown in Figure 2.15, covering the theta angles between 110◦ and 150◦. The coverage
in phi angles is about 70% of the hemisphere in the configuration with 7 trapezoids. Good
angular coverage is achieved using a compact configuration where the mechanical part where
limited. By comparing the measured efficiency with the simulated one [79], a disagreement
was observed around 100◦ that was attributed to the target frame. In this position, the
silicon detectors cover the backward crystals of AGATA. However, the transparency to γ
rays is insured by moving the front-end electronic of the silicon detectors to 90◦. Each
detector is segmented into 128 strips on the front side, 710 µm large, and 128 on the rear
side, 760 µm large.

A silicon annular detector covers the angle between 160◦ and 170◦. During the commis-
sioning, the coverage in phi angle was about 80% [79], while in the present experiment the
annular detector covered about 50% of phi angle. This detector is divided into four 500
µm-thick quadrants, each of them divided into 16 rings on the front side and four sectors on
the rear side.

At forward angles, 4 MUST2 telescopes were placed, covering an angular range between
8◦ and 50◦. The squared detectors consist of four 300 µm-thick DSSDs coupled to 16 CsI
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Figure 2.16.: Realistic reproduction of the trapezoidal detectors. The front side, called “top”,
is segmented horizontally while the rear side, called “bottom”, is segmented
vertically. Figure taken from [79].

Figure 2.17.: Positions of the MUGAST detector on the X and Y axes, showing the seven
trapezoidal detectors and the annular one. The compact configuration guaran-
tees a large coverage of the phi angle. Only half of the sectors of the annular
detector were operative during the experiment.

46



2.4. The MUGAST array

1 1.2 1.4 1.6 1.8 2 2.2 2.4
Energy [MeV]

0

500

1000

1500

2000

2500

3000

C
ou

nt
s 

/ 2
5 

ke
V

mµ3 
mµ5 
mµ10 

1 1.2 1.4 1.6 1.8 2 2.2 2.4
0

500

1000

1500

2000

2500

3000

3500

C
o

u
n

ts
 /
 2

5
 k

e
V

= 1.0 mmXσ
= 1.5 mmXσ
= 2.5 mmXσ

Energy [MeV]

Figure 2.18.: Dependence of the FWHM of the 1.6-MeV peak of 20O on the thickness of
the target (left) and the beam spot size in X direction (right) for the silicon
detectors of MUGAST, simulated using the NPTool code.

crystal and their photomultipliers. The silicon detectors are segmented into 128 strips on the
front and 128 strips on the rear side. Finally, an additional 500 µm 10 × 10 cm2 detector,
segmented with 128 strips on each side, is placed at 90◦. This detector is used to measure
the elastic scattering of the beam on the target for normalization purposes.

In the present experiment, only the backward detectors were employed. In fact, the rate of
fusion and elastic scattering products on the forward detectors was too high to be sustained
and the detectors were removed. Moreover, the proton emitted at forward angles passed
through the thick layer of gold, placed after the target, and the straggling in the material
affected the energy resolution, when they were not stop inside the degrader.

MUGAST performances

The segmentation of the silicon detectors guarantees a high angular resolution that, for
the backward detectors, goes below 0.4◦. The position of the detectors inside the reaction
chamber is measured with a precision of 0.2 mm.

This precision, together with a good energy resolution, is fundamental for studying angular
distributions and reconstructing the excitation energy spectrum of a nucleus, separating states
that otherwise would be unresolved.

The elements that typically affect the excitation energy resolution, besides the intrinsic
energy resolution of the detector, are the straggling effect in the target and the beam focusing.

Using the NPTool simulation code [80], the effects of target thickness and beam spot size
were tested to quantify their influence. Figure 2.18 (left) shows the influence of the target
thickness on the resolution of the excitation energy spectrum. With respect to a 3µm-thick
target, the FWHM of the 1.6-MeV peak increases by 8% for a 5µm-thick target and by 35%
for a 10µm-thick target. In Figure 2.18 (right), instead, the dependence on the beam spot
size is shown: with respect to σX = 1.0 mm, the FWHM increases of 7% for a beam spot of
σX = 1.5 mm and 28% for σX = 2.5 mm.

In the present experiment, a thin target of 0.3 µm, was employed in order to reduce the
straggling effects and to obtain a good resolution. The beam size obtained by the SPIRAL1
optic elements was σX = 1.5 to 1.8 mm and σY = 2.7 to 3.0 mm. With these elements, the
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Nucleus Energy [MeV] Intensity [%]

239Pu
5.15659(14) 70.77(14)

5.11443(8) 17.11(14)

5.1055(8) 11.94(14)

241Am
5.48556(12) 84.8(5)

5.44280(13) 13.1(3)

5.38823(13) 1.66(2)

244Cm
5.80477(5) 76.40(12)

5.76264(3) 23.60(12)

Table 2.1.: Energies of the alpha source for the calibration of the MUGAST detector.

energy resolution for the 2+1 excited state of 20O at 1.67 MeV was measured to be 179 ± 4
keV (FWHM). According to Ref. [79], 22% of the resolution is attributed to the intrinsic
resolution of the detectors, while 17% is attributed to the beam spread in energy and position.
The main contribution, the 60%, comes from the angular and energy straggling of the protons
in the target. The energy resolution obtained with HELIOS for the same state using the same
reaction with a slightly thinner target of 0.26 µm is 175 keV (FWHM), comparable with the
one obtained with MUGAST.

2.4.1. Calibration of silicon detectors

For the energy calibration of MUGAST detectors, a triple-α source of 239Pu, 241Am and
244Cm (see Table 2.1), placed at the target position, was employed. Each X and Y strip was
calibrated independently for the seven trapezoidal detectors and the annular one. The dead
layer due to the passivation of the detectors was taken into account when calculating the
expected energy of the α particle. Moreover, for the X strip, the different thickness of the
dead layer due to the impinging angle was also considered. A dedicated macro individuates
the alpha peaks for each strip of each detector and calculates the coefficients for a linear
calibration. The calibrations of the strips were then checked one by one and, when not
correctly aligned, the linear coefficients were calculated manually. The strips before and after
the calibration are shown in Figure 2.19 for Detector 1. A similar procedure was followed for
the energy calibration of all silicon detectors.

For the time calibration, a start and stop signals were generated by a pulser. The time
between the start and the stop is t = N × τ where N is a randomly generated integer number
and τ is set to 20 ns, covering a range of 640 ns. The signal is sent to a Time to Digital
Coverter (TDC). A dedicated macro individuates the signals registered by each strip and
aligns them by using a second order polynomial. The strips before and after the calibration
are shown in Figure 2.20 for Detector 2.
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2.4. The MUGAST array

Figure 2.19.: (top) Energy in the DSSDs as a function of the X strips for Detector 1. (bottom)
Calibrated energy as a function of the X strips for Detector 1.
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Figure 2.20.: (top) Time in the DSSD as a function of the X strips for Detector 2. (bottom)
Calibrated time as a function of the X strips for Detector 2.
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2.5. The MUGAST-AGATA-VAMOS configuration

The MUGAST-AGATA-VAMOS configuration was employed for in-beam experiments using
radioactive SPIRAL1 beams in GANIL, with energy up to 12 MeV/A. This apparatus is
particularly suited for studying direct reactions, since it allows one to obtain a complete
reconstruction of the reaction kinematic and a strong control on the direct population of the
excited states. During the campaigns, the beam was monitored using CATS [81], consisting
of two low-pressure MWPC that allow one to obtain a spatial resolution of about 400 µm
with a counting rate up to 1.5 × 105 pps, suitable for experiments with radioactive beams.
A good beam diagnostic allows one to know with precision the position of the beam spot
and the counting rate. The information on the beam spot is useful to optimize the tracking
algorithm and obtain a better reconstruction of the γ-ray interaction in the AGATA crystals,
while the counting rate is important to measure the absolute cross section of the reaction.
However, the CATS detectors introduce an energy and angular straggling effect in the beam
and for the present experiment they were removed from the beamline.

AGATA, MUGAST and VAMOS are running with independent electronics and data ac-
quisition (DAQ) systems. The physical events are reconstructed offline using time stamp
information. As mentioned before, AGATA crystals are synchronized using the GTS system,
associating a time stamp (AGATA Time Stamp, ATS) to each event. Similarly, an inde-
pendent GTS tree is used for synchronizing the VAMOS electronics (VAMOS Time Stamp,
VTS). To merge the events of the three detectors together, two AGATA VME Adapters
(AGAVA) [56] are placed inside the MUGAST electronics, allowing one to correlate the VTS
and ATS.

The MUGAST readout is enabled when at least one of the MUGAST detectors is trig-
gered, while VAMOS events are readout only when they are in coincidence with a MUGAST
detector, in order to reduce the data flow. The event builder used to correlate VAMOS and
MUGAST events is based on the VTS and has a coincidence window of 1 µs when the ToF
in VAMOS is expected to be between 100 and 150 ns. Finally, an additional event merger
based on the ATS correlates the AGATA data to MUGAST+VAMOS events within a time
window of about 1 µs [79].

2.6. The target

Deuterated polyethylene targets, commonly known as CD2, are vastly used in nuclear physics
for studying deuteron-induced reactions, which are perfect tools for probing single-particle
states [82]. CD2 targets can be produced either as self-supporting targets or deposited on a
layer of another material.

Many techniques have been developed for the preparation of these targets, including vac-
uum deposition, hot press and solvent casting. This last technique is the most commonly
used. The C2D4 powder is dissolved in a solvent (typically xylene) by heating the mixture
above its melting temperature (125 ◦C). When the solvent evaporates, the thin film of plastic
is left on the surface. With this kind of technique, targets of thickness from 20µg/cm2 to 2
mg/cm2 can be prepared.

For the present experiment, three targets were prepared. The first one was a self-supporting
CD2 target of 300µg/cm2. This target was used to measure with better precision the energy
of the γ-ray transitions of the 20O, as explained in Section 4.1. The second and the third
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targets are made of a CD2 300-µg/cm2-thick layer deposited on a 20-mg/cm2 gold support
and they have been used to perform the lifetime measurements, as explained in Section 2.7.
A scheme of the target placement on the target holder is presented in Figure 2.21.

Figure 2.21.: Scheme of the targets disposed on the target holder. The nominal thickness is
reported for each target.

It is difficult to determine a priori what the thickness of the target will be before the
deposition of the material. Thus, after the experiment, the CD2 targets deposited on the Au
layer were analysed using the Focused Ion Beam (FIB) and the Scanning Electron Microscope
(SEM), as shown in Figure 2.22. In particular, the FIB was used to create a microscopic hole
on the CD2 layer, while the SEM was used to measure the thickness of deposition. This
analysis determined a certain level of inhomogeneity of the plastic layer, highly dependent
on the point of measurement. In particular, the presence of bubbles has been observed, as
shown in Figure 2.23. These bubbles can affect the measurement by modifying the effective
thickness of the target and hence the energy loss. The systematic error related to the different
composition of the target is discussed in Section 4.5.

2.7. The Doppler Shift Attenuation Method

The Doppler Shift Attenuation Method is a technique developed in the Fifties by Devons and
collaborators [83] for the measurement of short-lived nuclear states in the typical range of
femtosecond. The idea behind this technique is to measure the Doppler shift that is observed
in the γ rays obtained by slowing down the emitting recoil into a backing placed right after
the target. There is a precise relation between the average Doppler shift and broadening, the
range of the recoil in the material and the lifetime of the state. Knowing the range of nuclei
in the material, it is possible to extract the lifetime of the state from the measurement of the
Doppler effect.

The first methods developed for the extraction of the lifetime using the DSAM were based
on the radiation effect and on the energy loss of the recoil into the backing material. The
Doppler effect shifts the energy of the γ-ray transition to [84]

Eγ(θ, t) = E0

√
1 − β2(t)

1 − β(t) cos θ
, (2.2)
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Figure 2.22.: Scheme of the experimental apparatus used for the characterization of the tar-
gets.

where E0 is the real energy of the γ-ray transition, θ is the angle of detection of the γ ray and
β = v/c is the velocity of the recoil. However, in the case of the DSAM, the velocity varies
in time during the process of slowing down from an initial velocity of vi to vf = 0 in case the
degrader thickness is sufficient to stop the recoil. In case of a thinner degrader, vf > 0 and
this method is called differential DSAM.

Knowing the velocity function, namely the variation of the velocity as a function of time, is
fundamental for this kind of measurement. Many formulations of the problem have been sug-
gested depending on the velocity range of the recoil. In particular, three regions of velocities
have been considered:

• low velocity (β ≲ 0.5%): in this range the nuclear scattering of the recoil with the
nuclei of the material is predominant in the stopping process;

• medium velocity (0.5% < β < 2%): in this range the electron stopping starts being
predominant but the nuclear scattering is not negligible;

• high velocity (β > 2%): in this range, the nuclear scattering is negligible.

The first two regions are typically investigated using theoretical calculations, as the ex-
perimental data is still scarce. The work of Lindhard et al. [85] is widely accepted for the
treatment of slowing-down processes in these ranges of velocity. In the range of high velocity,
the analysis is easier and the results are generally more accurate.

The experimental spectrum of a DSAM experiment typically presents a peak where the
events are arranged in a continuous distribution Eγ(t) ranging from Eγ(0) (as defined in
Equation 2.2) to Eγ(t ≫ tc), where tc is the time the recoil needs to stop in the stopper or,
in case of a differential DSAM experiment, to pass through the degrader. In the first case
Eγ(t≫ tc) = E0 (β = 0). From experimental data on the slowing-down process, it is possible
to extract the attenuation factor F , which depends on the lifetime τ of the state and can be
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Figure 2.23.: (top) Measurement of the CD2 target thickness taken on the target frame.
(bottom) Measurement of the CD2 target thickness taken outside of the target
frame. The presence of a bubble is observed.
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Figure 2.24.: Example of an empirical attenuation factor curve that explicitly shows the de-
pendence of F from τ , allowing the extraction of the lifetime from the measure-
ment of F . This specific curve was obtained for a 35Cl nucleus with an initial
β = 0.814%. Figure taken from [84].

defined as:

F (τ) =
⟨Eγ(θ)⟩ − E0

E0β(0) cos θ
. (2.3)

Knowing the exact velocity function, is is possible to re-write the attenuation factor as

F (τ) =
1

viτ

∫ ∞

0
v(t)e−t/τdt, (2.4)

where vi is the initial velocity, namely the velocity at which the recoil is produced in the
reaction. Numerous experimental curves representing the dependence of F on τ have been
calculated (an example can be seen in Figure 2.24), allowing one to extract the lifetime of a
state from the measurement of the attenuation factor. In case of F (τ) ≈ 1 or F (τ) ≈ 0, it
is not possible to extract the lifetime, but only an upper or lower limit is given respectively.
These cases correspond to a lifetime that is τ ≪ tc or τ ≫ tc, which means that the lifetime
is outside the range of sensitivity of the DSAM experiment.

This method has been used extensively in the past to extract lifetimes in different regions
of the nuclear chart. However, it relies on many approximations and assumptions, and the
F (τ) curves do not take into account several factors such as:

• the scattering of the slowing ions;

• the finite size of the γ-ray detectors;

• the initial velocity distribution;

• the angular distributions of the recoils;
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• the feeding from other states.

For medium-low velocities of the recoil, in experiments where the Doppler shift is compara-
ble to the resolution of the detectors, the lifetime extracted from the centroid shifts using the
attenuation factor curves can still be considered accurate. However, for experiments where
the recoils are faster and the Doppler shift is significantly larger than the detector resolution,
a more accurate result is obtained using the lineshape analysis.

2.7.1. Lineshape analysis and Monte Carlo method

The lineshape analysis compares the experimental spectrum with lineshapes calculated for
different lifetime values. The lifetime of the state is extracted based on how well a curve
reproduces the experimental peak lineshape. With respect to the centroid shift method, the
lineshape contains the complete information on the velocity distribution and the results are
generally more accurate and less affected by systematic errors.

The most used method to compute lineshapes, which are then compared to the experimental
data, is the Monte Carlo calculations. The Monte Carlo method treats the nuclear scattering
as a random process: each ion proceeds inside the target and the backing through random
collisions until a γ ray is emitted. Then, depending on the thickness of the stopper, the ion
is stopped inside or exits the backing with a velocity determined by the path that it followed
inside the material. Random number generators are used to determine:

• the time of emission of the γ ray;

• the initial velocity of the ion;

• the position of the reaction within the target;

• the number of collisions inside the material;

• the scattering angle after each collision;

• the angle of entry in the detector.

In order to achieve more accurate results and reduce the sources of errors, it is possible to
optimize the Monte Carlo simulation taking into account different factors that influence the
lineshape of the peak, including the angular distribution, the resolution of the detectors and
the geometrical efficiency of the apparatus. A more exhaustive list of these factors and how
they influence the lifetime measurement has been discussed in detail in Chapter 3.

2.7.2. Effect of the feeding from higher levels on the lifetime measurement

In nuclear reactions, it is common to populate more than one state of the nucleus of interest.
It is possible that the state we intend to study is not directly populated (or only partially)
in the reaction, but rather another state at higher energy decays on the state of interest,
populating it. In these cases, if the lifetime of the feeding state is comparable to the lifetime
of the state of interest or longer, it can significantly affect the measurement of the lifetime.

Let us consider a simple level scheme as presented in Figure 2.25, where we are interested in
measuring the lifetime τ1, whose measurement is influenced by the feeding transitions coming
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Figure 2.25.: Level scheme of a nucleus where more states are populated.

from the levels 2, 3 and n with lifetimes of τ2, τ3 and τn of the same order of magnitude of
τ1. Then the fraction of events decaying from level 1 to level 0 is:

f1(t) =
1

τ1

[
f01 e

−t/τ1 +

n∑
i=2

f0i
τ1

τi − τ1
(e−t/τi − e−t/τ1)

]
. (2.5)

where f01 is the fraction of the nuclei directly populated in the state i. The attenuation factor
for the case of feeding transitions is now dependent on the different lifetimes and attenuation
factors:

F (τ1, . . . , τn) =

∫ ∞

0

[
f01 e

−t/τ1v(t) +

n∑
i=2

e−t/τi − e−t/τ1

τi − τ1
v(t)

]

= f01F (τ1) +

n∑
i=2

τiF (τi) − τ1F (τ1)

τi − τ1
f0i .

(2.6)

Hence, if τi (with i = 2, . . . , n) and f0i (with i = 1, . . . , n) are known, it is possible to extract
the lifetime τ1 both using the centroid shift method and the lineshape analysis. However, in
these cases the measurement of τ1 depends on the measurement of the other τi and f0i and a
wrong measurement of one of these quantities would affect the final result.

For this reason, when possible, it is preferable to select the events that directly populate
the state of interest and eliminate the contribution from the feeders, either by choosing a
selective reaction that populates only the state of interest or by requiring an energy gate on
the excitation energy of the nucleus. In this way, the measurement of the state of interest is
independent of the measurement of the other states.

This second procedure has been employed for the present analysis, where the excitation
energy of the 20O reconstructed using MUGAST allowed for a selective energy gate on the
direct population of the state, as seen in the previous section. Therefore, the feeding from
the 3+1 state or other higher-lying states do not affect the measure of the 2+2 lifetime.
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2.7.3. Target and backing preparation for DSAM measurements

In order to perform a measurement using the DSAM, the target is deposited on a backing
that acts as a degrader, contrary to the RDDS method, where a series of different distances
between the target and the degrader or stopper is needed to perform the measurement.
Therefore, while with the RDDS method we expect two distinct peaks corresponding to two
velocities, in the DSAM we expect one continuous distribution that varies depending on the
initial velocity of the recoil, the thickness of the degrader and lifetime of the state.

Typically, in DSAM measurements, a thin target is deposited on the backing material. A
thin target guarantees a better energy resolution of the excitation energy spectrum and a
smaller velocity spread, making the lineshape analysis more accurate.

Thin targets, however, present numerous downsides. First of all, when evaporating the
material on the backing, the formation of microcavities can happen. Microcavities have the
effect of changing the density of the target and influencing the path of the ions inside the
target. This might affect the final lineshape of the peak. Another problem of thin films is the
dishomogeneity of the deposit on the backing material. If the deposit is not homogeneous,
the thickness of the target changes depending on the point of interaction of the beam. Thus,
it is important to ensure that the part of the target corresponding to the beam spot is as
homogeneous as possible. Finally, it is important to ensure that the contamination due to
other elements, as for example oxygen or carbon, is under control.

In order to overcome these problems, several solutions have been suggested. The quality
of the film deposit depends on the surface of the backing material, which must be clean and
homogeneous. It has also been observed that, in case of evaporation of plastic on metal,
the film presents a better adherence and a more homogeneous deposit for slow cooling-down
processes. This might be due to the fact that the materials of the target and the backing
typically have different dilatation coefficients.

Finally, after the experiment is performed, an analysis using an electronic microscope, such
as the Scanning Electron Microscope (SEM), allows one to control the level of homogeneity
and the presence of microcavities and determine the overall quality of the target.

The choice of the backing material is also important. The most commonly used materials
are metals, with particular attention to those that are less affected by oxidation. Natural
gold is a typical choice. The thickness of the backing must be chosen taking into account the
expected range of lifetimes that one intends to measure, to ensure that the stopping time or
the time spent to cross the backing (tc) is of the same order of magnitude of the expected
lifetime.

Depending on the experiment, the backing thickness can be chosen to stop the recoil in the
backing (in this case, a stopper) or only to significantly change the velocity of the recoil, that
exits the backing with a velocity β > 0 (in this case, a degrader). The advantage of using a
degrader is that the recoil can be detected after the energy loss. The detection of the recoil
allows one to obtain more information, depending on the detector used for the measurement.
For example, by using a magnetic spectrometer, it is possible not only to select the events in
coincidence with the nucleus of interest, hence cleaning the spectrum from the contribution
of parasite reaction channels, but also by measuring the energy and the position of the recoil,
it is possible to reconstruct the velocity vector of the nucleus and use this information to
perform an event-by-event Doppler correction.

The nominal thickness of the backing can differ from the real one even up to a 10-20%.
This method, however, does not take into account the possible inhomogeneity of the backing.
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Another method is to measure the energy loss of a particle in the foil. Depending on the
thickness of the material, it is possible to use a collimated α-particle source or an accelerated
beam. This second method is more precise with respect to the previous one; however, it is
affected by the straggling of the particle inside the target.

The most precise method is the Rutherford Backscattering method, where a collimated ion
beam, typically α particles, impinges on a target and the backscattered ions are measured at
a fixed angle. Depending on the energy of the backscattered particle it is possible to extract
the thickness of the target. This same method is also useful to determine the presence of
contaminations.
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3
Analysis and optimization

The AGATA and MUGAST arrays are powerful tools for nuclear experiments. With their
high energy and position resolution, they constitute the state-of-the-art of segmented germa-
nium and silicon detectors, respectively. However, in order to push their capabilities to their
limits, a thorough optimization is required. The characteristics of AGATA and MUGAST,
such as the position, the resolution and the efficiency, were studied in detail. The capa-
bilities of the two arrays were combined to entail a better Doppler correction, fundamental
for Doppler Shift Attenuation Method (DSAM) analysis. Moreover, in order to extract the
lifetime of the 2+2 and 3+1 states, a series of realistic parameters must be added to the Monte
Carlo simulation in order to ensure the accuracy of the result. These parameters and their
influence on the simulations have been studied.

3.1. Optimization of the apparatus

The AGATA and MUGAST arrays have been optimized for the present analysis. The time
gate for the selection of the events of interest has been chosen. The nominal position of the
AGATA array, as well as the stability of the crystals has been verified. The parameters of
the tracking algorithm have been chosen to maximize the P/T and the number of events
reconstructed, then the efficiency and the resolution of the array have been studied. The
kinematic reconstruction of the 20O recoils has been obtained from the information of the
detected protons and the procedure is explained in detail. Finally, the thickness of the gold
degrader has been investigated.

3.1.1. Optimization of the time gate

As stated in Chapter 2, the drift and ionization chambers of the VAMOS++ spectrometer
are usable with counting rates up to 100 kHz, while they become inefficient for higher beam
intensities. The MWPPAC placed at the focal plane of the spectrometer was used to mea-
sure two times of flight: the one between the radiofrequency of the cyclotron and VAMOS
(VAMOS-HF) and the one between MUGAST and VAMOS (VAMOS-MUGAST). These two
ToF measurements were used to perform a time gate and select the events of interest, in order
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to clean the spectrum from background events, such as the reaction on the gold backing or
the scattering on carbon nuclei of the target.

The ToF between MUGAST and VAMOS, however, presented some issues. In Figure 3.1.1
(top) it is possible to observe a different ToF for the MUGAST detectors. This misalignment
is due to a delay caused by the cables. The detectors were aligned with respect to the
annular detector (Detector 11) by adding an offset to the time measurement. The result of
this alignment is shown in Figure 3.1.1 (bottom).

To decide the size of the gate, two quantities were considered: the number of events on the
2+1 → 0+1 peak of the 20O and the P/T ratio. Different gates have been tested by changing
the upper value of the VAMOS-HF Time of flight in a range from 12900 to 13500 by steps
of 20. Figure 3.2 shows how the number of events on the analysed transition increases as the
gate increases and then saturates around 13300. However, when looking at the P/T ratio, it
is clear that a larger gate only increases the background. The upper value of the VAMOS-HF
ToF for the gate has been set to 13320. The chosen gate for the dataset using the CD2+Au
target is presented in Figure 3.3.

3.1.2. Optimization of the AGATA array position

The AGATA infrastructure allows the array to translate in the beam direction and also to
rotate along the same axis. For the present experiment, the nominal z-offset of the array was
49.0 mm, corresponding to a distance of 183 mm between the target position and the endcap,
and the ϕ rotation was 265◦ with respect to the MUGAST reference. The relative position
between MUGAST and AGATA is crucial for a correct computation of the angle between
the recoil and the γ ray, which is later used for the event-by-event Doppler correction. An
improper setting of the position leads both to a worsening of the resolution and an improper
Doppler correction. In particular, the z-offset influences the calculation of the θ angle for
the Doppler correction, leading to an incorrect estimation, while the ϕ angle uncertainty
increases the Doppler broadening. In order to estimate the correct position of the array,
different values of the z-offset and ϕ angle were used to calculate the correct angles used for
the Doppler correction. The z-offset values were scanned in a range between −10 and 10 mm
using a step of 1 mm around the nominal offset of 49.0 mm, while the ϕ angle was scanned for
the whole 2π with respect to the nominal 0◦ position. The corresponding Doppler corrected
γ-ray spectra for the runs with the CD2-only target were produced for each configuration.
For each spectrum, the centroid and the FWHM of the 2+1 → 0+1 transition of 20O at 1674
keV were extracted. Then, the residuals with respect to the nominal value were plotted as a
function of the z-offset, in order to find the position at which the residual was minimized, as
presented in Figure 3.4 (left). Similarly, the FWHM of the peak was plotted as a function of
the ϕ angle in order to find the minimum, as presented in Figure 3.4 (left). The z-offset and
ϕ values that minimized the residual and FWHM respectively were −0.63 mm and 263.3◦.

3.1.3. Stability of the crystals

In measurements where the energy precision is of fundamental importance, as in the case of
the lineshape analysis, the stability of the detectors is carefully accounted for. The present
dataset was collected through ten days of beam time, during which any modifications of
the electronics or other external factors (e.g. temperature, humidity, etc.) could affect the
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Figure 3.1.: (Top) The Time of Flight between VAMOS and MUGAST for the different de-
tectors of MUGAST. (Bottom) By adding an offset, the Time of Flight of the
detectors was aligned with respect to the annular detector.
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Figure 3.2.: (left) Number of events on the 1674-keV peak as a function of the time gate. At
13320 channel the number of events saturate. (right) P/T ratio as a function of
the time gate.

Figure 3.3.: Number of events as a function of the VAMOS-HF ToF and the MUGAST-
VAMOS ToF. The chosen gate is marked in red.
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Figure 3.4.: Optimization of the z-offset (left) and the ϕ position (right) of the AGATA array.

resolution of the detectors. By quantifying the stability of the crystals, it is also possible to
estimate the confidence in the energy measurement and compute the error.

In order to verify the stability, three peaks were chosen in the γ-ray energy spectrum: the
197.1-keV and 1356.8-keV transitions coming from the β decay of 19O after the implantation
of the beam in the reaction chamber and the 2614.5-keV transition of the 208Pb coming from
background radiation. These three peaks, being located in three different energy ranges of
the spectrum, provide information on the stability of the array at low, medium-high and high
energy. For the present experiment, we are particularly interested in the high-energy part of
the spectrum, since the transition of interest for the lifetime measurement are found around
2395 keV and 3552 keV.

A dedicated macro fits the three peaks for every run, extracted the centroid and the
sigma, and calculates the residual with respect to the average measured value. The results
are presented in Figure 3.5 for Crystal 01A. At low energy, the crystals are observed to be
extremely stable, in a range of about 0.1 keV. At medium-high and high energy, the range
increases to about 0.5 keV and 0.7 keV respectively. However, this value is still below the
intrinsic resolution of the crystals. The fluctuations observed appear to follow a random
distribution and do not show any particular trend.

3.1.4. Tracking

The real innovation of segmented HPGe arrays like AGATA or GRETINA with respect to
non-segmented ones is that it is possible to reconstruct the path of the photon inside the
crystal. The idea behind this new technology is to increase the angular coverage of the
array by eliminating the anti-Compton shields. At the same time, in order to maintain a
good P/T ratio on the γ-ray spectrum, it is necessary to reconstruct the trajectories of the
photons inside the array [56]. This is possible thanks to the segmentation of the detectors,
the determination of the interaction point through PSA and the tracking algorithm. The
reconstruction of the path of the photon allows one to obtain a better angular resolution,
which means a better Doppler correction and a better energy resolution.
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Figure 3.5.: Residual of the measured energy with respect to the average value for the 197.1
(a), 1356.8 (b) and 2614.5 keV (c) transitions for Crystal 01A, over a beam time
of about ten days. The error bars represent the measured sigma of the peaks.
Run where the statistic was too low were excluded from the analysis.
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Figure 3.6.: Cross section of different interaction mechanisms of photons with matter depend-
ing on the energy of the incident photon.

As illustrated in Section 2.2.7, the PSA is used to determine the energies and the positions
of the interaction points of the photons in the crystal. The aim of the tracking algorithm is to
reconstruct the scattering sequence of the photons inside the detectors. Photon interactions
in the matter can be divided into four main mechanisms: the Rayleigh scattering, the photo-
electric absorption, the Compton scattering and the pair production. These mechanisms have
different cross sections depending on the energy range of the photons, as shown in Figure
3.6. Low-energy γ rays are characterized by single-point interaction where the total energy
of the photon is transferred via photoelectric absorption. In the range from hundreds of keV
to MeV, γ rays typically transfer energy through multiple Compton scatterings and a final
photoelectric absorption. Finally, above the threshold of 1022 keV, corresponding to 2me,
the pair production must be taken into account.

Tracking algorithms can be divided into two main categories: back-tracking and forward-
tracking [86]. The characteristic of the back-tracking algorithm is that it starts reconstructing
the photon path from the photoelectric interaction, which is expected in the range of 100−200
keV independently from the energy of the incident photons.

The forward-tracking, instead, aims at identifying the first interaction point in the crystal.
The first step is the clusterization of the interaction points in the (θ, ϕ) space. Given an
interaction point i, a second interaction point j will be assigned to the same cluster if they
are within an angular range α. The same calculation will be repeated for all the other
interaction points. If none of them is found in the angular range determined by α, then the
initial point will be assigned to a single interaction cluster. This procedure is repeated for
different values of α in a range from 0.15 to 1 rad with a step of 0.1 rad. For each value of
α, there will be n clusters composed of 1 to 6 interaction points and the total energy of the
incident photon Etot corresponds to the sum of the interaction points energies.

The scattering sequence always begins at the source point, which typically corresponds to
the centre of the target. Then, considering a first interaction point i and a second j in the
cluster, the scattering energy after interaction i is Es,e = Etot − e(i) where the energy before
the scattering is Et = Etot. From the Compton scattering formula we expect the remaining
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energy after the interaction i to be:

Es,p =
Et

1 + Et
mec2

(1 − cos θp)
(3.1)

where θp is the angle between the direction from the source to point i and the direction from
i to j. The figure of merit to quantify the goodness of point i as the first interaction point is
defined as:

FE = exp

(
−2

(Es,p − Es,e)
2

σ2e

)
(3.2)

where σe is the uncertainty on the energy measurement. If the cluster contains only two
points then the statistic for the sequence is defined as:

Fs→i→j = P (Et)CompP (rs→i)P (Es,e)PhotoP (ri→j)FE (3.3)

otherwise, the procedure will continue considering a third interaction point k. The scattering
energy after interaction j will be Es,e = Et − e(i)− e(j) where now Et = Etot − e(i) and Es,p

is calculated using Equation (3.1) with Et redefined as before and θp being the angle between
the i-j direction and the j-k direction. The figure of merit is calculated as in Equation
(3.2) but without the factor 2. The factor 2 in Equation (3.2) is present only for the first
interaction since the position of the source is known with better precision than the interaction
points. This calculation is repeated for all the interaction points in the cluster. The accepted
sequence for the cluster is the one that maximizes the figure of merit:

Ftot = (Fs→i→...→k)1/(2n−1) (3.4)

where n is the number of interaction points in the cluster and can vary from 2 to 6. In case
of cluster composed of a single interaction point, the assigned figure of merit is Fsing.

This same procedure is done for all the clusters. Finally, the clusters are sorted according
to decreasing figures of merit.

The performances of the two algorithms were compared using 1332-keV photons coming
from a 60Co source [86]. The forward-tracking algorithm showed not only a better photopeak
efficiency with respect to the back-tracking one, but also a better P/T ratio and a lower
summing probability for all the event multiplicity.

In the context of the AGATA collaboration, two forward-tracking algorithms have been
developed: the Mars Gamma-Ray Tracking [87] and the Orsay Forward Tracking codes [86].
For this thesis, the latter one was employed.

Determination of the parameters

The Orsay Forward Tracking (OFT) code is based on the optimization of three parameters
that must be chosen in order to optimize the performances of the tracking algorithm in
agreement with the need of the experiment:

• MinProbTrack: this parameter defines a minimum probability threshold for the figure
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of merit accepted by the tracking algorithm;

• MinProbSing: similarly to the previous one, this parameter defines a minimum prob-
ability threshold for the calculation of the figure of merit for single interaction clusters.
It takes into account the probability to reach a certain depth in the crystal and the
probability of photoelectric absorption in the energy range of interest. This threshold
reject background events;

• SigmaTheta: this parameter determines the position resolution of the interaction
points.

These parameters need to be optimized in order to maximize the peak efficiency and the
P/T ratio. For this procedure, the 2+1 → 0+1 transition of 20O at 1674 keV of the CD2-
only target dataset was used. The tracked γ-ray spectrum was produced starting from the
hit information. An event-by-event Doppler correction was applied using the reconstructed
kinematics of the 20O obtained with MUGAST (see Sections 3.1.8 and 3.1.9). Moreover, the
z-offset and ϕ rotation correction determined in Section 3.1.2 was also taken into account.

The MinProbTrack parameter was scanned in a range from 0.01 to 0.99, while the Sig-
maTheta parameter was scanned in a range from 0.50 to 1.50, both with a 0.01 step. The
results are shown in Figure 3.7. The MinProbTrack parameter was set at 0.05, the Sigma-
Theta was set at 1.30, while the MinProbSing was fixed at 0.15. The comparison between
the AddBack spectrum and the one obtained with the tracking algorithm is shown in Figure
3.8. In the tracked spectrum it is possible to observe an improvement in the efficiency but
also a reduction in the resolution of the peak.

3.1.5. Efficiency

The efficiency of germanium detectors presents a strong dependence on the energy range of
the detected γ rays. Low-energy γ rays below 100 keV are typically suppressed by the energy
threshold or absorbers, used for the rejection of background events and electronic noise. The
region where detectors have the highest efficiency is between 200 and 300 keV, depending on
the absorbers placed in front of the detectors, then the efficiency decrease at higher energy.
The reason for this dependence is that at higher energy the probability that a photon exits
leaves the crystal without losing its entire energy is larger.

For the measurement of the efficiency a 152Eu source was used. The efficiency was calculated
as

ε(Eγ) =
I(Eγ)

BR(Eγ) ×A× ∆t
(3.5)

where I(Eγ) is the integral of the peak, BR(Eγ) is the branching ratio of the transition, A
is the activity of the source at the time of the calibration and ∆t is the acquisition time.

The function used to study the efficiency is the Radware function [88] that is defined as

ε(Eγ) = exp

{[
A+B ln

Eγ

100 keV

]−F

+

[
C +D ln

Eγ

1MeV
+ E ln

Eγ

1MeV

]−F
}−1/F

(3.6)

where A, B, C, D, E and F are fitting parameters.
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Figure 3.7.: Peak area (top) and Peak to Total ratio (bottom) of the 2+1 → 0+1 transition at
1674 keV as a function of the MinProbTrack and SigmaTheta parameters. The
MinProbSing was fixed at 0.15.
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Figure 3.8.: Comparison between the AddBack and tracked γ-ray spectra for the 2+1 → 0+1
transition at 1674 keV.

The efficiency has been calculated both for the AddBack and tracked spectra and reported
in Figure 3.9. In the AddBack procedure, the energy signals of the core from neighbouring
crystals is summed and as first interaction the hit with highest energy according to the
PSA is chosen. The tracking algorithm is less efficient at lower energy, below 1200 keV,
while it becomes comparable to the AddBack at higher energy. Below 100 keV, in particular,
because small signals are difficult to process for the PSA and they are rejected by the tracking
algorithm, reducing the efficiency in this range of energies [89]. Because of the lacking of high-
energy calibration sources it is not possible to study how the efficiency evolves in the range
above 1.5 MeV, which is the region of interest.

3.1.6. Resolution

One of the compelling characteristics of the AGATA array is its high resolution, which makes
measurement that requires a high energy precision, as the present experiment, feasible. For
the study of the resolution, a 152Eu source was used. Moreover, to study the resolution at
high energy, in the region of interest for this experiment, the 2614-keV transition of the 208Pb
coming from the background radiation was also used.

The resolution is expected to worsen at higher energy according to the following empirical
expression

FWHM =
√
a+ bEγ + cE2

γ , (3.7)

where a, b and c are fitting parameters. The comparison between the tracked and AddBack
spectra is shown in Figure 3.10 and the resulting fitting parameters are shown in Table 3.1.
In this case, the AbbBack presents a better resolution with respect to the one obtained with
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Figure 3.9.: Efficiency of the AGATA array as a function of the γ-ray energy for the AddBack
(blue) and tracked (red) spectra. The respective fitted Radware functions are
also plotted.

Parameter a [MeV2] b [MeV] c

Tracking 5.46 ± 0.03 (4.6 ± 0.1) × 10−3 (2.17 ± 0.06) × 10−6

AddBack 4.97 ± 0.03 (3.80 ± 0.01) × 10−3 (2.1 ± 0.1) × 10−6

Table 3.1.: Fitted parameter for the resolution of AGATA obtained from Equation (3.7).

the tracking algorithm. This result is due to the fact that the AddBack algorithm takes
the energy measured in the core, while the tracking algorithm takes the sum of the energies
measured in the segments. As illustrated in Section 2.2.3, the crystal segments are calibrated
independently and, when summed, it results in a lower resolution compared to the core, due
to the standard deviation of the energy.

3.1.7. Kinematic lines

The first part of the analysis concerning the MUGAST array consisted in checking the kine-
matic lines expected from the reaction. To do so, the expected kinematic lines were plotted
over the matrix representing the energy of the protons as a function of the angle in the labo-
ratory frame. A mismatch between data and calculation was observed, that varied depending
on the detector.

A possible mismatch in the energy calibration was evaluated. To do so, the energy calibra-
tion of the MUGAST detectors was checked by controlling the thickness of the passivation
layer of the silicon detector. When performing the calibration, the expected energy for the
peak is reconstructed considering the energy loss of the α particle in the aluminium layer.
Then, that same energy loss is considered for the particle that is being measured, namely the
proton for the present experiment. An incorrect estimation of the passivation layer can lead
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Figure 3.10.: Resolution for the tracked and AddBack spectra obtained using a 152Eu source
and the 2614-keV transition of the 208Pb coming from background radiation.

to an incorrect calibration that will be reflected on the final energy spectrum. To verify the
goodness of the calibration and the correct estimation of the passivation layer thickness, the
α source calibration run has been sorted using the same NPTool code used for the analysis.
The effect of the passivation layer thickness is shown in Figure 3.11, where the calibration
spectra for three different values of thickness are shown. The final value for the thickness
has been estimated to be 0.35 µm for the trapezoidal detectors and 0.32 µm for the annular
detector. These values are coherent with typical passivation layers for silicon detectors.

After checking the energy calibration of the MUGAST detectors, two hypotheses were
proposed to explain this shift of the kinematic lines. The first possibility was that the beam
position on target had been miscalculated, causing a shift in the θ angle reconstruction that
depended on the detector position. In this case, there must be a beam spot position for
which the θ offset is fixed for all the detectors. The second possibility was that the mismatch
was caused by a misalignment caused during the assembly of the array. In this case, every
detector can have a different offset independently from the other detectors.

To verify the first hypothesis, the code for the analysis was modified in order to add
the possibility of scanning the beam spot position within a range of ±1 cm in vertical and
horizontal directions with a 1 mm step, for a total of 21 × 21 = 441 possible positions. This
offset in the beam spot changed the calculation of the θ angle for the protons emitted from the
target and therefore the position of the kinematic lines. For each position of the beam spot,
the excitation energy was calculated. A dedicated macro determined the centroid position
of the ground-state excitation energy peak, and calculated the residual with respect to zero.
Then the residuals were plotted as a function of the beam spot position in the range scanned.
The results for each detector are presented in Figure 3.12.

For each detector, the position that minimizes the residual is represented by a straight line.
However, there is not a single position that would minimize the residual for all the detectors.
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Figure 3.11.: Effect of the passivation layer of the silicon detectors on the energy calibration.

While the position (−4, 0) mm minimizes the residuals for detectors 1, 2, 3, 4, 5, that is not
the case for detectors 6 and 7. Therefore this first hypothesis was rejected.

A θ offset in the range of ±1◦ has been added to the nominal orientation of each detector.
The resulting kinematic lines were compared to the theoretical ones in order to verify the
correct reconstruction of the proton emission θ angle. The results are shown in Figure 3.13.

3.1.8. Reconstruction of the reaction kinematics

For the present experiment, the MUGAST array was used for the detection of the protons
emitted in the transfer reaction. Since the 20O was populated using a two-body reaction,
by measuring the target-like recoils it was possible to reconstruct the velocity vector of the
beam-like recoil, as well as the excitation energy.

In particular, the energy, θ and ϕ angles of the protons were measured, allowing to recon-
struct the Lorentz vector of the target-like partner1:

p⃗3 =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

p3 sin θ3 cosϕ3

p3 sin θ3 sinϕ3

p3 cos θ3

E3 +m3

⎞⎟⎟⎟⎟⎟⎟⎟⎠
(3.8)

where p3 =
√
E2

3 + 2m3E3, and E3, θ3 and ϕ3 are measured quantities while m3 is the
proton mass. From this information, it is possible to reconstruct the p⃗4 vector using the
momentum conservation:

1For the present notation, the number 1 will refer to the beam (19O), 2 to the target (2H), 3 to the target-like
(1H) and 4 to the beam-like (20O).
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Figure 3.12.: Residual of the 0+1 peak measured with MUGAST for different value of beam
position in a range from ±1 cm in the X and Y directions with a pace of 1 mm.
While for detectors 1, 2, 3, 4, and 5 the position (−4, 0) minimize the residual,
it is not observed for detector 6 and 7.
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Figure 3.13.: Kinematic lines measured using MUGAST, obtained by plotting the proton
energy as a function of the θ angle. The simulated lines of the 0+1 , 2+1 , 4+1 , 2+2
and 3+1 states are shown in red.

p⃗4 = p⃗TOT − p⃗3 (3.9)

where p⃗TOT = p⃗1 + p⃗2. In this context, p⃗1 is the vector of the incident beam while p⃗2 is
the vector of the target, therefore p⃗TOT can be written as:

p⃗TOT =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

0

0
√
E1 + 2E1m1

E1 +m1 +m2

⎞⎟⎟⎟⎟⎟⎟⎟⎠
, (3.10)

where E1 is the beam energy 152 MeV minus the energy loss in half of the target, and m1

and m2 are the mass of the beam ion and target respectively. Using Equations (3.8), (3.9)
and (3.10), p⃗4 results to be:

p⃗4 =

⎛⎜⎜⎜⎜⎜⎜⎜⎝

−p3 sin θ cosϕ

−p3 sin θ sinϕ
√
E1 + 2E1m1 − p3 cos θ

E1 +m1 +m2 − E3 −m3

⎞⎟⎟⎟⎟⎟⎟⎟⎠
. (3.11)

The information on the reconstructed p⃗4 will be used for the Doppler correction, presented
in the following section. The excitation energy of the 20O is calculated with the following
equation:
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Figure 3.14.: Reconstructed excitation energy spectrum with the identified states and the
neutron separation energy (red dashed line) reported. The absence of events
above 11 MeV is related to the energy threshold of MUGAST.

EX = M −m4. (3.12)

where M = (E1 + E2)
2 − ∥p⃗1 + p⃗2∥ is the invariant mass. The resulting excitation energy

spectrum is shown in Figure 3.14. It is possible to identify the 0+1 state, the 2+1 at 1.6 MeV,
the 4+1 at 3.6 MeV, the 2+2 at 4.1 MeV and the 3+1 at 5.2 MeV.

Below the neutron emission threshold at 7.6 MeV, it is possible to observe two additional
peaks at 4.9 MeV and 5.5 MeV. This two states may correspond to a possible 2+3 and 2+4 at
5.0 MeV and 5.6 MeV respectively observed by Hoffmann et al. [40]. In the same paper, a
0+ state at 4.46(2) MeV was also observed. However, the presence of the tails of 2+2 and 3+1
states did not allow for the identification of this state. Another state can be observed in the
spectrum at 7.2 MeV. This state was also observed in Ref. [32] and it has been assigned a
spin and parity of 5−.

At and above the neutron separation energy and below 8 MeV, a structure can be observed.
This structure might correspond to the unresolved 7.6-MeV and 7.8-MeV states observed in
Ref. [32] that were assigned a spin and parity of 3− and 4+ for the first state and a tentative
(5−) for the second. Above 8 MeV, three peaks can be observed: one at 8.2 MeV, one at 8.5
MeV and one at 9.2 MeV. The absence of events above 11 MeV is connected to the energy
threshold of MUGAST that was set at 1 MeV, as shown in Figure 3.13.

More information on the states is presented in the spectroscopic study of the γ rays emitted
in coincidence with the protons 4.1 and in the study of the angular distributions.
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3.1.9. Doppler Correction

For the present experiment, the average velocity at the reaction point was about β ≈ 12.6%.
At this velocity, an accurate Doppler correction is necessary to study the γ-ray spectrum.
The γ ray emitted by the 20O recoil in-flight is shifted according to

Eγ = E0

√
1 − β2

1 − β cos θ
(3.13)

where Eγ is the energy measured by AGATA, E0 is the expected transition energy, β is the
velocity of the recoil and θ is the angle between the recoil and the detected γ ray.

For the present experiment, the beam-like recoils were emitted in a small forward-boosted
cone (±5◦) and with a small velocity spread (12.4 − 12.6%). Therefore, it is possible to
reconstruct the γ-ray spectrum with an average-velocity Doppler correction and considering
only the angle measured by AGATA with respect to the beam axis, hence assuming a small
angle of emission for the beam-like recoil.

However, for lineshape analysis, as in the present work, it is extremely important to have
a good resolution in order to be more precise when extracting the lifetimes and this can
be obtained with an event-by-event Doppler correction. The velocity and the direction of
the recoil are usually reconstructed using a spectrometer at forward angles, like VAMOS.
However, for the present experiment the counting rate on VAMOS was too high and the
efficiency of the drift and ionization chamber was reduced. Therefore, the kinematics of the
20O was reconstructed from the information provided by the protons measured by MUGAST,
as explained in the previous section, allowing an event-by-event Doppler correction that
takes into account the reconstructed velocity and the angle between the recoil and the γ ray
measured by AGATA.

Figure 3.15 shows the spectrum obtained with an average-velocity Doppler correction com-
pared to the spectrum obtained with an event-by-event Doppler correction for the 1674-keV
2+1 → 0+1 transition. For the comparison, the dataset obtained using the CD2-only target
was chosen, in order to minimize the lifetime effect on the peak shape. The FWHM of the
1674-keV peak obtained with the average velocity is 9.1(4) keV, while the FWHM obtained
with the event-by-event Doppler correction is 6.5(3) keV. Considering that the calculated
intrinsic resolution of AGATA crystals at 1.6 MeV is 4.2(3) keV (according to Equation (3.7)
using the fitted parameters), the event-by-event Doppler correction allows one to retrieve a
comparable resolution with an average β = 12.6%.

The accuracy of the event-by-event Doppler correction, and in particular the reconstruction
of the correct angles and velocity, is verified. In Figure 3.16, the energy of the γ-ray transitions
obtained from the CD2-only dataset is plotted as a function of the θ angle in the laboratory
frame. The expected energy of the transitions is also plotted (dashed red lines). The energy
results to be correctly reconstructed using this Doppler correction.

3.1.10. Indirect measurement of the degrader thickness

In order to perform a DSAM measurement, the target was deposited on a backing of gold
of a nominal thickness of 20 mg/cm2. However, it was not possible to directly measure the
effective thickness of the gold backing neither with Scanning Electron Microscope technique
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Figure 3.15.: A comparison the 1674-keV peak of the 2+1 → 0+1 transition obtained using the
average-velocity Doppler correction (red) and the event-by-event one (blue).
The event-by-event Doppler correction improves significantly the resolution.
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Figure 3.16.: Doppler-corrected energy of the 2+1 → 0+1 , 4+1 → 2+1 and 2+2 → 2+1 transitions as
a function of the θ angle in the laboratory frame. The expected energies of the
transitions, 1674, 1897 and 2396 keV respectively, are also shown (red dashed
lines).
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Figure 3.17.: Energy of the 2+1 → 0+1 transition as a function of the backing thickness. The
correct thickness of the backing was estimated as 12.6 µm, corresponding to
24.4 mg/cm2.

nor by measuring the energy loss of particles in the layer of gold by using radioactive sources
or an accelerator. An estimation of the thickness of the gold layer was possible by using the
Doppler correction.

The energy of the 2+1 → 0+1 transition is well known in literature and has been measured
by previous experiments and in this same experiment. The lifetime of the 2+1 state has also
been measured by previous experiments and resulted to be 10.5(4) ps [12]. Such a lifetime
guarantees that the 2+1 state decays mostly after passing through the gold degrader, as the
estimated time necessary for the 20O nucleus to cross the gold is about 0.5 ps. Therefore, the
2+1 → 0+1 transition peak is expected at the energy of 1674 keV when the Doppler correction
is performed by using the reconstructed velocity after the gold layer.

In the present experiment, it was not possible to measure this velocity of the 20O after the
energy loss. The velocity of the beam-like recoil at the reaction point was reconstructed from
the measurement of the emitted proton, as explained in Section 3.1.8. The velocity of the
recoil after the gold is obtained by calculating the energy loss of the recoil in the gold layer.
Therefore the Doppler corrected peak energy of the 2+1 → 0+1 transition is expected at 1674
keV only if the energy loss is correctly calculated.

The Doppler corrected spectrum was calculated for different values of the gold layer thick-
ness in a range from 10.0 µm to 13.0 µm (corresponding to 19.3 mg/cm2 and 25.1 mg/cm2)
with a step of 0.1 µm. The correct energy of the peak was found for 24.4 mg/cm2, corre-
sponding to 12.6 µm, which is taken as the real thickness of the degrader. The dependence
of the peak energy from the layer nominal thickness is shown in Figure 3.17.
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3.2. Simulation

In the present work, the lifetime of the 2+2 and 3+1 states is extracted by comparing the
lineshape of the experimental peaks to realistic Monte Carlo simulations, performed using
the Geant4 code [90]. In these simulations, the geometry of AGATA and MUGAST in the
present configuration, as well as the measured thickness of target and degrader, are included,
in order to correctly reproduce the experimental setup. In order to ensure the best agreement
between the experimental data and the simulation, the latter has been optimized by adding
realistic parameters such as the measured resolution of the AGATA detectors, the proton
angular distribution for the states populated in the reaction, energy losses in the target and
backing, beam spot size on the target, smearing of both recoils and γ rays, background
estimation. By having control over all the possible sources of systematic error, it is also
possible to estimate the accuracy of the method, which will be discussed in the next chapter.

3.2.1. Resolution

For the present analysis, a realistic resolution is crucial for extracting an accurate lifetime,
which depends on the shape of the peak. The resolution of detectors depends on the energy
of the γ ray following Equation (3.7) and the FWHM is expected to increase at higher energy.
The parameters measured in Section 3.1.6 were inserted in the simulation code in order to
retrieve the same energy dependency. Then a 152Eu source was simulated using the realistic
resolution measured before the experiment and studied in Section 3.1.6. Moreover, a single
transition at 2614 keV of 208Pb has been added to the simulation to study the resolution at
high energy, which corresponds to the range of interest for the present experiment.

The FWHM of the peaks were measured and fitted using the same empirical equation.
The extracted parameter were a = 5.60(4), b = 3.2(1) × 10−3 and c = 2.64(9) × 10−6. The
comparison between the experimental tracking data and the simulation is presented in Figure
3.18.

3.2.2. Strips check

As stated in Chapter 2, the trapezoidal detectors of MUGAST are segmented into 128× 128
stripes, while the annular detector is composed of 4 sectors, each of them segmented into
16 × 4 stripes. However, not all the strips were active during the experiment because of
geometrical inefficiency or electronic problems. When simulating event distributions using
the NPTool code it is important to consider the strips that are deactivated, in order to have
a realistic geometric efficiency in the whole range.

For this reason, the strips that were not working during the experiment were disabled in
the simulation as well. The X and Y strips were checked for each detector. On average, 5
strips per detector needed to be disabled, and in particular the strips on the border presented
more problems than those at the center of the detectors. Detector 7 was the one with the
highest number of strips that were not working: 26 for the X side and 38 for the Y side. This
large number of disabled strips has the effect of lowering the efficiency of detector 7 with
respect to the other trapezoidal detectors. Figure 3.19 shows the energy measured by each
X-strip of detectors 7 for both data and NPTool simulation.
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Figure 3.18.: Resolution for the tracked data and simulation spectra obtained using a 152Eu
source and the 2614-keV transition of the 208Pb coming from background radi-
ation.

3.2.3. Angular distribution and velocity comparison

The MUGAST array, being segmented in both X and Y directions, allows for a good angular
resolution in both θ and ϕ angles. The array was used for the detection of the emitted
protons and hence for the reconstruction of the 20O kinematics. The angular distributions
of the states populated in the present experiment were studied in a previous experiment
employing the same reaction and a similar energy [40]. In this latter work, the cross sections
of the states and the spectroscopic factors were calculated. The angular distributions of the
states were observed to differ from each other depending on the excitation energy and the
L-transfer.

The different angular distributions of the states influence the recoil momentum in angle
and velocity and hence the Doppler correction. Therefore, the observed distribution for each
excited state must be included in the simulation individually. The distributions in the centre
of mass were normalized on the geometrical efficiency of MUGAST, obtained by simulating
a uniform distribution of protons at the energy corresponding to the excited state. The
geometric efficiency of MUGAST in the present configuration was calculated by simulating a
uniform distribution of protons for each of the corresponding excited states of the 20O.

The dependence on the L-transfer and the different excitation energy of the states is re-
flected in the distribution of the velocity of the 20O nucleus for the different excited states,
as observed in Figure 3.20. The realistic simulation of the recoil velocity is fundamental to
ensure a proper Doppler correction of the γ rays. The normalized angular distributions, mea-
sured in the experiment were used as input parameters for the Monte Carlo simulations. In
this way, a good matching between the experimental velocity distribution and the simulated
ones is achieved. As expected, the velocity distributions of the 20O vary depending on the
excited states, as shown in Figure 3.21 for 2+1 and 2+2 states. The 2+1 state, corresponding to
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Figure 3.19.: Comparison between energy measured by X-strip of detector 7 for data (top)
and NPTool simulation (bottom).
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Figure 3.20.: Velocity of the 20O at reaction point, reconstructed with the MUGAST array,
for the different excited states of the nucleus. As expected, the average velocity
of the states at higher energy is lower.

lower excitation energy, presents slightly higher values of β, as expected. This correspondence
ensures a realistic reconstruction of the Doppler correction of the γ ray spectrum.

3.2.4. Particle and γ ray smearing

The same tracking algorithm that is employed to analyse the experimental data coming from
the AGATA array is also employed for the analysis of the simulated spectrum. This procedure
guarantees the best agreement between the experimental and simulated spectra.

The program uses a source position of (0,0,0), placed at the target position. The energy
threshold on the interaction point energies is 5 keV as default. The program requires the
user to provide nine arguments:

• name of the output file;

• incident photon multiplicity;

• number of incident photons;

• packing of interaction points within 5 mm or otherwise;

• packing points in segments at the energy weighted barycenter or otherwise;

• packing points at the centre of the segment or otherwise;

• smearing of the position with an energy-dependent formula;

• smearing of the γ-ray energies;

• presence of background.
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Figure 3.21.: The experimental (black) and simulated (red) velocity distributions of 2+1 (top)
and 2+2 (bottom) states of 20O nucleus are shown. The different shapes of the
peaks reflect the convolution between the different L-transfer (L=2/0 for 2+1
state and L=0 for 2+2 , according to Ref. [40]) and the angular coverage of the
detectors.
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Figure 3.22.: Effect of different level of smearing of the recoil velocity on the γ-ray simulated
spectrum.

For the present work, the required multiplicity for the simulated photons (argument 2) was
at least one. The packing of the interaction points has been performed within 5 mm (argu-
ment 4) and the position of interaction have been chosen as the energy weighted barycentre
(argument 5) instead of picking the centre of the segment (argument 6). Both the position
and the energy of the γ rays have been smeared in order to retrieve the experimental con-
ditions. The background has also been included in the simulation, as explained in Section
3.2.5.

In addition to the smearing on the photons included in the tracking code, the smearing of
the proton energies was added to the code used for the analysis of the simulation in order
to reproduce the realistic straggling and energy resolution of the protons in the target and
in the passivation layer of the MUGAST detectors. In the code, the velocity reconstructed
from the proton Lorentz vector is smeared according to equation

βsmear = β + (ξ − 1

2
)σβ (3.14)

where ξ is a random number in an uniform distribution from 0 to 1 and σβ is a factor that
quantify the smearing of the velocity.

Different values of σβ in a range from 0.001 to 0.010 have been tested by comparing the
simulated 2+1 → 0+1 transition to the experimental one. For this comparison, the dataset
using the CD2-only target was employed, in order to eliminate the influence of the lifetime
of the state on the lineshape. The simulation has been normalized to the experimental data
in the range from 1650 to 1700. After evaluating different smearings, a σβ = 0.005 was
chosen. The effects of the smearing of the velocity on the lineshape of the γ-ray transition
are presented in Figure 3.22.
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Figure 3.23.: Comparison between the spectra obtained with (red) and without (blue) the
gate on the 2+2 excited state.

3.2.5. Background

For the present experiment, a time gate between VAMOS-MUGAST and HF-VAMOS was
required in order to clean the spectra from fusion-evaporation and scattering events, as illus-
trated in Section 3.1.1. This time gate guarantees a good selection of the events corresponding
to 20O. However, for lifetime measurements it is important to select only the γ rays coming
from the direct population of that state and to eliminate the contribution coming from feed-
ers. This additional selection has also the effect of further cleaning the spectrum. Figure 3.23
shows the comparison between a spectrum obtained by requiring the coincidence between
protons and γ rays, and the spectrum obtained by requiring a selection on the 2+2 state at
4.1 MeV in a range from 3.7 MeV to 4.5 MeV. The spectrum is expanded around 2.4 MeV to
better observe the 2+2 → 2+1 transition at 2396.6 keV, which is used for the lifetime measure-
ment of the state. The spectrum obtained with the gate in excitation energy not only shows
a different shape, due to the elimination of the feeder (3+1 → 2+2 transition at 1155 keV), but
also a lower level of background before and after the peak of interest can be observed.

For the Monte Carlo simulations, the background of the spectrum was reproduced. As input
parameters, it is possible to select the number of background events for each event of interest
and the dependence of the number of background events from the energy. The background
obtained with the simulation was compared to the background of the experimental data. In
particular, the number of counts in a range before and after the transition of interest has
been measured. The simulated spectrum was normalized with respect to the range of the
transition of interest, as will be explained in Section 4.2.

The ranges from 2280 and 2380 keV and from 2440 and 2540 keV were considered for the
comparison. The experimental background was 11 in the first range and 9 in the second, while
the normalized simulation counted 13 in the first and 8 in the second. The experimental data
and the simulation are in agreement within the statistical uncertainties.
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Figure 3.24.: ∆χ2 as a function of the transition energy for the 2+2 → 2+1 transition. The
minimum is found around 2396 keV, while the energy range determined by the
∆χ2 = 1 condition (red dashed line) is between 2395 and 2397 keV.

3.2.6. Energy tuning

The dataset obtained using the CD2-only target was employed to tune the energy of the
transitions that were chosen for the lineshape analysis. This dataset, contrary to the one
using the CD2+Au target, is not affected by the energy shift of the peak due to the energy
loss in the degrader. By comparing the simulation to experimental data it is possible to
determine the confidence level for the transition energy and set the boundaries on the energy
range. This procedure is important in the case of the present nucleus, as the energy of the
transitions of interest is known with an accuracy above 1 keV.

The tuning for the 2+2 → 2+1 transition at 2395(1) keV is shown as an example. The
comparison between the experimental and simulated spectra was performed using the least-
χ2 method. More details about the χ2 test and the estimation of uncertainties are given in
Section B.1. The range for the normalization of the simulation to experimental data was
chosen between 2386 and 2410 keV.

The ∆χ2 as a function of the transition energy is presented in Figure 3.24. The energy
range was investigated between 2393.6 and 2381.6 keV with a step of 0.5 keV. The minimum
is found around the transition energy of 2396 keV while the ∆χ2 = 1 condition determined
uncertainties between 2395 and 2397 keV. The uncertainties provide information on the
energy range that will be used to determine the lifetime of the state.

The same procedure was performed for the 3+1 → 2+1 transition around 3553 keV in a range
from 3550.3 to 3554.3 keV with a step of 0.5 keV. The range for the normalization was chosen
between 3536 and 3570 keV. The minimum was found around 3552.3 keV while the ∆χ2 = 1
condition fixed the uncertainties between 3550 and 3554 keV.

The comparison between the experimental and simulated spectra for the different transition
energies is presented in Figure 3.25 for the 2+2 → 2+1 transition and in Figure 3.26 for the
3+1 → 2+1 transition.
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Figure 3.25.: Comparison between the experimental (blue) and simulated (red) spectra for
different transition energies for the 2+2 → 2+1 transition.
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Figure 3.26.: Comparison between the experimental (blue) and simulated (red) spectra for
different transition energies for the 3+1 → 2+1 transition.
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Figure 3.27.: Energy loss of oxygen ions in gold for different calculations. The experimental
data are taken from [93].

3.2.7. Energy loss test

The calculation of the energy loss of the ion in the target and in the degrader is important
in order to reconstruct the correct velocity of the recoil for the Doppler correction. Different
codes, such as Geant4, SRIM [91] or LISE++ [92], employ different calculations that, because
of different assumptions, might differ in certain energy regions. The energy loss of oxygen
ions in gold is presented in Figure 3.27 using different codes. Despite some differences, there
is a general agreement between the calculations.

In the Monte Carlo simulation performed for the present analysis, the nuclear stopping
power is also considered in addition to the electronic stopping power. Nuclear stopping power
is negligible at high velocity, while when the ion slows down the probability of interacting
with the nuclei of the material is higher.

The target thickness was measured after the experiment and resulted to be around 0.3
mg/cm2, as presented in Section 2.6. It was not possible to directly measure the thickness
of the degrader; however, it was tested in Section 3.1.10 and resulted to be 24.4 mg/cm2.
These values were used as input parameters in the simulation and the results were compared
to experimental data to test the energy loss table employed for the simulation. Figure 3.28
shows the 2+1 → 0+1 transition of 20O at 1674.38 keV without Doppler correction. The Doppler
shift observed in the simulation is in agreement with the one observed in the experimental
data.

In the experiment and in the simulation, the velocity of the 20O is reconstructed from the
target-like partner, namely the proton. In order to know the velocity of the recoil after the
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Figure 3.28.: Comparison between the experimental (blue) and simulated (red) spectra for
the 2+1 → 0+1 at 1674.38 keV. No Doppler correction has been applied.

degrader, the energy loss of the 20O in the gold is calculated. The Doppler correction using
the velocity after the energy loss is tested by comparing the experimental spectrum to the
simulated one, as presented in Figure 3.29. The two spectra present a good agreement and
the broadening caused by the straggling in the target and in the degrader is well reproduced.
Both peaks are at the expected energy around 1674 keV.
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Figure 3.29.: Comparison between the experimental (blue) and simulated (red) spectra for
the 2+1 → 0+1 at 1674.38 keV. An event-by-event Doppler correction using the
reconstructed velocity after the energy loss in the gold degrader is applied.

93





4
Results

After calibrating the AGATA and MUGAST detectors and optimizing the apparatus and
the simulations, the results of the present experiment are presented. First, the γ-ray spectra
using different gates on the excitation energy have been analysed to determine the energy of
the transitions and the branching ratios. Using γ-particle coincidences, the level scheme of
20O has been reconstructed. Then, the lifetime of the 2+2 and 3+1 states have been measured
and the statistical errors have been computed. Different approaches have been attempted
and the obtained values have been compared in order to verify the validity of the results.
Finally, the systematic errors for the lifetime measurements have been estimated.

4.1. Spectroscopic study

Combining the information on the excitation energies obtained thanks to the MUGAST array
with the photons detected by the AGATA array, it is possible to study the level scheme of
the present nucleus by gating on the excited states of 20O and observing the γ rays emitted
in coincidence.

Due to the fact that γ-rays are emitted in-flight, the lifetime of the states influences the
shape and the position of the γ-ray peaks. For this reason, for spectroscopic studies the
dataset obtained with the CD2-only target is preferable, in order to obtain more reliable
information on the energy of the transitions. Figure 4.1 shows the γ rays as a function of the
reconstructed excitation energy of the 20O. The 2+1 , 4+1 , 2+2 and 3+1 states are distinguishable.

Figure 4.2 shows the γ-ray spectra obtained by gating on the excitation energy of the
aforementioned states. The gate on the 2+1 is taken from 1.55 to 1.95 MeV. As expected,
only one peak is observed at 1674.5(4) keV, corresponding to the 2+1 → 0+1 transition, and is
in agreement with literature values [12].

The gate on the 4+1 is taken from 3.35 to 3.75 MeV. The 2+1 → 0+1 transition is observed
at 1674.2(3) keV, confirming the previous measurement while the 4+1 → 2+1 transition is
observed at 1897.7(3) keV. This measurement places the 4+1 excited state at 3571.9(9) keV,
in agreement with what measured using MUGAST.

The gate on the 2+2 is taken from 3.95 to 4.35 MeV. This state decays via two transitions:
the 2+2 → 2+1 transition of 2396.0(4) keV and the 2+2 → 0+1 transition of 4071(1) keV. Summing
the 2+2 → 2+1 and 2+1 → 0+1 transitions we obtain 4071(1) keV, compatible with the 2+2 → 0+1
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Figure 4.1.: Energy of γ rays measured with AGATA as a function of the 20O excitation
energy, reconstructed using MUGAST.

transition and the measurement obtained with MUGAST for the 2+2 state.

Finally, the gate on the 3+1 state is taken from 5.10 to 5.50 MeV. A peak was observed
at 1156.0(8) keV, corresponding 3+1 → 2+2 transition, as well as a peak at 2397(1) keV,
corresponding to the 2+2 → 2+1 . The peak at 3552.6(6) keV corresponds to the 3+1 → 2+1
transition. The sum of the energies of the 2+2 → 2+1 and 3+1 → 2+2 transitions is compatible
with the energy of the 3+1 → 2+1 . The 2+1 → 0+1 transition is also measured at 1674.7(3) keV.
Again, the sum of the γ-ray transition energies confirms the MUGAST measurement of the
3+1 excited state.

As stated in Section 3.1.8, two additional peaks are observed in MUGAST. These states
present a low statistic and no γ-ray peaks are observed in the dataset using the CD2 only
target. However, using the dataset with the CD2+Au target, which has higher statistics, it
is possible to gate on these states and observe some γ-ray transitions. The γ-ray spectra are
presented with two Doppler corrections: the one with the velocity of the 20O nucleus at the
reaction point (fast DC) and the one that considers the energy loss in the Au degrader (slow
DC).

The gate on the 4.9 MeV state is taken from 4.75 to 5.15 MeV. This state has already been
observed by Hoffman et al. [40] at 4.99(2) MeV and a tentative spin 2 and positive parity
was assigned. Being close to the 3+1 state at 5.2 MeV, it is possible to observe the presence
of the 3+1 → 2+1 transition around 3.5 MeV and the 3+1 → 2+2 transition around 1.2 MeV,
marked in blue in Figure 4.3. Despite the low statistics, it is possible to notice a peak at
3329(2) keV (fast DC), which has its counterpart at 3291(5) keV in the slow DC spectrum.
This peak might be attributed to the (2+3 ) → 2+1 transition. The sum of the energy of this
peak and the 2+1 excitation energy is compatible with the energy of the (2+3 ) excited state
measured by Hoffman et al and the measured with MUGAST in the present work. The
first measurement (fast DC) would place the excitation energy of the (2+3 ) state at 5003(2)
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Figure 4.2.: γ-ray spectra obtained using the CD2-only dataset with different gates on the
reconstructed excitation energy obtained with MUGAST. The identified γ-ray
transitions are reported.
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4. Results

keV, while the second one (slow DC) would place it at 4965(5) keV. The fact that the peak
appears to be broader in the slow DC spectrum seems to imply that this state is depopulated
before the energy loss in the degrader, suggesting a lifetime in the range below hundreds of
femtoseconds, rather than in the range of picoseconds as in the case of the 2+1 state. This
would validate the hypothesis of a (2+3 ) state at 5003(2) keV.

A peak at 933(2) keV is also observed (fast DC), that has its counterpart at 922(2) keV (slow
DC). This peak might correspond to the (2+3 ) → 2+2 transition. In fact, this measurement
summed to the energy of the 2+2 state, measured at 4071(1) keV, is again compatible with
the measurement of the excited state (Ref. [40] and this work). This measurements would
place the (2+3 ) state at 5004(2) keV (fast DC), compatible with the measurement obtained
with the 3329(2)-keV transition, or at 4993(2) keV (slow DC). From the comparison between
the two spectra, the transition observed in the fast DC seems to be broader, suggesting a
longer lifetime of the corresponding state. If this hypothesis is correct, the state from which
this transition decay cannot be the same suggested in the previous paragraph, that seemed
to indicate a shorter lifetime. However, since the statistics on the transition at 900 keV is
too low, it is not possible to make conclusions on the lifetime of the state and on whether the
transition comes from the short-lived (2+3 ) state or from another previously unknown state.
For this reason, the transition has been excluded from the final level scheme. The observed
peaks for the two spectra are shown in Figure 4.3.

The gate on the 5.6 MeV state was taken from 5.45 MeV to 5.85 MeV. This state has also
been observed by Hoffman et al. [40], who assigned a tentative spin 2 and positive parity.
Similarly to the previous case, being close to the 3+1 state it is possible to observe the presence
of transitions coming from the depopulation of the latter, marked in red in Figure 4.4. In the
fast DC spectrum, a transition at 3954(5) keV is observed and is attributed to the (2+4 ) → 2+1 .
This hypothesis is supported by the sum of the energy of the observed transition with the
energy of the 2+1 → 0+1 transition: the result is compatible with the energy of the (2+4 ) state
measured at 5.64(2) MeV by Hoffman et al. The (2+4 ) → 2+1 transition is also observed in the
slow DC spectrum at 3903(3) keV. Similarly to the (2+3 ) state, this result suggests a lifetime
in a range below hundreds of femtoseconds.

The results are summarized in Table 4.1 and the level scheme is presented in Figure 4.5.
The complete γ-ray spectra using the two datasets are presented in Figure 4.6. The shift
in energy observed for the 2+1 → 0+1 and 4+1 → 2+1 transitions around 1.7 and 1.9 MeV
respectively is caused by the lifetime effects. The same shift is not observed for the 2+2 and
3+1 states, suggesting a shorter lifetime, in the range of femtoseconds.
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Figure 4.3.: γ-ray spectrum obtained using the CD2+Au dataset for the Doppler correction
at the reaction point (top) and after the energy lost in the degrader (bottom). A
gate on the excitation energy of the 20O between 4.75 and 5.15 MeV is applied.
The transitions attributed to the state at 4.9 MeV are marked in red, while
the transitions attributed to the contamination from the 3+1 state at 5.2 MeV
are marked in blue. The attribution of the transition around 900 keV to the
(2+3 ) → 2+2 transition is only tentative.
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Figure 4.4.: γ-ray spectrum obtained using the CD2+Au dataset for the Doppler correction
at the reaction point (top) and after the energy lost in the degrader (bottom). A
gate on the excitation energy of the 20O between 5.45 and 5.85 MeV is applied.
The transitions attributed to the state at 5.6 MeV are marked in red, while the
transitions attributed to the contamination from the 3+1 state at 5.2 MeV are
marked in blue.
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4.1. Spectroscopic study

Figure 4.5.: Reconstructed level scheme of the 20O. The width of the transitions is propor-
tional to the number of counts observed in the spectra corrected for the relative
efficiency of the germanium detectors.
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Figure 4.6.: Comparison between the γ-ray spectra obtained using the CD2-only (red) and
the CD2+Au (blue) datasets. In the case of the CD2+Au dataset, the fast DC
was employed.
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4.1. Spectroscopic study

Ji EX [MeV] Jf Eγ [keV]

2+1 1.675(1) 0+1 1674.5(4)

4+1 3.572(1) 2+1 1897.7(3)

2+2 4.071(1)
2+1 2396.1(2)
0+1 4071(1)

(2+3 ) 5.004(2) 2+1 3329(2)

3+1 5.228(1)
2+2 1156.0(8)
2+1 3552.6(6)

(2+4 ) 5.629(5) 2+1 3954(5)

Table 4.1.: γ ray transitions identified in the spectroscopic study of 20O using both the CD2-
only and the CD2+Au dataset.

4.1.1. Branching ratio calculation

Following the spectroscopic study of the γ ray spectra, the branching ratios of the transitions
depopulating the 2+2 and 3+1 states have been calculated, after gating on the direct population
of the states. Branching ratios are necessary for the calculation of the reduced transition
probabilities and hence for comparing the experimental lifetimes to theoretical calculations.

The 2+2 state has two branches: the 2+2 → 2+1 transition at 2396 keV and the 2+2 → 0+1
transition at 4071 keV. The branching ratio has been calculated using both the AddBack and
the tracked spectra and using both the CD2-only and the CD2+Au dataset and the results
have been compared. The efficiency of AGATA for the AddBack and tracked array at the
energy of the considered transitions as measured in the present experiment has been taken
into account. The efficiency at 2396 keV is 8.4% for the AddBack method and 8.1% for the
tracked method, while the efficiency at 4071 keV was 6.4% and 6.0% for the two methods
respectively.

The branching ratio calculated using the CD2-only dataset resulted to be 86(8)% for the
2+2 → 2+1 transition and 14(1)% for the 2+2 → 0+1 transition both using the AddBack and
the tracked spectrum. The branching ratio calculated using the CD2+Au dataset, instead,
provided different results for the AddBack and the tracked spectra: in the first case, the
branching ratio resulted to be 88(6)% and 12(1)%, while in the second case it resulted to be
91(7)% and 9(1)%. These values differ significantly from the values of Ref. [39] and [30].
However, the two dataset and the two methods are in agreement within the error bars and
the weighted average resulted to be 88(1)% and 12(1)%.

The 3+1 states presents two branches: the 3+1 → 2+2 transition at 1156 keV and the 3+1 → 2+1
transition at 3553 keV. The efficiency of AGATA at 1156 keV is 11.7% for the AddBack and
11.5% for the tracked spectrum, while at 3554 keV the efficiency is 6.9% and 6.5% for the
AddBack and tracked spectra respectively.

The branching ratio calculated using the CD2-only dataset with the AddBack spectrum
resulted to be 28(1)% for the 3+1 → 2+2 transition and 72(6)% for the 3+1 → 2+1 transition,
while using the tracked spectrum it resulted to be 34(2)% and 66(6)%. Finally, the branching
ratio calculated using the CD2+Au dataset resulted to be 29(1)% and 71(5)% for the AddBack
spectrum and 30(1)% and 70(4)% using the tracked spectrum.

The results for both datasets and both methods are presented in Table 4.2. The weighted
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4. Results

Ji → Jf Eγ [keV] ε [%] Dataset BR Average Lit.

2+2 → 2+1 2396
8.4 %

CD2 0.86(8)

0.88(1) 0.72(8)
CD2+Au 0.86(8)

8.1 %
CD2 0.88(6)

CD2+Au 0.91(7)

2+2 → 0+1 4071
6.4 %

CD2 0.14(1)

0.12(1) 0.28(8)
CD2+Au 0.14(1)

6.0 %
CD2 0.12(1)

CD2+Au 0.09(1)

3+1 → 2+2 1156
11.7 %

CD2 0.28(1)

0.30(1)
CD2+Au 0.34(2)

11.5 %
CD2 0.29(1)

CD2+Au 0.30(1)

3+1 → 2+2 3556
6.9 %

CD2 0.72(6)

0.70(1)
CD2+Au 0.66(6)

6.5 %
CD2 0.71(5)

CD2+Au 0.70(4)

Table 4.2.: Branching ratio of the transitions decaying from 2+2 and 3+1 states using the Ad-
dBack and tracked spectra and the CD2-only and CD2+Au datasets. Literature
values taken from [39].

average of the results obtained using the four different method is also reported and, when
present, compared to literature value.

4.2. Lifetime measurement of the 2+
2 via lineshape analysis

The lifetime of the 2+2 state is extracted from the 2+2 → 2+1 transition at 2396 keV. Another
peak at 4071 keV, corresponding to the 2+2 → 0+1 transition, was observed in the spectrum;
however, due to the smaller branching ratio and to the lower efficiency of AGATA at the latter
energy, the statistics was not sufficient to perform a lineshape analysis. In the spectroscopic
study of the 20O, the 3+1 state has been observed to decay via two transitions at 3551 keV
and 1156 keV, corresponding to 3+1 → 2+1 (BR= 70%) and 3+1 → 2+2 (BR= 30%) respectively.
This second transition is particularly concerning because, by feeding the 2+2 state, it influences
the lifetime measurement of it. For this reason, an additional gate on the 2+2 state is required,
by selecting the corresponding excitation energy of the state. This selection also reduces the
background in the proximity of the peak, allowing to obtain a cleaner spectrum.

As explained in Chapter 2, the energy of the γ rays detected by AGATA can be recon-
structed using two methods: the AddBack and the tracking. Since this experiment presents a
low multiplicity and a low counting rate, the tracking does not result convenient with respect
to the AddBack method. In fact, when comparing the spectra obtained with the two method,
the AbbBack one has a larger number of events in the range of interest (167) with respect
to the tracked spectrum (144) in the same range. The comparison between the two spectra
is shown in Figure 4.7. However, the simulated spectrum is obtained by using the same
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Figure 4.7.: Comparison between the experimental spectra obtained using the AddBack
(blue) and tracking (red) method.

tracking algorithm that has been used for the analysis of the data. The tracking algorithm
could, in principle, add biases to the spectrum. Since we are interested in the comparison
of the experimental and simulated spectra, by using the tracked spectrum the effect of these
biases would be compensated. For these reasons, the analysis was carried out using both the
AddBack and the tracked spectra for the experimental part.

The Monte Carlo simulations have been performed using the AGATA simulation code [94].
In the simulation, only the state of interest, namely the 2+2 , has been populated using the
experimental particle angular distribution measured in the present experiment. The Doppler
correction has been performed using the velocity reconstructed from the protons emitted in
the reaction. In the velocity reconstruction, the energy loss in the target has been taken
into account, as well as the angle of emission of the protons and of the oxygen recoil. The
agreement between the experimental and simulated velocities has been verified, as illustrated
in Chapter 3.

For the comparison of the simulated and experimental spectra using the χ2 method, a
range of integration must be chosen. In fact, in order for the method to be effective, it is
important to compare only the region of interest. On the other hand, a too narrow range
could exclude from the analysis portions of the spectrum that are sensitive to the lifetime
effect.

In order to understand what the region of sensitivity is, two simulations of the 2+2 have
been performed: in the first one a very short lifetime, below the sensitivity of the DSAM
method, was assumed, while in the second one a very long lifetime, long enough to ensure
that the decay would happen after the gold degrader, was assumed. The resulting spectra,
Doppler corrected using the β value at the reaction point, are shown in Figure 4.8. The
spectrum corresponding to a lifetime of 1 fs has its centroid at 2395 keV, while the left part
of the peak begins at 2386 keV. The spectrum corresponding to a lifetime of 10 ps presents
a peak around 2425 keV and the right part of the peak ends around 2440 keV. This means
that the lifetime of the 2+2 influences the position of the peak only in a range from 2386 keV
to 2440 keV. For this reason, the region of integration for the calculation of the χ2 has been
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Figure 4.8.: Simulated spectra corresponding to a lifetime of 1 fs (blue) and 10 ps (red). The
lifetime of the 2+2 state influences the peak position in a range from 2386 keV to
2440 keV.

chosen between 2386 keV 2440 keV.

For every simulation, 106 events have been simulated. Considering the efficiency of the
apparatus and the angular distribution of the state, in the simulation only (131 ± 1) × 102

events on average are observed in the range of interest, corresponding to a scaling factor
of 1.09(1)%. In order to guarantee the condition of N = N0 required by the multinomial
problem (see Appendix B), the normalization has been adjusted for the number of events in
the range of interest of each simulation. The variation of the scaling factor was below 1%.
The stability of this value is an additional evidence of the validity of the range of integration
chosen for the normalization and the χ2 analysis.

A first series of simulations have been performed, in order to obtain a first estimation of the
lifetime. In this series, two parameters have been investigated: the energy of the transition
and the lifetime of the state. The scan in energy was performed between 2394.5 keV and 2398
keV with a step of 0.5 keV. This step is already below the resolution of the detectors and a
finer step would lead to statistical fluctuation. The initial constraints for the energy values
have been provided by the spectroscopic measurement and the energy tuning performed using
the data obtained with the CD2 target and measured the transition to be between 2395 and
2397 keV. The scan in lifetime was done in a range between 40 and 175 fs with a step of 15 fs.
The experimental and simulated spectra have been compared using the least-χ2 method for
the histograms comparison. In particular, both the Neyman’s and the Pearson’s statistics,
defined in Equation B.4 and B.3, have been used.

In order to use the least-χ2 method for the comparison, a rebinning procedure is needed.
The χ2 method can be used under the assumption of random Gaussian independent variables.
In the case of histograms comparison, the Gaussian condition is guaranteed only if the bins
of the histograms contain at least ten events. Having at least ten events per bin reduces the
errors due to random fluctuations that can happen when the statistics is low, as in the case of
the present experiment. The experimental histogram has been rebinned with the condition
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4.2. Lifetime measurement of the 2+2 via lineshape analysis

of having at least ten events per bin. The resulting histogram has bins of different widths:
in particular, in the range where the main peak is present, the bin results to have a typical
range of about 1 or 2 keV, while at higher energy, where the tail of the peak is expected,
the width of the bins increases. In particular, all the events corresponding to the tail are
collected in the last bin.

This rebinning procedure has been applied both on the AbbBack and the tracked his-
tograms. The first histogram is divided into 13 bins of different widths, while the second
histogram into 12 bins. For the comparison, the simulations have been rebinned using the
same binning as the experimental data.

From this first preliminary analysis, the χ2 was minimized around 65 fs. The results coming
from the two different histograms and the two different statistics were all in agreement within
the range of confidence.

Then, after determining the region of interest, a second series of simulations was performed.
The lifetime was scanned in a range from 35 to 100 fs with a step of 1 fs, while the energy of
the transition has been studied from 2395 keV to 2397.5 keV with a step of 0.5 keV.

The χ2 has been calculated using two classical forms: the Neyman’s χ2 (see Equation (B.4))
and the Pearson’s χ2 (see Equation (B.3)). These two forms differ for the kind of weight that
is used in the quadratic sum: while the Neyman’s χ2 uses the experimental uncertainties,
corresponding to the number of events, the Pearson’s χ2 uses the theoretical ones, in this
case the events of the bin in the simulated histogram. More details are given in Appendix B.

For the tracked spectrum, the minimum is found at τ = 63 fs (Neyman’s) and τ = 66 fs
(Pearson’s). For the AddBack spectrum, the minimum is found at τ = 66 fs (both Neyman’s
and Pearson’s χ2). The χ2 distributions are presented in Figure 4.9

As explained in Section B.1, the least-χ2 method can be used to determine the confidence
limit of the parameters. In particular, one standard deviation of the parameter corresponds
to a ∆χ2 = χ2 − χ2

min = 1 with respect to the minimum χ2 [95]. For the tracked spectrum,
the confidence limits were found between 48 and 92 fs (Neyman’s) and between 56 and 95 fs
(Pearson’s). Hence the measurements are τ = 63+28

−16 fs and τ = 66+29
−12 fs. For the AddBack

measurement, the results are τ = 66+20
−20 fs (Neyman’s) and τ = 66+19

−20 fs (Pearson’s). The
results obtained with the different methods are consistent both on the value of the lifetime
and the statistical errors. The comparison between the experimental and simulated spectra
for the Neyman’s statistic and tracked spectrum is presented in Figure 4.10.

This estimation takes into consideration only the statistical errors of the measurement,
while it does not consider the systematic errors that come from the methodology and the a
priori assumptions. The estimation of the systematic errors is discussed in Section 4.5.

Influence of the rebinning on the lifetime value

In order to reduce the effect of statistical fluctuation due to low statistics, the histogram has
been rebinned requiring at least 10 events per bin. However, this is an arbitrary number
and the rebinning could be done requiring a larger number of events. A possible correlation
between the minimum number of events per bin and the lifetime measurement has been
investigated. The least-χ2 has been calculated for four additional binnings, from 11 events
per bin to 15 events per bin. The results are shown in Figure 4.11.

The lifetime measurements obtained with the new binning procedures are all compatible
to each other, both for the Pearson’s and Neyman’s statistics. Moreover, no specific trend
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Figure 4.9.: χ2 distribution depending on two parameters, the lifetime of the 2+2 and the
energy of the 2+2 → 2+1 transition, for the AddBack (top) and tracked (bottom)
spectra using the Neyman’s χ2.
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Figure 4.10.: Comparison of the experimental histogram and the simulated one for lifetimes
corresponding to confidence range given by the ∆χ2 = 1 at the transition energy
of the 2396.6 keV for Neyman’s χ2 and tracked spectrum.

can be observed and the fluctuations of the results are random. Similarly, the error bars
do not increase or decrease significantly depending on the chosen binning. Therefore, it is
possible to conclude that for this analysis the binning does not influence the lifetime or the
error calculations of the state.

4.2.1. Lifetime measurement using the reconstructed velocity

An additional test was performed by investigating the lineshape of the 2+2 → 2+1 transition
Doppler corrected using the velocity of the recoil after the energy loss in the gold instead of
the one directly extracted from MUGAST as previously discussed.

The reaction is assumed to take place in the centre of the target, therefore the energy loss
is calculated for half of the target thickness and for the degrader thickness. The angle of
emission of the 20O recoil, calculated from the information on the proton as explained in
Section 3.1.8, has been taken into account. The energy loss was calculated using the Geant4
tables for oxygen in CD2 and in gold. The validity of the energy loss tables employed in the
experiment has been discussed in Section 3.2.7.

The same Doppler correction has been applied for both the experimental data and the
simulation using the NPTool code. The range for the normalization and the histogram
comparison was chosen between 2350 and 2420 keV, where the AddBack spectrum counted
175 events and the tracked 147 events. The scaling factor resulted to be around 0.126 for the
AddBack spectrum and 0.106 for the tracked spectrum.

Then the experimental and simulated histograms have been compared using the least-χ2

method, requiring at least 10 events per bin. The events were collected into 15 and 12 bins
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Figure 4.11.: Lifetime results and corresponding error bars using the χ2 Pearson’s (red) and
Neyman’s (blue) statistics with different binning. The results fluctuate within
the error bars of the measurement and no trend is observed.

for the AddBack and tracked spectra respectively.

The least-χ2 method leads to different results for the AddBack and tracked spectrum,
using the Neyman’s χ2. In particular, for the AddBack spectrum the χ2 is minimized for
Eγ = 2395 keV and for τ = 69 fs. The lower and upper limits, determined by the condition
∆χ2 = 1, correspond to 42 and 93 fs. With the tracked spectrum, on the other side, the χ2

is minimized at the same Eγ for τ = 81 fs and the lower and upper limits are 54 and 110 fs.
The results are presented in Figure 4.12.

4.2.2. Lineshape analysis using the maximum likelihood method

An additional test has been performed in order to measure the lifetime of the 2+2 state using
the maximum likelihood method (see Appendix B.2). One advantage of this method is that
it does not require a rebinning of the histograms to have at least 10 events per bin.

The same Monte Carlo simulations produced for analysis using the least-χ2 have been used
for the present test. Both histograms have the same binning with a bin width of 1 keV.

From the analysis of the maximum likelihood method, the AddBack and the tracked spectra
gave different results. In particular, the analysis using the tracked spectrum suggests a
lifetime around 86 fs, which is longer than what measured using the least-χ2 method but
still in agreement within the error bars. The analysis that instead relies on the AddBack
spectrum seems to suggest a shorter lifetime around 57 fs, again in agreement with the
least-χ2 measurement within the error bars. The results are shown in Figure 4.13.

The difference between the result obtained with the AddBack and tracked spectra are
related to the shape of the spectra, which can be observed in Figure 4.7. In particular, the
AddBack spectra shows a higher concentration of events in the peak. A distribution with
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Figure 4.12.: ∆χ2 as a function of the lifetime for the AddBack (blue) and tracked (red)
spectra, Doppler corrected using the reconstructed velocity of the recoil after
the energy loss in the gold degrader.

more events in the peak rather than in the tail leads to a shorter lifetime, which would explain
the difference between the results obtained with the two different spectra.

The different results obtained using the least-χ2 and the maximum likelihood methods
can be explained by the rebinning procedure. In fact, the binning required by the least-χ2

method collects the events of the tail in the last bin. As the tail is the most sensitive part to
the lifetime, this might influence the final result. However, all the different approaches lead
to values of lifetime that are compatible, proving the solidity of the measurement.

4.3. Lifetime measurement of the 3+
1 via lineshape analysis

The lifetime of the 3+1 state has been extracted using the same methodology as for the 2+2
state. The analysis focused on the 3+1 → 2+1 transition at 3556 keV. This transition presents
higher statistics with respect to the 3+1 → 2+2 one at 1156 keV. Moreover, being at higher
energy, the Doppler shift is more prominent and the background is lower. In the case of
the 3+1 state, no transition has been observed to decay on this state, influencing the lifetime
measurement. However, the gate on the excited state was required to clean the spectrum.
Moreover, this procedure ensures the elimination of contributions coming from unobserved
feeding transitions.

Similarly to the case of the 2+2 analysis, in the simulations only the 3+1 state has been
populated, assuming the angular distribution measured in this experiment for that state. For
each simulation, 106 events have been simulated. The normalization range has been chosen
between 3540 keV and 3600 keV, which corresponds to the maximum variation range of the
peak under the influence of the lifetime.

In this range, the experimental histogram has been rebinned by requiring at least ten events
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Figure 4.13.: Lineshape analysis of the 2+2 → 2+1 transition using the maximum likelihood
method to compare the AddBack (top) and tracked (left) spectra to the Monte
Carlo simulations. In the figure, for practical reasons, instead of plotting the
likelihood L, the − ln(L) is plotted.
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per bin. In this case, the AddBack histogram has been divided into 12 bins of different width,
while the tracked histogram into 11 bins.

In the first series of simulations, the energy of the transition has been investigated in a
range between 3549 keV and 3553 keV with a step of 0.5 keV. The lifetime values have been
scanned from 30 to 86 fs with a step of about 7 fs.

After a preliminary analysis, the least-χ2 has been found for a lifetime of about 50 fs. The
analysis using the two spectra (AddBack and tracked) and the two χ2 methods (Neyman’s
and Pearson’s) were in agreement within the confidence limits.

A second series of simulations have been performed. In this case, the lifetime has been
investigated with a step of about 1 fs. Both the AddBack and tracked spectra have been
analyzed using the Neyman’s and Pearson’s statistics as defined in Equation (B.4) and (B.3),
respectively. The confidence limits of the measurements have been taken as those correspond-
ing to ∆χ2 = 1. The AddBack spectrum suggested a lifetime of 61+17

−18 fs and 52+27
−12 fs for the

Neyman’s and Pearson’s χ2 respectively. The tracked spectrum suggested a lifetime of 55+16
−18

fs and 48+17
−12 fs. The simulations presented the best agreement with the tracked spectrum, as

expected. All the results obtained with the two spectra and the two statistics are compatible
within the confidence limits.

Similarly to the case of the lifetime measurement of the 2+2 state, the lifetime of the 3+1 state
has been measured using also the maximum likelihood method, comparing the experimental
spectra to the Monte Carlo simulations described in the previous section. In this case, the
AddBack and the tracked spectra lead to the same value of lifetime, with the likelihood being
maximized at τ = 57 fs.

4.3.1. Influence of the feeder

The lifetime measurement of a state is influenced by the presence of feeding transitions coming
from higher energy states. The influence of the feeders has been discussed in Section 2.7.2.
In particular, the influence depends on the branching ratio of the feeding transition, on the
population of the higher-lying state and on its lifetime. The lifetime of the 3+1 state has been
measured to be comparable to the lifetime of the 2+2 . According to the excitation energy
spectrum (see Figure 3.14), the 3+1 state is more directly populated in the reaction compared
to the 2+2 state and a feeding transition 3+1 → 2+2 has been observed at 1156 keV, with a
branching ratio of 30%. Hence, it is reasonable to assume that if not excluded from the
analysis, the 3+1 state influences the lifetime measurement of the 2+2 .

The influence of this state has been verified experimentally, by measuring the lifetime of 2+2
with a gate that includes the 3+1 state and other less intensely populated states close to the 3+1
state. The 2+2 → 2+1 transition has been used for this test. The spectrum has been obtained
by requiring a time gate and an excitation energy gate between 3.7 and 5.5 MeV, hence
including both the 2+2 and 3+1 states, as well as the state at 4.9 MeV. Then the histogram has
been rebinned using the same criterion as in the previous 2+2 and 3+1 measurement, requiring
at least 10 events per bin, obtaining bins of different width.

The first series of simulations used for the 2+2 measurement has been used to determine the
systematic error coming from a feeder. The simulated histograms have been rebinned using
the same binning as the experimental ones. The same range of integration has been chosen
to be the same as the 2+2 analysis, between 2386 keV and 2440 keV, in order to take into
account the whole range of sensitivity.
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Figure 4.14.: (Top) χ2 distribution depending on two parameters, the lifetime of the 3+1 and
the energy of the 3+1 → 2+1 transition, for the tracked spectrum using the Ney-
man’s χ2. (Bottom) Comparison of the experimental histogram and the simu-
lated one for lifetimes corresponding to confidence range given by the ∆χ2 = 1
at the transition energy of the 3550.8 keV for Neyman’s χ2 and tracked spec-
trum.

114



4.4. Summary

2395 2395.5 2396 2396.5 2397 2397.5 2398
Energy [keV]

60

80

100

120

140

160

Li
fe

tim
e 

[fs
]

2

4

6

8

10

12

14

Figure 4.15.: Least-χ2 results for the lifetime measurement of the 2+2 state (tracked spectrum,
Neyman’s χ2) when the contribution of the 3+1 → 2+2 feeding transition is not
under control. A longer lifetime is observed.

The experimental histograms have been compared to the simulated ones using the two
statistics of the χ2. The lifetime of the 2+2 obtained without removing the influence of the
3+1 feeder state is longer than the one obtained with an appropriate gate. In particular, the
AddBack histogram suggests a lifetime of 100+30

−31 fs using the Pearson’s χ2 and 87+27
−30 fs using

the Neyman’s χ2. The tracked histogram suggested a lifetime of 100+40
−23 fs and 87+38

−14 fs with
the Pearson’s and Neyman’s χ2 respectively.

This test confirms the influence of the feeder in the present experiment. In fact, without
an appropriate gate to select only the event where the state of interest is directly populated,
the systematic error leads to a lifetime of the 2+2 about 30% longer than the real one.

4.4. Summary

The results for the lifetime measurement of the 2+2 obtained using the different analysis
approaches (least-χ2, Likelihood, rebinning procedures) and different spectra (tracking, Ad-
dBack, low beta). The different values that resulted are summarized in Figure 4.16.

The different approaches lead to similar results, where the extracted values are always
compatible within the error bars of the measurement. The two most noticeable differences
are the result obtained from the tracked spectrum using the velocity after the energy loss and
the result obtained using the maximum likelihood method for the tracked spectrum. This
might be explained by the shift in energy of about 1 keV of the centroid (see Figure 4.7) for
the tracked spectrum. Moreover, the tracked spectrum seems to present a more important
tail compared to the AddBack spectrum. However, due to the low statistics and the large
uncertainties on the events number, these differences are mostly absorbed in the rebinning
procedure, which explains why these differences are not observed in the first results.

In the end, the tracked spectrum is considered more accurate with respect to the AddBack
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Figure 4.16.: Summary of the experimental results for the lifetime of the 2+2 state using
different approaches. All the values result to be compatible within the error
bars.

spectrum, since the simulation follows the same algorithm for sorting data and it is considered
more accurate. The Neyman’s χ2 is considered preferable with respect to the Pearson’s, since
the experimental uncertainties are used instead of the simulated ones, that are normalized.
Finally, the comparison obtained using the velocity at the reaction point is preferable to the
one obtained with the velocity after the energy loss. For short lifetimes, as in the present case,
the measurement using the velocity at the reaction point is less sensitive to the uncertainties
related to the degrader thickness or the energy loss table employed for the analysis. Therefore,
the final value is the one obtained using the tracked spectrum, Neyman’s χ2 and velocity at
the reaction point, corresponding to τ2+2

= 63+28
−16 fs.

An analogous discourse can be made for the 3+1 state measurement. The values obtained
using the different methods are consistent and compatible within the experimental error bars,
as presented in Figure 4.17. The final value is τ3+1

= 55+16
−18 fs.

4.5. Estimation of the systematic error

The errors computed in the previous sections were only related to the statistic uncertainties,
while systematic errors need to be computed independently.

As explained in detail in Chapter 3, the Monte Carlo simulation has been optimized in
order to reduce the possibility of systematic errors. However, certain uncertainties could
not be removed from the analysis. The influence of these possible sources of systematic
errors is investigated in this section. In the present analysis, the following sources have been
considered:
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Figure 4.17.: Summary of the experimental results for the lifetime of the 3+1 state using
different approaches. All the values result to be compatible within the error
bars.

• thickness and density of the target;

• thickness of the degrader;

• background;

• number of events of the simulation.

4.5.1. Uncertainties on the target

As illustrated in Section 2.6, the thickness of the target was investigated using an electronic
microscope. In the analysis, the presence of inhomogeneity in the surface has been observed,
especially on the border of the target. Moreover, the density of a plastic material such as the
deuterated polyethylene can variate depending on the procedure followed for the production
of the target. The density of the material is important for the calculation of the energy loss
of the ion in the target. Uncertainties on the thickness of the target and on the density of
the material influence the uncertainties on the velocity used for the Doppler correction.

A variation of ±0.05 mg/cm2 on the target thickness has been considered, in order to
include both thickness and density uncertainties. A series of simulations with a target of
0.25 mg/cm2 and 0.35 mg/cm2 were performed for the 2+2 state and compared to those with
a 0.30 mg/cm2-thick target. The energy of the transition used as input was 2396.6 keV,
corresponding to the energy where the minimum χ2 was found.

In the range of possible uncertainties on the real thickness of the target, no variation
has been observed in the expected lifetime value, as shown in Figure 4.18. This is realistic
considering that a variation in target thickness of 0.05 mg/cm2 at the reaction energy for 20O
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Figure 4.18.: ∆χ2 for the different simulated target thickness.

corresponds to a ∆β = 0.4%, which do not affect significantly the measurement. This test
proves the validity of using a thin target that, while leading to lower statistics, guaranteed
a small spread in energy. However, the thickness of the target seems to slightly influence
the error bars. A thinner target would lead to an increased error bar towards shorter values
of lifetimes. On the other side, a thicker target would point in the opposite direction, with
the error bar increased for longer lifetime values. These effects can be taken into account by
adding a 5% of systematic error.

4.5.2. Uncertainties on the degrader

Similarly to the case of the target, the uncertainty on the real thickness of the degrader reflects
on the uncertainty on the reconstructed velocity and therefore on the Doppler correction. It
was not possible to measure the thickness of the degrader, that although was tested in Section
3.1.10 and 3.2.7.

A variation of ±2 mg/cm2 on the thickness has been considered. A series of simulations
with a degrader of 22.4 mg/cm2 and 26.4 mg/cm2 were performed for the 2+2 state. The
energy of the transition used as input was 2396.6 keV, corresponding to the energy where the
minimum χ2 was found.

No significant change in the expected value of the lifetime was observed for the different
values of degrader thickness. This can be explained considering that the lifetime of the state
is short enough to mainly decay in the degrader itself and changing the thickness of ± 2
mg/cm2 is not sufficient to see any visible effect. However, bigger variations of the thickness
would lead to visible effects in the shape of the 2+1 peak and are therefore excluded.

4.5.3. Uncertainties on the background

The optimization of the background has been discussed in Section 3.2.5. However, due to the
low statistics and to the sensitivity of this measurement to events located where the tail of
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Figure 4.19.: ∆χ2 for the different simulated target thickness.

the peak is expected, the effects of a change in the background are investigated.
The background is defined by three parameters:

• Number of background γ-ray events per good event;

• Slope of the background;

• Maximum energy of the background event.

The background is expected to follow a decay curve, where the slope is defined by the
second parameter. This parameter can be adapted in order to investigate the sensitivity of
the lifetime measurement to background events. Three possible values of the background
slope have been tested: 2.0, 3.0 and 4.0. The first value corresponds to a flatter background
but with a slightly higher number of counts, while the last one has a more pronounced slope
and fewer events of background, especially in the tail.

As presented in Figure 4.20, the three different values do not affect significantly the back-
ground. However, a small change in the minimum can be observed, in particular to shorter
lifetimes. For this reason, an additional 5% systematic error connected to the uncertainties
on the background is considered.

4.5.4. Influence of the number of events

The simulations have been performed with a higher number of events with respect to the
experimental peak and then have been normalized. This procedure reduces the statistical
fluctuation and leads to a smoother lineshape. For the analysis, 106 events have been sim-
ulated, corresponding to a scaling factor of ∼ 0.01. The lifetimes for 105 simulated events,
corresponding to a scaling factor of ∼ 0.1%, and 104, scaling factor ∼ 1, have been extracted.

No significant influence has been observed depending on the number of events, as shown in
Figure 4.21. However, as expected, the simulations with 104 events show more fluctuations
while the simulations with a larger number of events present a smoother profile in the χ2. A
scaling factor of at least 0.10 is necessary to guarantee a better accuracy of the estimation.
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Figure 4.20.: ∆χ2 for the different simulated background.
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Figure 4.21.: ∆χ2 for the different simulated number of events.
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5
Theoretical results and interpretation

The structure of the 20O nucleus has been investigated using different and complementary
methods. First, ab initio calculations are introduced, with particular focus on methods that
have been employed for studying electromagnetic properties in medium-mass nuclei. The
results obtained from the previous calculations, employing Many-Body Perturbation theory
and In-Medium Similarity Renormalization group method, are illustrated and compared to
previous experimental results and to this work. An alternative ab initio method, already
employed in the past for studying oxygen isotopes, is introduced. Then, the nucleus has been
investigated using shell model calculations performed using the ANTOINE code. In this
study, the predicted values of B(E2) and B(M1) are compared to the experimental results.
Moreover, the influence of the orbital position on the excitation energies of the states and
lifetime prediction has been studied.

5.1. Ab initio calculations

In the last decade, the capabilities of ab initio calculations have grown exponentially, allow-
ing for the exploration of new regions of the nuclear chart. In fact, if ab initio calculations
started from nuclei with few nucleons, they first extended the study of closed-shell nuclei,
then to semi-magic nuclei and finally to open-shell nuclei, as presented in Figure 5.1. Since
the 2000s, new techniques such as the Similarity Renormalization Group (SRG) [96] and the
Effective Field Theory (EFT) [11] have been successfully employed to extend the calculations
to new nuclei. Among the different methods, Many Body Perturbation Theory (MBPT) [97]
calculations opened the study to the lower sd -shell nuclei. Other techniques that allowed a
control on the level of truncation of the calculations, such as Self-Consistent Green’s Func-
tion (SCGF) [98], In-Medium SRG (IMSRG) [99] and Couple Cluster (CC) [100] were also
developed and successfully employed.

One of the most outstanding results of ab initio calculations was the possibility of bench-
marking the same nuclear interactions using different methods such as RG, EFT and many-
body methods. In addition, these different methods allow for a systematic framework that
can be used to understand the reasons behind different results [101]. A perfect playground
for testing these different calculations was provided by the oxygen isotopic chain. As already
introduced in Chapter 1.1, different ab initio approaches employing NN+3N interactions cor-
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Figure 5.1.: Nuclei explored via different ab initio methods in the last decade. Figure taken
from [101].

rectly reproduced the ground state energy of the neutron-rich oxygen nuclei. A similar study
was extended to calcium isotopes, where the two-neutron separation energies, good indica-
tors of shell- and subshell-closures, were calculated from A = 36 to A = 62 and compared to
experimental values, witnessing a good agreement.

These results suggest the possibility of extending the use of ab initio calculations not
only for heavier-mass nuclei or increasing number of valence nucleons, but also for more
observables, such as nuclear radii and electromagnetic transitions. Predictions of nuclear
radii were provided for calcium isotopes using Multi-Reference IMSRG [102] and compared
to experimental results, observing an underestimation with respect to measurements. In the
second half of the decade, the interest in calculating electromagnetic transitions using IMSRG,
CC and SCGF methods has increased. In particular, the calculations for states dominated
by few-nucleons configurations report a general agreement with experimental values, while
the study for collective transitions is affected by the needed truncations.

In a recent work [103], some electromagnetic properties of 14C, 22O and 32S such as the
excitation energies of the first 2+ state and the quadrupole transition matrix elements for
the 2+ → 0+ transition were calculated. The 2+ energies were well reproduced for the three
nuclei. The E2 transition was well reproduced for 14C, while it was underestimated of about
25-30% for 32S. For 22O, the predicted E2 transitions were only one third of what observed
experimentally. This discrepancy could be solved by extending the VS-IMSRG to a psd
valence space.

These results prove that it is possible to employ ab initio methods for making predictions
of electromagnetic properties in medium-mass nuclei. Different ab initio methods have been
employed for studying the 20O nucleus and, in particular, its electromagnetic properties.
MBPT and VS-IMSRG calculations were employed in Ref. [30] and compared to experimental
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5.1. Ab initio calculations

values such as the reduced transition probabilities of the 2+2 → 2+1 transition. The comparison
between these calculations and the experimental results obtained from this work and from
a previous experiment [30] are reported in the following section. New calculations are also
introduced in the last section.

5.1.1. Comparison with previous works

The 20O nucleus was previously studied in an experiment that took place in GANIL, aimed at
measuring the lifetime of the 2+2 state. In this experiment, the nucleus was populated using a
beam of 18O at 126 MeV impinging on a 6.6 mg/cm2-thick 181Ta target. The projectile-like
recoils, among which the 20O, were detected by the VAMOS++ spectrometer at forward
angles and the velocity of the recoils was measured around β ∼ 10%. The γ rays emitted
by the de-exciting nuclei were detected using the AGATA array, that at the time counted
31 crystals positioned between 115◦-117◦, while the ring at 90◦ was covered by two large-
volume LaBr3 detectors and two clusters of the PARIS array [104]. In the reaction, both
deep-inelastic and transfer channels were open, leading to high statistics.

The lifetime of the 2+2 was measured using the DSAM technique. In this experiment,
the degrader corresponded to the target itself. The transition chosen for the measurement
was the 2+2 → 2+1 transition measured at 2396 keV, with a measured branching ratio of
79(5)%. For the lineshape analysis, a series of Monte Carlo simulations were produced.
The angular distributions were simulated based on those measured by VAMOS++ and the
reaction kinematic, and a random probability of interaction in the whole target thickness
was considered. Then, different lifetimes of the state and different transition energies were
simulated. Finally, the simulations were analysed using the least-χ2 method for three different
angular ranges.

This analysis resulted in a lifetime of the 2+2 state of τ = 150+80
−30 fs for a transition energy

of Eγ = 2395(1) keV. The experimental result was then compared to two different theoretical
calculations: the Many-Body Perturbation Theory (MBPT) [97] and the Virtual-Space In-
Medium Similarity Renormalization Group (VS-IMSRG) [105].

MBPT calculations started from the 16O core and add the sdf7/2p3/2 shells as valence
space [11]. NN and normal order 3N interactions were used while residual 3N interactions
were neglected. A good agreement with the experimental value from literature was found
for the 2+1 state, where MBPT calculations predicted a lifetime of τ2+1

= 11.7 ps, compared

to the measured lifetime of 10.5(4) ps. The reduced transition probabilities of the 2+2 → 2+1
transition resulted to be B(M1) = 0.015µ2N and B(E2) = 0.051e2fm4. The 2+2 lifetime was
calculated through the 2+2 → 2+1 transition considering the branching ratio 79(5)% and the
transition energy 2395(1) keV measured in the experiment. The lifetime calculated resulted
to be 217 fs.

A second series of MBPT calculations were performed neglecting the 3N forces to see the
effect of this assumption on the lifetime of the states. While the 2+1 state was unaffected by
the absence of 3N forces, the lifetime of the 2+2 state was found to be 60% longer with respect
to the previous value. This result confirms that the 2+1 state, being based on a pure (d5/2)

4

configuration, is not sensitive to the relative position of the s1/2 and d3/2 orbitals, contrary

to the 2+2 .

The lifetime was also calculated using a second ab initio method: the VS-IMSRG. Simi-
larly to the MBPT, for these calculations the NN+3N interactions (EM1.8/2.0 [106]) were
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5. Theoretical results and interpretation

Figure 5.2.: MBPT and IMSRG calculations are compared to the result of Ciemala et al. and
to the present work. Lifetime values for theoretical calculations and previous
result are taken from Ref. [30].

employed. With respect to the previous method, in VS-IMSRG it is not possible to exclude
the contribution of 3N forces, that are naturally included in this formalism. This method
guarantees a good agreement of the theoretical energy levels to the experimental ones, where
the 2+1 state is found at 1629 keV (1674 keV experimentally) and the 2+2 is found at 4051
keV (4071 keV), leading to a discrepancy of about 50 keV and 20 keV respectively, contrary
to the MBPT that presented a discrepancy of about 400 keV (NN+3N) and 1 MeV (NN)
with respect to the experimental results. The reduced transition probabilities of the 2+2 → 2+1
transition were B(M1) = 0.0166µ2N and B(E2) = 0.0684e2fm4. The lifetime of the 2+2 state
obtained with this method resulted to be 197 fs.

Both the MBPT including 3N forces and the IMSRG agree with the previous experimental
value within the experimental error bars.

5.1.2. This work

In the present experiment, the lifetime of the 2+2 state was measured at τ2+2
= 63+28

−16 fs,

while the lifetime of the 3+1 state was measured at τ3+1
= 55+16

−19 fs. As presented in Figure

5.2, the present value is placed at a shorter lifetime with respect to the previous one and to
theoretical calculations. The shorter lifetime points in the direction of the 3N forces, and
seems to exclude completely the NN hypothesis.

The discrepancies with the lifetime measurement of the 2+2 of the previous experiment can
be attributed to two main factors: the difference in the target thickness and the uncontrolled
feeder. In the previous experiment, a thick target was employed both for the production of
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5.1. Ab initio calculations

the nucleus and the DSAM experiment. This thick target increased the number of events,
guaranteeing large statistics. However, it led to a larger spread in the energy of the recoil,
corresponding to a spread in velocity. Moreover, there was no control over where the reaction
took place. In thin targets, one can assume the reaction to happen at the centre of the target
or a uniform distribution of the cross section. However, this is not true for targets thicker
than 1 mg/cm2. This larger spread influences the lineshape of the peak that was employed
for the lifetime measurement.

Moreover, in the previous experiment it was not possible to have control on the direct
population of the states. A Q-value gate was required, which helped reduce the contamination
coming from higher-lying states. However, with thick targets the entry point of the 20O and
the cross section of the different states might change depending on the energy of the beam at
the reaction point, namely depending on where the reaction happened in the target. Despite
the fact that the 3+1 → 2+2 transition was not observed, the possibility of feeding transitions
that influence the measurement cannot be excluded. As shown in Section 4.3.1, an unobserved
feeder would increases the lifetime measurement.

The discrepancies with previous calculations will be investigated by computing new ab
initio calculations using a different technique, which is introduced in the following.

5.1.3. Self-Consistent Green’s Function

The Self-Consistent Green’s Functions (SCGF) theory is one of the ab initio many-body
approaches developed in the last decade. Formalisms and computational algorithms have
been developed to study both infinite and finite nuclear matter. Initially, this method was
limited to double-magic nuclei. However, recently, calculations have been extended to semi-
magic nuclei and open-shell nuclei using the Gorkov Green’s Functions by breaking particle
conservation symmetry and reformulating theories in terms of Hartree-Fock Bogolioubov
reference states [98, 107, 108].

Let us define a N-body ground-state
⏐⏐ΨN

0

⟩
as the solution of equation [98]

H
⏐⏐ΨN

k

⟩
= EN

k

⏐⏐ΨN
k

⟩
(5.1)

for the lowest eigenvalue. In Green’s Function theory, the one-body operator is defined as

iGN,N
ab (t, t′) ≡

⟨
ΨN

0

⏐⏐T{aa(t)a†b(t
′)}
⏐⏐ΨN

0

⟩
, (5.2)

where aa is a set of basis of a one-body Hilbert space H and T is an operator that orders
a and a† depending on the time from larger and descending. By knowing G, it is possible
to calculate the expectation values of all one-body operators. It is also possible to define
two-, three-, many-body propagators in an analogous way, in order to evaluate N-nucleon
observables. The so-obtained equations form a system of N-coupled equations that can be
solved.

The formalism has been extended to include 3N interactions and it has been tested by
applying it to the oxygen isotopic chain [109]. In this work, the ground-state binding energy
of the oxygen isotopes was calculated, resulting to be compatible to the experimental values
with an accuracy of at least 5%. The single-particle energies of the 1d5/2, 2s1/2 and 1d3/2
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5. Theoretical results and interpretation

Figure 5.3.: (top) Single particle energies of the 1d5/2, 2s1/2 and 1d3/2 orbitals calculated
using “induce” (red) or “fully” included (blue) 3N forces. (bottom) Ground
state energy of the oxygen isotopes. The comparison to the experimental values
for the calculations with “fully” included 3N forces (blue) has an accuracy of at
least 5%. Figure taken from [109].

orbitals were also calculated: while calculations where 3N forces were obtained by evolving
only original NN N3LO Hamiltonian (“induced” 3N) fail in reproducing the dripline of the
oxygen chain, those where the Hamiltonian was generated by evolving both initial NN and
3N forces together (“full”) correctly predict the 24O to be the last bound isotope, as shown
in Figure 5.3.

This work [109] proved that the oxygen isotopic chain is suitable to be studied using the
SCGF method in the Gorkov formalism. Calculations will be performed in order to extend
the study to spectroscopic quantities such as branching ratio and transition probabilities.

5.2. Shell model calculations

The 20O nucleus has been studied via shell model calculations, performed using the AN-
TOINE code [7, 110], employing the USDB interaction [29]. Three orbitals have been con-
sidered outside of the sp-core: the 1d5/2, the 2s1/2 and the 1d3/2.

Five states were explored in this study: the ground state, the 2+1 at 1.674 MeV, the 4+1 at
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5.2. Shell model calculations

3.572 MeV, the 2+2 at 4.071 MeV and the 3+1 at 5.225 MeV. The USDB interaction foresees
the SPE of the d5/2 to be at −3.9257 MeV, the s1/2 at −3.2079 MeV while the d3/2 is at
2.1117 MeV. These values correspond to the SPEs of the 16O core.

With these SPEs, the predicted energy of the excited states is 1.775 MeV for the 2+1 state,
3.683 MeV for the 4+1 state, 4.218 MeV for the 2+2 state and 5.428 MeV for the 3+1 state. The
discrepancy between the measured and predicted excitation energy increases from 100 keV
for the 2+1 to 200 keV for the 3+1 state.

The states can be divided into two categories based on their predicted expectancy: those
mainly based on a pure (d5/2)

4 and those based on mixed (d5/2)
3(s1/2)

1. According to the

present calculations, the 0+1 state is mainly based on a (d5/2)
4 configuration (75%) and only

partially on a (d5/2)
2(s1/2)

2 (15%). The 2+1 state is predicted to be mainly based on the

(d5/2)
4 configuration (63%) and on the (d5/2)

3(s1/2)
1 (23%). The 4+1 is the one that present

the highest percentage of pure configuration (d5/2) (87%) and only on a minor percentage
based on a (d5/2)

2(s1/2)
2 (7%). The non-yrast states, instead, are predicted to have a different

configuration. The 2+2 state is expected to be mainly based on a (d5/2)
3(s1/2)

1 configuration

(76%) and in smaller percentages on (d5/2)
2(s1/2)

2 (10%) and (d5/2)
4 (8%). Finally the 3+1

state is mainly based on the (d5/2)
3(s1/2)

1 configuration (87%) and in small percentage on a
(d5/2)

2(s1/2)
1(d3/2)

1 configuration.

The calculated B(E2; 2+2 → 0+1 ) ↑ was 1.20 e2fm4. The 2+2 → 0+1 transition was first chosen
because of its pure E2 nature, while the 2+2 → 2+1 transition is composed of a mix between E2
and M1. Considering a branching ratio of 12(1)% measured in the experiment for the 4071-
keV transition and an internal conversion coefficient of α = 0.001196(17) calculated using
BrICC [111], the reduced transition probability of the 2+2 → 0+1 transition is 1.4+0.5

−0.4e
2fm4.

This value of the B(E2) is compatible with the value predicted by shell model calculations
within one sigma.

For the 2+2 → 2+1 , the allowed multipolarities are M1, E2, M3 and E4. The transition is
expected to be based on a mixing between M1 and E2. Theoretical calculations predict a
B(E2) = 0.00044 e2fm4 and a B(M1) = 0.022µ2N . In order to calculate the experimental
reduced transition probabilities for a mixed transition, the mixing ratio is needed. However,
due to low statistics, it was not possible to calculate the experimental mixing ratio. It is
however possible to calculate it from shell model calculations, using Equation 1.18, and it
results to be δ = −0.0029. Under the assumption of using the theoretical mixing ratio,
knowing the measured lifetime of the state, the measured branching ratio (see Section 4.1.1),
the internal conversion coefficient (α = 0.000509(8), obtained from [111]) and the energy
of the transition, one can evaluate the experimental B(E2) and B(M1) reduced transition
probabilities. The expected B(E2; 2+2 → 2+1 ) has been calculated as

B(E2; 2+2 → 2+1 ) =
BRγ

1.223 × 109E5
γ(1 + α)τ

δ2

1 + δ2
(5.3)

where Eγ in MeV in the experimental energy and the B(E2) = 1.22+0.41
−0.38 × 10−3e2fm4.

Considering α = 0.000407(6), the B(M1; 2+2 → 2+1 ) has been calculated as

B(M1; 2+2 → 2+1 ) =
BRγ

1.779 × 1013E3
γ(1 + α)τ

1

1 + δ2
(5.4)
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5. Theoretical results and interpretation

Ji → Jf δ σL B(σL)exp B(σL)theo

2+2 → 0+1 E2 1.4+0.5
−0.4 1.2

2+2 → 2+1 −0.0029 E2 1.22+0.41
−0.38× 10−3 0.44 × 10−3

2+2 → 2+1 −0.0029 M1 0.056+0.019
−0.017 0.022

3+1 → 2+1 −0.154 E2 0.424+0.206
−0.096 0.89

3+1 → 2+1 −0.154 M1 0.0155+0.0075
−0.0035 0.033

3+1 → 2+2 −0.0222 E2 1.06+0.52
−0.24 1.96

3+1 → 2+2 −0.0222 M1 0.198+0.097
−0.044 0.37

Table 5.1.: Comparison between experimental and theoretical B(σL). The values of δ are
extracted from theoretical calculations. All the B(E2) are reported in e2fm4,
while all the B(M1) are reported in µ2N .

and resulted to be B(M1) = 0.056+0.019
−0.017µ

2
N .

Similar calculations have been performed for the 3+1 state. The two γ-ray transitions from
this state decay to the 2+2 with a branching of 30(1)% and to the 2+1 with a branching of
70(1)%. In both cases, the transitions are expected to be a mixing of E2 and M1 multi-
polarities. Shell model calculations predicted a B(E2) = 0.89e2fm4 and B(M1) = 0.033µ2N
for the 3+1 → 2+1 transition at 3556 keV, corresponding to a δ = −0.154, calculated with
equation (1.18). The experimental B(E2) has been calculated using Equation (5.3), with
α = 0.001013(15), and resulted to be B(E2) = 0.424+0.206

−0.096e
2fm4. The experimental B(M1)

has been calculated using Equation (5.4), with α = 0.000895(13), and resulted to be B(M1) =
0.0155+0.0075

−0.0035µ
2.

The same calculations have been performed for the 3+1 → 2+2 transition at 1156 keV.
Shell model calculations predict B(E2) = 1.96e2fm2 and B(M1) = 0.37µ2N , which give a
mixing ratio δ = −0.0222. Considering α = 0.0001127(17), the experimental B(E2) =
1.06+0.52

−0.24e
2fm4, while with α = 8.1(1) × 10−5, B(M1) = 0.198+0.097

−0.044µ
2
N . All the results are

summarized in Table 5.1.

The B(E2; 2+2 → 0+1 ) obtained from shell model calculations is in agreement with the one
calculated from the experimental lifetime. This B(E2) corresponds to 0.43+0.16

−0.12W.u.: such a
low transition probability reinforce the hypothesis of a single-particle state nature of the 2+2 ,
as already suggested by previous studies (see Chapter 1).

The theoretical B(E2; 2+2 → 2+1 ) is about one third of the experimental result. Similarly,
the theoretical B(M1; 2+2 → 2+1 ) results to be half of the expected value. Both theoretical
and experimental calculations predict a strongly suppressed B(E2), especially if compared
to the results obtained with ab initio calculations (see Section 5.1.1). However, it was not
possible to compare the theoretical mixing ratio to the experimental one and the B(E2) are
strongly affected by the value of δ2.

An opposite trend is observed for the B(σL) of the transitions from the 3+1 state. The
theoretical calculations predict transition probabilities systematically higher than what ex-
pected experimentally, suggesting a shorter lifetime of the state. In particular, all the B(σL)
result to be twice the experimental value. Similarly to the previous case, the mixing ratio
strongly influences the result.

In general, the results obtained from theoretical calculations agree on the order of mag-
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Figure 5.4.: Excitation energy of the 20O state as a function of the SPE of the d3/2 orbital.

The experimental values are also reported in the graphic (grey dashed lines).

nitude of the reduced transition probabilities and minor discrepancies are observed. An
experimental measurement of the mixing ratio for the 2+2 → 2+1 , 3+1 → 2+1 and 3+1 → 2+2
transitions would help clarifying the situation.

5.2.1. Influence of the orbital position

Shell model calculations have been performed to investigate the influence of the SPE of s1/2
and d3/2 orbitals on the excitation energy and on the reduced transition probabilities. As
explained in the work of Otsuka et al. [16], the inclusion of 3N forces influences the SPE of
the orbitals. The shell model calculations performed with ANTOINE are effective, therefore
all the effect of NN/3N forces are hidden in the SPEs. By changing the SPEs, it is possible
to have an idea of what kind of dependence one can expect from the inclusion of 3N forces
in calculations where they can be included explicitly.

A first series of calculations was performed by changing the d3/2 SPE in a range from
1.5 to 3.5 MeV with a step of 0.5 MeV. In this range, the d3/2 orbital remains at positive
SPE values. The raising of the orbital has the effect of lowering the excitation energy of the
considered states, reducing the discrepancy with the experimental results. The results for
this test are presented in Figure 5.4. The experimental values for the excitation energy of
the level are also reported.

The B(E2; 2+2 → 0+1 ) value increases, going from 1.18 e2fm4 when the SPE of the d3/2
orbital is 1.5 MeV to 1.23 e2fm4 at 3.5 MeV, as presented in Figure 5.5. All the theoretical
values result to be compatible to the experimental one.

A second series of calculations was performed by changing the s1/2 SPE in a range from
−3.5 to −1.5 MeV with a step of 0.5 MeV. Within this range, the s1/2 remains between the
d5/2 and the d3/2 orbitals, without crossing them. The lowering of the s1/2 orbital to values
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Figure 5.5.: Reduced transition probabilities of the 2+2 → 0+1 transition as a function of the
SPE of the d3/2 orbital. The experimental value is also reported in the graphic

(grey continuous line) with the corresponding uncertainties (grey dashed lines).

further from the d3/2 orbital and closer to the d5/2 orbital has the effect of lowering the

excitation energy of the 2+2 and 3+1 states, reducing the discrepancy with the experimental
values. The 4+1 state, on the other side, present an opposite trend, where the excitation
energy is lowered by the raising of the s1/2 orbital but with a weaker dependence. Finally,

the 2+1 state is not affected by the changing in the s1/2 orbital SPE. The results for this test
are presented in Figure 5.6 and the experimental values are reported as a reference.

Similarly to the previous case, the B(E2; 2+2 → 0+1 ) value increases with the raising of the
s1/2 orbital, going from 1.12e2fm4 when the SPE is -3.5 MeV to 1.49e2fm4 at -1.5 MeV. The
trend presents a stronger dependence from the SPE, as shown in Figure 5.7; however, due to
the large uncertainties of the measurement, the values remain compatible with the measured
B(E2).

The large variation of SPE in ANTOINE calculations do not change significantly the ex-
pected transition probabilities. The B(E2; 2+2 → 0+1 ) seems to be more sensitive to the
position of the s1/2 orbital, where a variation of 2 MeV to higher energy leads to a larger
B(E2) of about 25%. The more the gap between the s1/2 and the d5/2 increases, the shorter
the expected lifetime is. A similar pattern is observed for the variation of the gap between
d5/2 and d3/2. However, the position of the d3/2 orbital seems to be less influential, where a
change of few percentage is observed for the same ∆E.

The excitation energies of the states do not strongly depend on the SPE of the d3/2 orbital:
a slight decrease is observed for all the states with the increasing energy of the SPE of the
orbital. Instead, a significant variation in the excitation energy of the 2+2 and 3+1 states is
observed when changing the SPE of the s1/2 orbital, absent in the 2+1 and 4+1 states. This is
coherent with the interpretation that predict the lower states to be dominated by a (d5/2)

4

configuration.
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Figure 5.6.: Excitation energy of the 20O state as a function of the SPE of the s1/2 orbital.

The experimental values are also reported in the graphic (grey dashed lines).
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5. Theoretical results and interpretation

These results stress again the necessity of new calculations using a framework that is
sensitive to the inclusion of 3N forces, such as those presented in Section 5.1.
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6
Conclusions and future perspective

The quantification of three-body forces contribution in the neutron-rich side of light nuclei
is still a challenging study. The difficulty of both shell-model and ab initio calculations
increases when three-body forces are included and they become unfeasible for higher-mass
nuclei. Precise experimental information can put useful constraints in order to benchmark the
calculations. In this sense, spectroscopic quantities have proven to be particularly sensitive
to the contribution of three-body forces and hence constitute good observables to be studied.

In the context of the oxygen isotopic chain, the experimental difficulties in reaching the
more exotic isotopes have limited the study to the lifetime measurement of the first excited
states, such as the 20O and the 22O [112] or only bulk properties, as in the case of 24O [14, 15].
By being closer to the stability valley, 20O has been accessible for more in-depth analysis of
the lifetime of higher states and in particular non-yrast states, such as in the work of Ciemala
et al. [30] and in the present work.

The AGATA and MUGAST arrays constitute the state-of-the-art of γ-rays and light
charged-particle detectors respectively. Thanks to the great angular and energy resolution,
they allow for a good reconstruction of the energy and of the impinging angle. In the present
work, the MUGAST array has been used for the measurement of the protons emitted in
the reaction. From the energy and angular information of the target-like partner, it was
possible to reconstruct the velocity vector of the beam-like recoil, namely the 20O nucleus.
The event-by-event Doppler correction can increase significantly the energy resolution with
respect to the one obtained using the average velocity of the recoils, and the Full-Width Half
Maximum of the peak emitted in-flight resulted to be comparable to the intrinsic resolution
of the germanium detectors.

Thanks to this precision, using the dataset with the CD2-only target, it was possible to
study the spectroscopy of the nucleus, improve the precision on the energy of the transitions,
identify new transitions and measure the branching ratios of the transitions decaying from
the 2+1 and 3+1 states.

The experimental apparatus and the Monte Carlo simulation have been optimized in order
to reduce the source of systematic errors. This procedure allowed for a thorough study of
the input parameters and their influences on the simulation. Aspect such as the velocity
distribution, the resolution of the detectors, the smearing of the recoils and the γ rays were
investigated.

The lifetimes of the 2+2 and 3+1 states were measured using the Doppler Shift Attenuation
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6. Conclusions and future perspective

Method. The experimental lineshapes of the γ-ray peaks were compared to the simulated one
using the least-χ2 and the maximum likelihood method. The influence of different analysis
methods, such as the binning of the histograms or the different Doppler correction methods
employed, were tested. The lifetimes of the 2+2 and 3+1 states were measured and the statistical
and systematic errors evaluated.

Finally, the experimental results were compared to Many Body Perturbation Theory and
In-Medium Similarity Renormalization Group calculations and to the previous measurement.
Moreover, new ab initio calculations are introduced. Knowing the lifetime of the states, the
reduced transition probabilities were calculated and compared to shell model calculations
performed using the USDB interaction and the ANTOINE code. The influence of the orbital
position is also investigated.

This experiment has proven that (d, p) reactions, by guaranteeing a strong control on
the population of the excited states, are useful tools for studying precise quantities such as
lifetimes using the Doppler Shift Attenuation Method. For this reason, the collaboration of
the experiment analysed in the present work proposed two similar experiments devoted to
measuring the lifetimes of excited states in 16C and 24Ne.

6.1. Study of 16C

Similarly to the oxygen isotopic chain, the carbon chain presents interesting aspects. The 16C
nucleus in particular gained much interest when an anomalous reduction of the B(E2; 2+1 →
0+g.s.) = 0.63e2fm4 (corresponding to τ = 77 ps) was observed by Imai et al. [113], if compared
to the one obtained for 14C, indicating a suppressed proton collectivity. The B(E2) was
calculated from a lifetime measurement obtained using the Recoil Shadow Method (RSM).
However, due to the discrepancy with theory, the lifetime of the 2+1 state was re-measured
and it resulted to be τ = 18.3±1.4±4.8 ps, about four times shorter [114]. The same lifetime
was re-measured again in two Recoil Distance Doppler Shift experiments by Wiedeking et al.
[115] and Petri et al. [116] and resulted to be τ = 11.7(20) ps and τ = 11.4(9) ps, respectively,
in agreement with p−sd shell model and ab-initio No-Core Shell-Model (NCSM) calculations
[21].

In the second paper, three additional transitions were observed coming from 2+2 , 3
(+)
1 and

4+1 states, decaying to the 2+1 state. In the plunger dataset, the 2+2 → 2+1 transition at 2217
keV presented only an in-flight component, suggesting a lifetime of the 2+2 more suitable for
DSAM measurements and only an upper limit of 4 ps to the lifetime of the 2+2 was assigned.

The 3
(+)
1 → 2+1 and 4+1 → 2+1 transitions at 2317 and 2374 keV respectively did not have

enough statistics to draw a conclusion, but previous measurements [115] suggest a lifetime
shorter than 4 ps. Moreover, no 2+2 → 0+1 transition was observed in this experiment, setting
a limit to the branching ratio to BR(2+2 → 2+1 ) > 91.2% and BR(2+2 → 0+1 ) < 8.8% at 3σ
confidence level.

These results were compared to different calculations [21]: No-Core Shell Model (NCSM)
employing the two-body effective CDB2k interaction and SRG-transformed NN and chiral
NN+3N interactions. It was observed that the strong suppression of the 2+2 → 0+1 transitions
was well represented by the calculations that included the 3N contribution. Moreover, the
3+1 → 2+1 transition appeared to be particularly sensitive to the inclusion of 3N forces. The
comparison between the experimental results and the theoretical calculations underlined the
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sensitivity of electromagnetic observables in 16C to the details of the nuclear Hamiltonian.

Recently, another experiment aimed at measuring the lifetime of the 2+2 state in 16C via
DSAM was performed in GANIL [30]. However, due to low statistics on the transition, only
an upper limit of 180 fs was assigned. A strong dependence of the lifetime on the exact energy
of the 2+2 → 2+1 transition was observed.

Acknowledging the great interest around the electromagnetic properties of this nucleus, we
proposed an experiment to measure the lifetime of higher-lying states in 16C at the Argonne
National Laboratories (ANL) using GRETINA [55] coupled to ORRUBA [117] (GODDESS
configuration [118]). The reaction was chosen based on a previous experiment performed
at ANL [119] where the 16C was populated using a (d, p) reaction with a beam of 15C at
8.2 MeV/A, impinging on a CD2 target. The protons emitted in the reaction were detected
using the Helical Orbit Spectrometer (HELIOS) [120], designed to study reactions in inverse
kinematics. In the proposed experiment the same beam at the same energy was employed,
impinging on a 0.3 µg/cm2-CD2 target deposited on a 20 mg/cm2-Au degrader.

The experiment was submitted to the ANL Program Advisory Committee (PAC) in March
2021 and was performed in July 2021. The analysis of this experiment is still in the prelim-
inary phase and will be carried out within the next year. However, the preliminary results
obtained from the online analysis of the experiment seem promising and the lineshape of the
2+2 → 2+1 transitions suggests that the lifetime of the 2+2 state is in the range of sensitiv-
ity. More details on the preparation and optimization of the experiment are reported in the
Appendix C.

6.2. Study of 24Ne

The same collaboration aimed at continuing this study by measuring the lifetimes of excited
states in 24Ne. This nucleus presents a level scheme similar to the one observed for 16C and
20O, as presented in Figure 6.1.

The 24Ne was previously studied in an experiment [121] where the 24Ne was populated
using a 22Ne(t, p) reaction using a triton beam at 2.9 MeV provided by the Lockheed 3.0-MV
Van de Graaff accelerator, impinging on a solid 22Ne film frozen on a gold backing. The γ rays
emitted by the nucleus were detected using Ge(Li) detectors, after requiring the coincidence
with the protons in order to select the channel of interest. In this experiment, the lifetimes of
the 2+1 and 2+2 states were measured using the DSAM. The lifetime of the 2+1 resulted to be
0.89(30) ps, in agreement with the theoretical calculations [122] that predicted a lifetime of
0.71 ps. The lifetime of the 2+2 was outside of the range of sensitivity, with a F (τ) = 0.902,
and only an upper limit of τ < 180 fs was assigned.

HPGe detectors present a better energy resolution with respect to Ge(Li) detectors and can
achieve better precision in lifetime measurements using the DSAM. Moreover, by adapting
the thickness of the degrader, it is possible to push the sensitivity of the measurement to
shorter lifetimes. For these reasons, an experiment aimed at measuring the lifetime of the 2+2
state and possibly re-measuring the lifetime of the 2+1 state was proposed in GANIL.

The nucleus will be populated in a (d, p) reaction using a 23Ne radioactive beam at 8
MeV/A provided by the SPIRAL1 complex, impinging on a CD2 target evaporated on a 10
mg/cm2-thick Au degrader. This reaction has been already measured in an experiment with
SHARC-TIGRESS [123], where the absolute cross sections and spectroscopic factors were
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6. Conclusions and future perspective

Figure 6.1.: Experimental level scheme of the 16C, 20O and 24Ne. In red, the lifetimes of the
2+1 states are reported, taken from [115], [12] and [121], respectively.

measured. The protons will be detected using the DSSD array in order to select the entry
point in 24Ne, while the tri-foils setup will be employed to select the channel of interest. The
γ-ray emitted by the nucleus will be detected using EXOGAM [51] in a 12 clovers capsule
configuration. A simulation of the response function of the EXOGAM detectors has been
performed in order to determine the sensitivity of the detectors. For this experiment, the
lifetime will be extracted from the centroid shift of the peak, as the angular resolution of
EXOGAM does not allow a lineshape analysis.

This experiment has been first submitted to GANIL PAC as a Letter of Intent in April
2021 and later as a proposal in October 2021. The proposal is still under evaluation and, if
accepted, the experiment is expected to be performed in 2023.
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Direct reactions

A direct reaction is a reaction where the final state is directly formed from the initial state
without passing through the formation of an intermediate compound nucleus. Contrary to
compound-nucleus reactions, in direct reactions the particles involved interact mainly at a
surface level and, for this reason, are also called peripheral reactions. These reactions typically
involve the exchange of one or few valence nucleons between the target and the beam ion,
while the other nucleons act as simple spectators in the reaction.

When considering a nuclear reaction, both direct and compound nuclear reactions can con-
tribute. Because of the different nature of these two processes, it is important to distinguish
between them and quantify the contribution of each of them to determine which one is pre-
dominant. One of the main experimental differences between the two is that direct processes
are generally faster than the processes involving a compound nucleus. Direct processes occur
in a time comparable to the orbital period of the nucleons in the nucleus, hence of the order
of 10−22 s. On the contrary, processes that require the formation of a compound nucleus are
typically slower, of the order of 10−16-10−18 s [124]. Another difference that is observable
experimentally is the difference in angular distribution, where direct reactions are expected
to present a sharper distribution.

When studying nuclear reactions, one is usually interested in the cross section, which is
defined as the ratio between the number of produced nuclei and the incoming flux. An
important aim of nuclear reaction theory is to provide an exact description of the different
processes in order to be able to make predictions on the magnitude of different cross sections.

A systematic approach to direct reactions is the scattering theory, presented in the following
section.

A.1. Scattering theory and the optical model

The scattering theory aims at providing a mathematical treatment of the scattering problem
in order to be able to make reliable predictions on the differential cross section of the reaction.
In this approach, we consider the interaction between an incident beam and a nuclear potential
as a series of incident waves that are scattered by a potential. Let us consider a mass partition
α = a+A, where a is the projectile and A is the target. The problem is then reduced to the
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solution of the Schrödinger equation:

HΨα = EΨα. (A.1)

The Hamiltonian H of the system will consist of an internal part Hα, a kinetic part Kα and
an interaction potential Vα.

In order to solve the Schrödinger equation, it is necessary to set some boundaries. In
particular, for the present case, the incident wave is represented by a plane wave while after
the interaction with the target, a series of spherical waves are formed. Asymptotically, the
solution for outgoing waves will have the form of:

Ψ
(+)

K⃗α
(R⃗, ξ) −→ Φα(ξ) expiK⃗α·R⃗α + (other channels), (A.2)

where Φ contains the information on the internal states of the target and projectile. The
form of Ψ+ changes depending on the nature of the reaction and the outgoing channels that
are being considered.

For example, in the case of a transfer reaction, the Ψ(+) will have the form of

Ψ
(+)

K⃗α
−→

∑
β ̸=α

Φβ(ξβ)fβ,α(θ)
expiK⃗β ·R⃗β

Rβ
, (A.3)

where the sum over β ̸= α refers to all the possible channels. Since in a transfer reaction
the partition α is not present, the plane wave part disappears from the solution. Another
important term that appears in the formula is the scattering amplitude fβ,α. This quantity
is related to the differential cross section as:(

dσ

dΩ

)
α→β

=
µα
µβ

Kβ

Kα
|fβ,α(θ)|2, (A.4)

where θ is the scattering angle in the center of mass.

The problem of calculating the differential cross section of the reaction is reduced to project-
ing the asymptotic solution onto the final state to extract the scattering amplitude. However,
the wave function Ψ is too complicated and the total number of final states of a reaction is
prohibiting. For these reasons, it is useful to use approximations to restrict the problem to
the channels of interest for the case of study. The wave function Ψ is defined as the sum
of the channels of interest ΨP and the negligible channels ΨQ. The Hamiltonian Heff will
be formed by a part that represents the space of the channels of interest P and a part that
represents the coupling between P and Q spaces.

The simplest case that one can consider is elastic scattering, where the target and the
projectile are in the ground state. The effective Hamiltonian of the system will be formed
by an internal part Hα and an effective potential Uα(R⃗). The potential Uα(R⃗), called optical
potential, contains an imaginary part that accounts for the channels that have not been
included in the wave function. A typical parametrization of Uα for a phenomenological
potential is to consider it as the sum of a Coulombian real term and a nuclear term. The
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A.1. Scattering theory and the optical model

nuclear part is typically written as a Wood-Saxon potential with a real and an imaginary
part.

Since Uα(R⃗) only depends on the distance between the nucleus, the wave function can be
expanded in spherical harmonics:

χ
(+)
0 (K⃗, R⃗) =

1

KR

∑
ℓ

iℓ(2ℓ+ 1)χℓ(K,R)Pℓ(cos θ), (A.5)

where the angular functions Pℓ(cos θ) are Legendre polynomials. The following step is to find
the solutions for the equation:

[
ℏ2

2µ
∇2 +

ℏ
2µ

ℓ(ℓ+ 1)

R2
+ U(R) − E0

]
χℓ(K,R) = 0. (A.6)

In the case where the potential is zero, the solution is a plane wave. If the potential is
different from zero, the solution must still verify the condition as before for large value of
R, meaning for when the potential is negligible, and at great distances it will follow the
asymptotic behaviour

χ
(+)
0 (K⃗, R⃗) −→ expiK⃗·R⃗ +f(θ)

eiKR

R
. (A.7)

Knowing that the solution is expected in the form of (A.5) and to have the asymptotic

behaviour described in (A.7), χ
(+)
0 will be

χ
(+)
0 (K⃗, R⃗) −→ expiK⃗·R⃗ +

1

K

∑
ℓ

(2ℓ+ 1)ℓeiδℓ sin δℓPℓ(cos θ). (A.8)

It is useful to define the so-called phase-shifts Tℓ as

Tℓ = eiδℓ sin δℓ (A.9)

and the reflection coefficient Sℓ, also called S-matrix

Sℓ = 1 + 2iTℓ = e2iδℓ . (A.10)

The S-matrix is useful to describe the effect of the potential on the outgoing wave, depending
on the nature of the potential.

Comparing Equation (A.7) to the solution (A.8), it is possible to extract the scattering
amplitude of an elastic process as

f(θ) =
1

2iK

∑
ℓ

(2ℓ+ 1)(Sℓ − 1)Pℓ(cos θ) (A.11)
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and the cross section will be
dσ

dΩ
= |f(θ)|2. (A.12)

This is only the most simplified case, and in general the problem of finding the differential
cross section of an elastic reaction is more complex.

A.2. Inelastic scattering and the Distort-Wave Born

Approximation

Atomic nuclei are complex objects with an internal structure that can influence the reaction.
A typical example is the excitation of the nucleus in the interaction with a nuclear potential of
another nucleus in a collision. When this happens without the exchange of nucleons between
the target and the projectile, the reaction is called inelastic scattering. Experimentally, it is
possible to determine the excitation of the nucleus by measuring the energy of the recoil. In
fact, the energy required to excite the nucleus is taken from the kinetic energy of the reaction,
hence the recoil will have a lower energy than the one expected in elastic scattering.

The mathematical treatment of inelastic scattering is more complex than the elastic scat-
tering. The P space of the channels of interest now has to include both the elastic and
inelastic channels.

Let us consider a simpler case where only the projectile a is excited in the reaction, while
the target A is treated as an inert object. The Hamiltonian of the system will be

H = − ℏ2

2µ
∇2

R⃗
+Ha(ξ) + Vα(ξ, R⃗), (A.13)

where Ha is the internal Hamiltonian of the projectile. It is important to notice that now
the potential has an explicit dependence on the internal variable ξ. The total wave function
now has the form of

Ψ(+)(R⃗, ξ) = ϕ0(ξ)χ0(R⃗) +
N∑

n>0

ϕn(ξ)χn(R⃗), (A.14)

where ϕn(ξ) are the internal states of the projectile and χn(R⃗) are the coefficients that
quantify the probability of a state to be populated. The procedure of expanding the total
wave function into a set of internal states is called coupling channel (CC) method. If we
insert the wave function as written in A.14 into the Schrödinger equation and multiply ϕ∗n(ξ)
on the left we obtain

[E − εn − T̂R⃗ − Vn,n(R⃗)]χn(R⃗) =
∑
n′ ̸=n

Vn,n′(R⃗)χn′(R⃗), (A.15)

then, integrating on the internal coordinates we obtain the expression for the coupling po-
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tentials

Vn,n′(R⃗) =

∫
dξϕ∗n(ξ)V (ξ, R⃗)ϕn′(ξ). (A.16)

We are considering a physical case where both the projectile and the target are initially in
the ground state and only the projectile is excited in the reaction. The asymptotic behaviour
of the wave function at long distance will have the form of

Ψ
(+)

K⃗0
(R⃗, ξ) −→

{
eiK⃗0·R⃗ + f0,0(θ)

eiK0R

R

}
ϕ0(ξ) +

N∑
n>0

fn,0(θ)
eiKnR

R
ϕn(ξ)), (A.17)

where the first two terms refer to the elastic component of the reaction and the projectile is
not excited while the third term contains all the possible excitation of the projectile from the
ground state. In this case, the cross section of the process of exciting the state n from the
ground state can be obtained from

(
dσ(θ)

dΩ

)
0→n

=
Kn

K0
|fn,0(θ)|2. (A.18)

The problem of solving the coupled equation is not trivial. In fact, even when considering
only the excitation of one nucleus from the ground state, the number of possible states is still
high. However, some states are less likely to be populated from the ground state and can be
treated perturbatively. The coupled equations can be solved by iteration, starting from the
elastic channel. Then the solution χ0(K⃗0, R⃗) is inserted into the equation for the excited state
n to find an approximation of χn(K⃗0, R⃗). This procedure is known as Distorted-Wave Born
Approximation (DWBA). The potential is written as V (R⃗, ξ) = V0(R)+∆V (R⃗, ξ), where ∆V
is small compared to V0. The central potential is used to solve the Schrödinger equation and

find the initial and final wave function χ
(+)
i and χ

(+)
f respectively. The scattering potential

calculated at the first order, hence using the DWBA, is

fDWBA
f,i (θ) = − µ

2πℏ2

∫
χ
(−)∗
f (K⃗f , R⃗)∆Vif (R⃗)χ

(+)
i (K⃗i, R⃗)dR⃗, (A.19)

where the coupling potential is defined as

∆Vif (R⃗) ≡
∫
ϕ∗f (ξ)∆V (R⃗, ξ)ϕi(ξ)dξ. (A.20)

A.3. Transfer reactions

There are many different type of direct reactions, such as the elastic and inelastic scattering
and the transfer reactions. This last category is particularly interesting because they are a
useful tool for the extraction of information on nuclear structure. The great advantage of this
type of direct reactions, compared to compound-nucleus reactions, is their high selectivity
that permits to have control on the states that one wants to populate. For example, reaction
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Figure A.1.: Scheme of a transfer reaction where an ensemble of nucleons x is transferred
from the nucleus a to the nucleus A. Figure taken from [125].

where one neutron is transferred, also called (d, p) reactions, typically populate single particle
states, while reactions where one proton is transferred prefer single hole states. Both these
reactions are often employed in the study of low-lying shell-model states.

In a (d, p) reaction, for example, it is possible to select one state in particular by gating
on the excited energy of the particle in the analysis. Once an excited state is selected, it
is possible to study the angular distribution of the emitted particles correspondent to that
specific state in order to infer information on the structure. In particular, in direct transfer
reactions the angular distributions have characteristic shapes that depend on the transferred
angular momentum and can be used to determine the spin and parity of the populated state.

Let us consider a simple reaction defined as a + A → b + B, where an incoming particle
a becomes an outgoing particle b after interacting with the nucleus A. Given that particle
a has an initial momentum of p⃗a that becomes p⃗b after the reaction, the recoil B will have
momentum p⃗ = p⃗a− p⃗b and will be placed in a orbit with angular momentum ℓ = Rp. Hence,
knowing the kinematic of the reaction it is possible to calculate the transferred angular
momentum and, if the initial state of the particles involved is known, it is possible to obtain
information on the spin and parity of the populated state.

Transfer reactions can be treated with the same formalism used for the elastic and inelastic
channels, as discussed before. Similarly to the inelastic case, also in the transfer reaction a
wide number of different transfer channels are possible, and in addition the excitation of
the projectile-like and target-like should also be considered. However, some channels will
be weakly coupled and have a small probability of being populated in the reaction, hence
requiring some approximations.

Let us consider a reaction where α = a+ A is the initial mass partition and β = b+ B is
the final mass partition. If in the reaction one or more nucleons are transferred from a to A,
the reaction can be written as (x + b) + A → b + (x + A), where a = x + b and B = x + A,
as illustrated in Figure A.1.

The potential describing the projectile-target interaction will have a part relative to the
interaction between b and x, Vxb, and a second part relative to the interaction between b
and A, UbA. By adding and subtracting the same auxiliary potential relative to the motion
between the particles, the potential will be written as

Vβ(R⃗′, r⃗′) = Uβ(R⃗′) + [Vxb + UbA − Uβ(R⃗′)] ≡ Uβ(R⃗′) + ∆Vβ. (A.21)
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The potential Uβ(R⃗′) describes the general motion of the two nuclei, is the dominant term and

depends only on the variable R⃗′, while ∆Vβ represents the residual interaction and is small
compared to the other term. Hence, it is possible to treat the problem using the DWBA.
The scattering amplitude results to be

fβ,α(θ) = −
µβ

2πℏ2

∫
χ
(−)∗
β (K⃗β, R⃗′)Φ∗

β(ξβ)∆Vβχ
(+)
α (K⃗α, R⃗)Φα(ξα)dξβdR⃗′. (A.22)

The functions on the left of the residual potential correspond to the final state while those
on the right correspond to the initial state. The functions χ contain the information on
the relative motion between the nuclei of the partition and are obtained from the optical
potentials, while the function Φ contains the information on the internal states and are
defined as

Φα(ξα) = φa(ξ, r⃗)ϕA(ξ′)

Φβ(ξβ) = φb(ξ)ϕA(ξ′, r⃗′).

(A.23)

Let us consider a situation where a deuteron (a in out partition) interact with another
nucleus A and transfer its neutron in the process, leading to a final partition composed of
one proton and a nucleus B = A+ n. For medium-mass and heavy nuclei, the mass change
of B in the process will be small compared to its own mass and the wave function of B can
be expanded in states of A as follow

ΦB(ξ′, r⃗′) = Cℓj
BAϕA(ξ′)φnA(r⃗′) +

∑
A ̸=A′

ϕA′(ξ′)φℓ′j′

nA (r⃗′), (A.24)

where Cℓj
BA is the spectroscopic amplitude.

After applying the needed substitution, we can obtain the expression for the differential
cross section of the (d, p) reaction for medium-mass and heavy nucleus

(
dσ

dΩ

)
β,α

=
µαµβ

(2πℏ2)2
|CℓjI

BA|
2|
∫ ∫

χ(−)∗
p (K⃗p, R⃗′)φℓjI,∗

nA (r⃗′)Vpn(r⃗)χ
(+)
d (K⃗d, R⃗)φd(r⃗)dr⃗′dR⃗′|2.

(A.25)
The square module of the spectroscopic amplitude is called spectroscopic factor. The spec-
troscopic factor is a useful quantity that can help finding a correlation between data and
calculations. While the states in the calculations are pure shell-model states, this is not true
in reality. While the calculations will reproduce the angular dependence of the cross section,
they will not be able to reproduce accurately the amplitude of the cross section. The cross
section for each state will be multiplied by its spectroscopic factor SℓjI

BA = |CℓjI
BA|2 to correlate

the calculated cross section to the experimentally measured one as [3]

(
dσ

dΩ

)
meas

= S

(
dσ

dΩ

)
calc

. (A.26)

This factor gives an estimation on the purity of the shell-model state and it may vary from
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0 to 1, where a pure shell-model state would have S = 1. From the comparison between
the calculations and the measurements, it is possible to extract the different S-factors of the
states.
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B
The least-χ2 test and the maximum likelihood

In this appendix, two statistical methods are presented: the least-χ2 and the maximum
likelihood. These two statistical approaches are often used in Physics to test hypotheses and
the goodness of a fit. The relation between these two methods is also presented in the limit
of large numbers.

B.1. The least-χ2 test

The χ2 distribution is a special case of the wider class of functions called Γ distributions
and it is widely used in Statistic. It is so defined: given N independent Gaussian random
variables xi, the sum

z =
N∑
i=1

(
xi − µ

σi

)2

(B.1)

follows the χ2 distribution with N degrees of freedom. For large values of N , the χ2 distri-
bution approaches the Gaussian distribution [126].

A typical application of this distribution is the χ2 test, a method often used in fitting
procedures to test the goodness of a fit, hypotheses testing and optimization of parameters.
Given a series of N experimental data point (xi,yi) with their error bars σi and a fitting
function f(xi) defined by M free parameters θk, it is possible to define the quantity [95]

χ2 =
N∑
i=1

(
yi − f(xi)

σi

)2

. (B.2)

This method can be used for three main purposes:

• determine the goodness of the fit;

• optimize the free parameters of the fitting function;

• provide an error estimation of the parameters.
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For the first purpose, it is useful to define the reduced χ2, which is obtained from Equation
B.2 by dividing the so-defined χ2 by the number of degrees of freedom (dof), corresponding
to the number of data point N minus the number of free parameters M . For a good fit, this
quantity is expected to tend to one for large values of N . Hence, it is possible to compare
different theories and test their goodness by verifying that the reduced χ2 value is close to
one. This kind of test is reliable only in the limit of large numbers.

The optimization of the parameters can be performed by minimizing the χ2 (least-χ2

method). The quantity defined in Equation B.2 is calculated for different values of the
parameters to find the set of αk that minimizes the χ2. In order to optimize the procedure,
a sensitive range and step for the test must be chosen [95].

The least-χ2 method can be used to compare different histograms, as in the case of this
work. We will consider a histogram having k bins, where ni is the number of events in the
i -th bin and N is the total number of events N =

∑
i ni. We are interested in comparing

the data histogram with a theoretical curve with M parameters, where yi is the number of
events predicted by the model to be in the i -th bin and N0 =

∑
i yi.

For the present analysis, the theoretical curve corresponds to the histogram produced by
the Monte Carlo simulation, which depends on two parameters: the lifetime of the state and
the energy of the γ-ray transition. The simulated histogram is renormalized so that N0 = N .

It is important to underline that if the total number of events N is fixed, as in the present
case, then the distribution of the events among the bins is expected to follow the multino-
mial distribution, while the Poisson distribution is used when the experiment is designed to
measure N.

We define two possible weighted least-squares statistics [127]: the Pearson’s χ2:

χ2
P =

∑
i

(ni − yi)
2

yi
, (B.3)

and the Neyman’s χ2:

χ2
N =

∑
i

(ni − yi)
2

ni
. (B.4)

In the case of multinomial problems, it is important that N = N0, which is guaranteed by
the normalization.

B.2. The maximum likelihood

The likelihood function is a tool to estimate the goodness of fit of a model to a data set,
depending on unknown parameters. Similarly to the procedure of minimization of the χ2,
the maximum likelihood estimation allows one to determine the parameters for which the
model better fits the experimental data. For a set of measured quantities xi, the likelihood
of a set of parameters θ = (θ1, ..., θn) is L(θ) = P (x|θ); however, for computational reasons,
the natural logarithm of the likelihood is commonly used [126].

In case data consists of a set of independent values x = (x1, ..., xn), where each component
follows the same probability density function (p.d.f.) f(x; θ), the likelihood is
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L(θ) =
n∏

i=1

f(xi; θ) (B.5)

where the number of total events n is fixed. In case the number of events depends on the
parameters θ, this dependence must be included in the estimation of the likelihood.

In the case of large samples of data, it is convenient to bin the values into a histogram with
N bins. In this way, data are stored in a vector on N elements n = (n1, ..., nN ) where each
element is the number of events contained in that bin. If the total number of events is fixed,
then the f(xi; θ) can be written as:

fM (n; θ) =
nTOT !

n1! · · ·nN !
pn1
1 · · · pnN

N , (B.6)

where pi depends on the parameters θi and are calculated as the number of events in the bin
i-th normalized by the total number of events of the simulation, so that

∑N
i=1 pi = 1.

The likelihood results to be:

lnL(θ) = ln(ntot!) +

N∑
i=1

ln

(
pni
i

ni!

)
(B.7)

The likelihood can be used to test the goodness of the fit by using this theorem that allows
one to convert the likelihood function into χ2 statistic [127]. Let us consider

λ =
L(y;n)

L(m;n)
(B.8)

where m corresponds to the true value of the parameters. According to the theorem, the
likelihood χ2 is defined as

χ2
λ = −2 lnλ = −2 lnL(y;n) + 2 lnL(m;n). (B.9)

which is expected to follow a χ2 distribution for high statistics. In the case of histograms,
the unknown m can be replaced with the corresponding maximum likelihood. This leads to
the multinomial likelihood χ2 being defined as

χ2
λ,m = 2

∑
ni ln(ni/yi). (B.10)

For the estimation of the error bars on the parameters θ, the formula is:

lnL(θ) = lnLmax − σ2/2 (B.11)

where σ is the number of standard deviation. Hence, the error at ±σ is ∆ lnL(θ) = 0.5.
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However, this formula is valid only in the limit of large number where, following Equation
(B.9), it corresponds to the condition ∆χ2 = 1.
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C
The 15C(d, p) experiment at ANL

The experimental details regarding the preparation and execution of the 15C(d, p) experiment
at ANL are reported in this chapter. The experiment was performed in July 2021, in the
context of the GODDESS campaign, which involved the γ-ray array GRETINA [55] coupled
with the silicon array ORRUBA [117, 118]. At forward angle, a Fast Ionization chamber
was also present.

As introduced in Chapter 6, the aim of the experiment was populating the 2+2 state of
16C with a one-neutron reaction using a 15C beam at 123 MeV from the In-Flight facility
at ATLAS. The purity of the beam was expected to be at least at 50%, but during the
experiment resulted to be above 99%. Using the previous experience of the 20O experiment
in GANIL, two targets were employed to acquire two distinct datasets. The first target was
a thin CD2 foil, 380 µg/cm2-thick: this target was chosen to perform a spectroscopic study
of the nucleus and measure with better precision the energy of the γ-ray transitions. The
second target was a 350 µg/cm2-thick CD2 layer deposited on a 22(1) mg/cm2 layer of gold.
The measurement of the degrader was performed by weighting the foil. This second target
was employed for the lifetime measurement.

The protons emitted in the reaction were detected by the ORRUBA array while the γ rays
emitted by the de-excitation of 16C was detected by the GRETINA array. A photo of the
apparatus with ORRUBA and GRETINA in complete configuration is shown in Figure C.1.
During the experiment, 12 quadruplets were mounted, 2 at forward angles, 4 at 90◦ and 6 at
backward angles. Seeing the kinematics of the reaction, the most forward annular detector
of ORRUBA was removed, since the protons could not be stopped in the detector due to the
high energy. The angular coverage was between 50 degrees and 165 degrees. Similarly to
the 20O experiment, from the information carried by the protons, namely the energy and the
(θ, ϕ) angles, it is possible to reconstruct the kinematics of the reaction and in particular the
velocity, the angles and the excitation energy of 16C. From the information on the emitting
nucleus, an event-by-event Doppler correction can be performed. Moreover, the reconstructed
excitation energy can be used to select the direct population of the state of interest, keeping
under control the feeding of the states from higher-lying ones, which could limit the precision
of the measurement. In the present experiment, due to the closeness in excitation energy, it
was not possible to distinguish the 2+2 and the 3+1 states. However, no feeders are expected
from the 3+1 to the 2+2 state.

Finally, in order to select events coming from the (d, p) transfer reaction, the new Fast
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C. The 15C(d, p) experiment at ANL

Figure C.1.: The GRETINA array coupled to the ORRUBA array in the GODDESS config-
uration at ANL. Courtesy of M. Siciliano.

Figure C.2.: The tilted-grid fast ionization chamber installed in the GODDESS setup. Figure
taken from [118].
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Figure C.3.: Lineshape of the 2+2 → 2+1 transition of 16C for τ = 40, 80, 120 fs. Only backward
detectors have been employed in the simulation.

Ionization Chamber (FIC) [118] was used to disentangle the carbon ions from the fusion-
evaporation (FE) and fusion-fission products coming from the reaction on the carbon in the
target and the thick gold degrader respectively. This new FIC also permitted the determi-
nation of the direction of the carbon ions, crucial information for the Doppler correction of
the emitted γ rays. The FIC has been successfully employed in two experiments during the
GODDESS experimental campaign in 2019 to study 30P(d,pγ) [128] and 134Te(d,pγ) [129],
and is presented in Figure C.2. To fully stop the FE residues a minimum CF4 pressure of
100 Torr was calculated, while to stop the beam and the transfer product 295 Torr of CF4

were required. For the experiment, a pressure of 403.8 Torr and 300 Torr was set for the runs
using the CD2-only and the CD2+Au target respectively.

The 16C nucleus is produced at β = 0.126 and exits the gold layer at β = 0.117 after about
280 fs. With this velocity, we expect to be sensitive in the range of interest, down to 30 fs.
Considering that the present upper limit is 180 fs, this measurement can significantly improve
the constraints for the theoretical calculations. The effect on the lineshape of the peak due
to the lifetime expected for the present experiment have been simulated and presented in
Figure C.3 for τ = 40, 80, 120 fs.

Additional simulations have been performed with the VIKAR code [130]. The angular
distributions have been calculated using ADWA calculations for 0+1 , 2+1 , 0+2 and the 2+2 /3

+
1

doublet. Figure C.4 shows the expected excitation energy spectrum for 16C with the single-
particle condition (black) and with the coincidence with the FIC (red), suppressing the FE
events. A realistic resolution of the detector and beam spot has been adopted. Figure C.5
shows the particle energy as a function of the scattering angle. The FE background events
are reported in black, while proton events are reported in blue and deuterons in red.
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C. The 15C(d, p) experiment at ANL

Figure C.4.: Simulated excitation energy spectrum without any condition (black) and with
the required coincidence with the FIC (red). Courtesy of S. Pain.

Figure C.5.: Simulated energy of the particle as a function of the angle. Background events
are reported in black, while protons are in blue and deuterons in red. Courtesy
of S. Pain.
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dierjean, C. Diget, J. Dudouet, B. Fernández-Domı́nguez, C. Fougères, G. Frémont,
V. Girard-Alcindor, A. Giret, A. Goasduff, A. Gottardo, J. Goupil, F. Hammache,
P. John, A. Korichi, L. Lalanne, S. Leblond, A. Lefevre, F. Legruel, L. Ménager, B. Mil-
lion, C. Nicolle, F. Noury, E. Rauly, K. Rezynkina, E. Rindel, J. Rojo, M. Siciliano,
M. Stanoiu, I. Stefan and L. Vatrinet. The MUGAST-AGATA-VAMOS campaign: Set-
up and performances. Nuclear Instruments and Methods in Physics Research Section A:
Accelerators, Spectrometers, Detectors and Associated Equipment 1014, 165743 (2021).
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