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Part I

T H E O RY

In the following chapters, the main methods of quantum
chemistry used in this work are briefly resumed, preceded
by a general introduction in Chapter 1.





1
I N T R O D U C T I O N

The main topic of this thesis is to explore the possibilities offered
by the orthogonal valence bond (OVB) approach in order to get new
insights in the nature of the electronic structure of molecules. This
approach constitutes a new and original way of thinking, which aims
to re-establish the importance of quantum chemistry as a subject able
to rationalize, interpret and modeling, and not only as a powerful
computational spectroscopy producing accurate data (which is very
important, as well). This target is truly ambitious, and what is re-
ported here, together with a few recent other studies, represents a
first pioneering exploration in this territory.

The idea behind the orthogonal valence bond method is to com-
bine, in an efficient way, two of the main theories of quantum chem-
istry: molecular orbitals (MO) and valence bond (VB). In particular,
the approach takes advantage of the high computational efficiency of
molecular orbitals and of the interpretative potential of valence bond.
This is made possible by the use of localized orbitals, which allows
the interpretation of a correlated MO wave function using VB-like
structures. In this way, a high quality wave function obtained using a
MO method (CASSCF, for instance) may be “read” in terms of struc-
tures that are in agreement with the Lewis intuition, that is, the same
structures that any chemist uses to draw molecules on paper.

In order to exploit diverse implications of orthogonal valence bond,
this thesis reports on a series of applications to several molecular sys-
tems, ranging from simple homonuclear dimers to large metal com-
plexes.

Following a short overview on the theoretical methods useful for a
comprehensive understanding of the subject, the OVB approach is in-
troduced starting from the simplest molecular system, the hydrogen
dimer. This basic example allows one to highlights the peculiarities
of the method.

Afterward, the focus is moved to the series of all-trans linear con-
jugated polyenes, and it is shown that the nature of the electronic
structures of their ground, excited and ionized states may receive a
clear explanation from the OVB point of view. Moreover, the correla-
tion effects are shown to be local, allowing, in combination with an
intermediate effective Hamiltonian scheme, the definition of a model
Hamiltonian which makes possible to study the ground state of larger
terms of the series.

The benzene molecule is then analyzed, using different kinds of
contraction schemes offering different point of views on the electronic
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4 introduction

structure. For this system, OVB is able to clarify not only the relative
importance of the structures, but the reasons laying behind the ob-
served hierarchy of the relevance of the structures. This is possible
because, within the OVB scheme, the calculation of energies and in-
teractions between local structures is straightforward.

Then, two binuclear magnetic copper complexes are approached
with a perturbative+variational strategy allowing the evaluation of
the magnetic coupling constant. The strategy includes the OVB read-
ing of a DDCI wave function and the use an intermediate effective
Hamiltonian. The coupling constants are estimated at low-cost and
the main excitations contributing to the coupling are isolated and
characterized.

A final topic concerns entanglement properties and mutual infor-
mation of a series of dimers, such as H2, F2, N2 and Cr2, and of
more complex systems such as polyenes. In particular, the subject is
analyzed highlighting its dependence on the choice of the orbitals,
showing how entanglement patterns are affected by a unitary trans-
formation of the orbitals. Entanglement maps are therefore proposed
as a way to visually understand and interpret different orbital local-
izations and their consequences. Finally, the dependence of entangle-
ment on orbital localization is shown to be the reason behind the
improvement of the efficiency of a DMRG calculation when using
localized molecular orbitals or orthogonal atomic orbitals.



2
T H E O R E T I C A L M E T H O D S

2.1 time-independent schrödinger equation

One of the main goals of quantum chemistry is the resolution of the
non-relativistic time-independent Schrödinger equation:

HΨtot(x,Q) = EtotΨtot(x,Q) (2.1)

where H is the total molecular Hamiltonian for a system of elec-
trons and nuclei, represented by the coordinates x andQ, respectively.
Ψtot(x,Q) is the total wave function, which contains all the possible
information that can be known about the molecular system and de-
pends on the coordinates of both electrons and nuclei.

The resolution of this equation provides the energies of the station-
ary states of the molecule. Given the complexity of such an equation,
the research of approximate methods enabling its resolution is of fun-
damental importance.

2.2 the born-oppenheimer approximation

The Born-Oppenheimer approximation plays a crucial role in the so-
lution of the Schrödinger equation. The total molecular Hamiltonian,
devoid of the magnetic and relativistic terms, may be written as

H = Tnuc + Tel + Ven + Vee + Vnn (2.2)

with each term defined as follow:

Tnuc =

N∑
α=1

p2α
2Mα

nuclear kinetic energy

Tel =

n∑
i=1

p2i
2m

electronic kinetic energy

Ven = −

N∑
α=1

n∑
i=1

Zαe
2

rαi
electron-nuclei potential energy

Vee =
1

2

n∑
i6=j

e2

rij
electronic repulsion

Vnn =
1

2

N∑
α6=β

ZαZβe
2

rαβ
nuclear repulsion

Here, n is the number of electrons, labeled with i and j, N is the
number of nuclei, labeled with α and β, and Zα is the atomic number
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6 theoretical methods

of atom α. Using the total Hamiltonian, the solution of Equation 2.1
is problematic, and the proposal of Born and Oppenheimer makes a
huge step in facilitate this task. Indeed, they demonstrated that the
motion of electrons and nuclei can be decoupled due to the large
difference in their masses, and it is therefore possible to split the
problem in two different equations.

First, one defines an electronic Hamiltonian as

Hel = Tel + Ven + Vee + Vnn (2.3)

and an electronic wave function, Ψn(x;Q), obtained separating the
motion of nuclei and electrons in the total wave function (for each
electronic (n) and roto-vibrational (k) state):

Ψtot,n,k(x,Q) ≈ Ψn(x;Q)χn,k(Q) (2.4)

BothHel and Ψn(x;Q) depends only parametrically on the nuclear co-
ordinates, and it is straightforward to write a new Schrödinger equa-
tion regarding only the motion of the electrons in the field generated
by the fixed nuclei:

HelΨn(x;Q) = En(Q)Ψn(x;Q) (2.5)

where the electronic energy En(Q) depends on the nuclear coordi-
nates Q only as an external parameter and defines the so-called poten-
tial energy surface.

The so-obtained energy En(Q) may be seen as the potential energy
term in a Schrödinger equation regarding the motion of the nuclei:

[Tnuc + En(Q)]χn,k(Q) = Etot,n,kχn,k(Q) (2.6)

The Born-Oppenheimer approximation is of fundamental impor-
tance and most of the applications of quantum chemistry are based
on it, given its reliability and the fact that, even in the cases when it
breaks down, it often represents a good starting point for further im-
provements. In this work, the Born-Oppenheimer is always valid and
given for granted even if not explicitly stated. Therefore, the generic
Schrödinger equation to be solved is of the kind:

HelΨn(1, 2, . . . , n) = EnΨn(1, 2, . . . , n) (2.7)

where 1, 2, . . . , n represent the spatial and spin coordinates of elec-
trons, while the nuclei are considered fixed at a given molecular ge-
ometry.

2.3 antisymmetry principle and slater determinants

The antisymmetry principle states that a many-electron wave func-
tion, of the kind of the Ψn(1, 2, . . . , n) solution of Equation 2.7, must
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be antisymmetric with respect to the interchange of the total coordi-
nates of two electrons:

Ψn(1, 2, . . . , i, . . . , j, . . . , n) = −Ψn(1, 2, . . . , j, . . . , i, . . . , n) (2.8)

A convenient way to express an n-electron wave function would
be to write it as a product of n spin orbitals, known as an Hartree
product:

Ψhpn (1, 2, . . . , n) = ψ1ψ2 . . . ψn (2.9)

where each spin orbital is a wave function for one electron describing
its spatial and spin distributions. Unfortunately, such a product does
not satisfy the antisymmetry principle and an alternative form is de-
sirable. A simple strategy to obtain an antisymmetrized product is to
build a Slater determinant as:

ΦK =
1√
(n!)

∣∣∣∣∣∣∣∣∣∣∣

ψk1(1) ψk2(1) . . . ψkn(1)

ψk1(2) ψk2(2) . . . ψkn(2)
...

...
. . .

...

ψk1(n) ψk2(n) . . . ψkn(n)

∣∣∣∣∣∣∣∣∣∣∣
(2.10)

This determinant is usually referred to indicating only its diagonal,
ΦK = ||ψk1ψk2 . . . ψkn ||. One should note that a Slater determinant
is simply a very smart way to build all the possible permutations of
an ensemble of spin orbitals, with the right phase to ensure the anti-
symmetry principle. In addition to that, the Pauli exclusion principle
appears naturally considering that the determinant of a matrix with
two identical columns is always vanishing.

Moreover, considering a complete basis of orthonormal spin or-
bitals one obtains a complete set of antisymmetric functions, which
allows to expand any wave function as:

Ψn =
∑
K

ΦKcK (2.11)

and substituting it in Equation 2.7 one obtains:∑
K

HelΦKcK = E
∑
K

ΦKcK (2.12)

Applying to both sides of the above equation the bra vector 〈ΦL|
(that corresponds to multiplying by Φ∗L and integrating over the co-
ordinates) leads to∑

K

〈ΦL |Hel|ΦK〉 cK = EcL (2.13)

which may be rewritten in a more flexible matrix formalism as:

Hc = Ec (2.14)
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where the elements of the matrixH are defined asHLK = 〈ΦL |Hel|ΦK〉
and c is a vector containing the coefficients cK.

Equation 2.14 is the algebraic version of the Schrödinger equation
and it is of central importance; its solution consists in the diagonal-
ization of the Hamiltonian matrix H. If a complete basis set of one-
electron wave function is used and considering all the possible Slater
determinants one obtains the exact solution to the Schrödinger equa-
tion. However, even without a complete basis set (that would have an
infinite dimension), this method, known as full configuration interac-
tion (FCI), is not approachable apart for very small molecules and an
approximation is therefore needed. The research for these approxima-
tions is a crucial point in the field of quantum chemistry and a few of
them are described and applied in this work.

2.4 slater’s rules

For the calculation of the matrix elements HLK = 〈ΦL |Hel|ΦK〉 built
using orthonormal spin orbitals, one may use the well-known Slater’s
rules for one- and two-electron operators (1).

Given a one-electron operator as HM =
∑n
i=1 h(i), the elements

〈ΦL |HM|ΦK〉 are non zero only if:

1. ΦL = ΦK, with HKK =
∑n
i=1 〈ψki |h|ψki〉

2. ΦL 6= ΦK for only one spin orbital difference, (ψli 6= ψki), with
HLK = 〈ψli |h|ψki〉

Similarly, for a two-electron operator of the type G = 1
2

∑
i6=j g(i, j),

the elements 〈ΦL |G|ΦK〉 differ from zero only if:

1. ΦL = ΦK,
withGKK = 1

2

∑n
i,j=1(

〈
ψkiψkj |g|ψkiψkj

〉
−
〈
ψkiψkj |g|ψkjψki

〉
)

2. ΦL 6= ΦK for only one spin orbital difference (ψli 6= ψki),
with GLK =

∑n
j=1(

〈
ψliψkj |g|ψkiψkj

〉
−
〈
ψliψkj |g|ψkjψki

〉
)

3. ΦL 6= ΦK for two spin orbital differences (ψli 6= ψki , ψlj 6= ψkj),
with GLK =

〈
ψliψlj |g|ψkiψkj

〉
−
〈
ψliψlj |g|ψkjψki

〉
If the spin orbital differences are more than one in the case of one-

electron operators and more than two in the case of two-electron op-
erators, the matrix element is always zero. It should be noted that
the different spin orbitals must be in the same position of each de-
terminant, or a phase factor has to be taken into account for each
permutation needed to bring them in the same position.
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At this point, it is possible to use these rules to write the energy of
a Slater determinant, that is, E = 〈Φ |Hel|Φ〉. Indeed, the electronic
Hamiltonian operator can be rewritten as:

Hel =

n∑
i=1

h(i) +
1

2

n∑
i=1

n∑
j=1

g(i, j) + Vnn (2.15)

where h(i) =
p2i
2m −

∑N
α=1

Zαe
2

rαi
and g(i, j) = e2

rij
, thus the energy

results

E = 〈Φ |Hel|Φ〉 =
n∑
i=1

〈ψi |h|ψi〉+
1

2

n∑
i=1

n∑
j=1

(
〈
ψiψj |g|ψiψj

〉
−
〈
ψiψj |g|ψjψi

〉
) + Vnn

(2.16)

2.5 second quantization techniques

Second quantization techniques are nowadays commonly used in ev-
ery field of quantum chemistry. Although this is not the place for a
comprehensive overview on these techniques, a quick summary of its
main features is essential to better understand the rest of this work.

2.5.1 Annihilation and creation operators

Second quantization techniques are based on the definition of two
new operators, namely the annihilation (or destruction) operator, ak,
and the creation operator, a+k . These two operators are defined starting
from an orthonormal spin orbital basis {ψ1, ψ2, . . . } and an arbitrary
n-electron Slater’s determinant |M〉 = ‖ψkψaψb . . . ‖.

The annihilation operator is defined by its action on the |M〉 deter-
minant:

ak‖ψkψaψb . . . ‖ = ‖ψaψb . . . ‖ (2.17)

ak |M〉 = |N〉 (2.18)

that produces a new (n− 1)-electron Slater’s determinant, |N〉, from
which the electron occupying the spin orbital ψk has been removed. If
ψk is not in the first position, one must consider the proper permuta-
tions and the consequent possible change of sign. If |M〉 does not con-
tain the spin orbital ψk, the action of ak produces zero: ak |M〉 = 0.

The creation operator is defined as the adjoint of the annihilation
operator, a+k = a

†
k. Starting from the consideration that 〈N |ak|M〉 =

1, one takes the adjoint and gets
〈
M
∣∣a+k ∣∣N〉 = 1, which trivially leads

to:

a+k |N〉 = |M〉 (2.19)

a+k ‖ψaψb . . . ‖ = ‖ψkψaψb . . . ‖ (2.20)
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Therefore, the application of a+k on a (n − 1)-electron determinant
produce a new n-electron determinant with an additional electron in
the spin orbitalψk, positioned in first position. If the spin orbitalψk is
already present, the application of the creator operator leads to zero:
the Pauli exclusion principle is built-in in this kind of formalism.

2.5.2 Anticommutation properties

It is interesting, and useful for the following chapters, to analyze how
the second quantization operators behave when applied in sequence.
It is easy to demonstrate that creation operators, as well as annihila-
tion operators, anticommute among themselves.[

ai, aj

]
+
= aiaj + ajai = 0 (2.21)[

a+i , a
+
j

]
+
= a+i a

+
j + a+j a

+
i = 0 (2.22)

Instead, a creation operator a+i and an annihilation operator aj
anticommute only if i 6= j and the following relations holds:[

a+i , aj

]
+
= a+i aj + a

+
j ai = δij (2.23)

The operator a+i aj is referred to as an excitation operator, because
it excites an electron from the spin orbital ψj to spin orbital ψi. a+i ai
is instead a counting operator, due to the fact that it simply verifies
the presence of an electron on spin orbital ψi in a given determinant.

Finally, it should be noted that every Slater’s determinant could be
seen as the result of the application of a sequence of creation opera-
tors to the vacuum state, |vac〉, which represents a completely ionized
system depleted of all its electrons:

|M〉 = a+i1a
+
i2
. . . a+in |vac〉 (2.24)

Conversely, one may obtain the vacuum state starting from the |M〉
determinant:

|vac〉 = ainain−1 . . . ai1 |M〉 (2.25)

2.5.3 The representation of one- and two-electron operators

One- and two-electron operators can be rewritten in the formalism
of second quantization in a way that ensures that the same matrix
elements, and therefore the same expectation values, are obtained.

In first quantization, a generic one-electron operator is represented
as

tc =

N∑
i=1

tc(xi) (2.26)
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and its second quantization analogue is

T =
∑
r,s

trsa
+
r as (2.27)

where trs =
∫
ψ∗r(x)t

cψs(x)dx. It can be demonstrated that the so-
defined T operator automatically satisfies Slater’s rules for one-electron
operators, that is, the matrix element 〈N |T |M〉 is different from zero
only if determinants N and M are equal or differ only for a single
spin orbital.

The same may be obtained for two-electron operators, represented
in first quantization as

gc =
1

2

N∑
i6=j

gc(xi, xj) (2.28)

and in second quantization as

G =
1

2

∑
rs,tu

grs,tua
+
r a

+
s auat (2.29)

where grs,tu =
∫
ψ∗r(x1)ψ

∗
s(x2)g

cψt(x1)ψu(x2)dx1dx2 and again one
may demonstrate that G obeys Slater’s rules for a two electron opera-
tor.

Equations 2.27 and 2.29 represent the most general form for one-
and two-electron operators in second quantization. Starting from them,
one may express all operators of first quantization or create new ones.
For instance, the electronic Hamiltonian may be written as

Helsq =
∑
rs

〈ψr |h|ψs〉a+r as +
1

2

∑
rstu

〈ψrψs |g|ψtψu〉a+r a+s auat

(2.30)

Finally, it should be noted that, unlike the first quantization opera-
tors, the second quantization operators are independent of the num-
ber of electrons, but they depend on the used spin orbital basis.

2.5.4 Unitary transformation of a spin orbital basis

The change of spin orbital basis is of fundamental importance in
quantum chemistry, being an essential steps in methods like Hartree-
Fock and others. It is therefore useful to analyze how the second
quantization operators transform when the spin orbital basis changes:

|ψ〉 →
∣∣ψ ′〉 (2.31)

where |ψ〉 = {|ψ1〉 , |ψ2〉 , . . . } and
∣∣ψ ′〉 is analogous. The basis trans-

formation is made by means of a unitary operator U∣∣ψ ′〉 = U |ψ〉 = |ψ〉U (2.32)
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where U is a unitary matrix. A generic one-electron operator may be
written in the same form for both basis:

T =
∑
r,s

trsa
+
r as =

∑
r,s

t ′rsa
′+
r a
′
s (2.33)

or, introducing the matrix notation

a =


a1

a2
...

 a+ =
[
a+1 a+2 . . .

]
(2.34)

it may be rewritten as

T = a+Ta = a ′+T ′a ′ (2.35)

where the matrix T is

T = 〈ψ |t|ψ〉 = U
〈
ψ ′ |t|ψ ′

〉
U+ (2.36)

Therefore, one obtains:

T = a+UT ′U+a (2.37)

and the representation of creation and annihilation operators in the
new basis results:

a ′ = U+a a ′+ = a+U (2.38)

a ′r =
∑
s

U∗sras a ′
+
r =

∑
s

a+s Usr (2.39)

Finally, it is interesting to see the effect of U on a generic determi-
nant |K〉 = ‖ψ1ψ2 . . . ψn‖ = a+1 a

+
2 . . . a

+
n |vac〉 (remembering that the

unitary transformation of a generic operator is A ′ = UAU+):

U |K〉 = Ua+1 a
+
2 . . . a

+
n |vac〉 (2.40)

= Ua+1U
+Ua+2U

+Ua+3 . . . Ua
+
nU

+U |vac〉 (2.41)

= a ′
+
1 a
′+
2 . . . a

′+
n |vac〉 (2.42)

= ‖ψ ′1ψ ′2 . . . ψ ′n‖ (2.43)

Therefore, one obtains a new determinant expanded on the new
spin orbital basis. In conclusion, the unitary operator U may be ex-
pressed as U = eiΛ, where Λ is just a simple one-electron operator:

Λ =
∑
r,s

λrsa
+
r as (2.44)

Λ is a hermitian matrix with elements λrs and one may demon-
strates that it is associated with U by the relation U = eiΛ.

Finally, often one sets T = iΛ, where T is an anti-hermitian operator
(T† = −T ). Therefore, the unitary operator performing the unitary
transformation is usually written as U = eT .
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2.6 the hartree-fock method

The Hartree-Fock method (HF) plays a crucial role in chemistry, being
the basis of the chemists’ common idea of electrons occupying molec-
ular orbitals. The aim of this approach is to obtain the best approxi-
mation to the wave function of the electronic ground state (GS) as a
single Slater’s determinant Ψ = ‖ψ1ψ2 . . . ψn‖. This method allows
to optimize the spin orbital in such a way that the energy functional
E = 〈Ψ |H|Ψ〉 is variationally minimized.

It must be highlighted that the term "best approximation" refers to
the general variational idea that the lower the energy the better the
wave function (the better the description of the system). This idea is
often valid but it shouldn’t be taken as a fundamental rule.

2.6.1 Brillouin’s theorem

At the point of minimum, any infinitesimal variation of the spin or-
bitals, ψi → ψi + δψi, leads to a vanishing variation of the energy,
δE = 0. As described in the above section, the change of spin orbital
basis is done using the unitary operator U = eT , where T = −T† =∑
r,s trsa

+
r as (trs = −t∗sr).

The energy of the new spin orbital set is defined trivially as E ′ =
〈Ψ ′ |H|Ψ ′〉, where |Ψ ′〉 = eT |Ψ〉. Therefore, one may write

E ′ =
〈
eTΨ |H| eTΨ

〉
=
〈
Ψ
∣∣e−THeT ∣∣Ψ〉 (2.45)

and the energy variation appears to be

δE = E ′ − E =
〈
Ψ
∣∣e−THeT −H∣∣Ψ〉 (2.46)

One may express the term e−THeT using the Baker-Campbell-Hausdorff
relation:

e−THeT = H− [T,H] +
1

2
[T, [T,H]] + . . . (2.47)

and truncate it to the first order due to the infinitesimal size of trs:

δE = 〈Ψ |H+ [H, T ] −H|Ψ〉 = 〈Ψ |[H, T ]|Ψ〉 (2.48)

The above relation may be rewritten making use of the replacement
operators Ers = E

†
sr = a

+
r as:

δE =
∑
r,s

trs 〈Ψ |H|ErsΨ〉−
∑
r,s

tsr 〈EsrΨ |H|Ψ〉 (2.49)

It can be noted that, in the first term, to have a non vanishing el-
ement s must denote an occupied spin orbital and r a virtual one,
while in the second term the situation is reversed. Introducing the
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notation in which i, j . . . refer to occupied spin orbitals and a, b, . . .
to virtual spin orbital, the last equation may be expressed as

δE =

n∑
i=1

∑
a>n

tai 〈Ψ |H|Ψai 〉+ c.c. (2.50)

where c.c. stands for complex conjugate and Ψai = EaiΨ is a singly
excited determinant. Given that the tai can be arbitrarily chosen, one
may see that δE vanishes if

〈Ψ |H|Ψai 〉 = 0 (2.51)

The above equation is a very important achievement and it is known
as Brillouin’s theorem (2). This theorem states that the variational en-
ergy E of a wave function Ψ constituted by a single Slater’s determi-
nant is minimized with respect to the spin orbital basis if the inter-
actions between Ψ and any singly excited determinant EaiΨ = Ψai is
zero.

2.6.2 Hartree-Fock equations

Using the Brillouin’s theorem it is possible to obtain the Hartree-Fock
equations that produce the spin orbitals minimizing the variational
energy.

If Ψ = ‖ψ1ψ2 . . . ψi . . . ψn‖ and Ψai = ‖ψ1ψ2 . . . ψa . . . ψn‖, one
may rewrite the Brillouin’s theorem making use of the Slater’s rules:

〈Ψai |H|Ψ〉 =

〈ψa |h|ψi〉+
n∑
j=1

(〈
ψaψj

∣∣∣∣ 1r12
∣∣∣∣ψiψj〉−

〈
ψaψj

∣∣∣∣ 1r12
∣∣∣∣ψjψi〉) = 0

(2.52)

Here, it is convenient to introduce two new operators:

〈ψr |J|ψs〉 =
n∑
j=1

〈
ψrψj

∣∣∣∣ 1r12
∣∣∣∣ψsψj〉 (2.53)

〈ψr |K|ψs〉 =
n∑
j=1

〈
ψrψj

∣∣∣∣ 1r12
∣∣∣∣ψjψs〉 (2.54)

J is known as the Coulomb operator and it represents the average
Coulomb potential generated by the electronic distribution, while K
is the exchange operator and it represents the exchange interaction that
appears between electrons of the same spin and it is a pure quantum
contribution.

Putting together these operators in Equation 2.52, one obtains

〈ψa |h+ J−K|ψi〉 = 0 (2.55)
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and, introducing a new operator, the Fock operator F = h+ J−K, leads
to

〈ψa |F|ψi〉 = 0 (2.56)

The last equation states that each vector Fψi has to be orthogonal
to each vector ψa (or, in other words, ψa and ψi do not interact via
the Fock operator). This means that the generic vector Fψi should
belong to the subspace of the occupied spin orbitals, and it can be
expressed as a generic linear combination of these vectors, obtaining
the generalized Hartree-Fock equations:

F |ψi〉 =
n∑
j=1

∣∣ψj〉 εji (2.57)

where εji are the elements of the hermitian matrix ε.
Then, it is possible to find a unitary matrix U that diagonalizes ε,

and write the so-called canonical Hartree-Fock equations:

Fψ ′i = εiψ
′
i (2.58)

where the spin orbitals ψ ′i, known as canonical spin orbitals, are ob-
tained from the unitary transformation

ψ ′i =

n∑
j=1

ψjUji (2.59)

These are the equations that the spin orbitals must satisfy in order
to minimize the variational energy. Equation 2.58 may resemble a sim-
ple eigenvalue equation, however, the Fock operator itself depends on
the spin orbitals. This means that it is necessary to use an iterative pro-
cedure, namely the self consistent field method (SCF). One starts from
guess spin orbitals, {ψ(0)

1 , ψ
(0)
2 , . . . }, and builds a first approximation

of the Fock operator, F(0); then, diagonalizing the Fock matrix, that
is, solving the eigenvalue equation F(0)ψ(1)

i = ε
(0)
i ψ

(1)
i , one obtains a

new set of spin orbitals, {ψ(1)
1 , ψ

(1)
2 , . . . }, required to restart the itera-

tive procedure until convergence, the so-called self consistence.
The eigenvalues εi obtained from the solution of the canonical

Hartree-Fock equations are often referred to as orbital energies and
bear a clear physical meaning. Indeed, the so-called Koopmans theo-
rem (3) states that

E+i − E =
〈
Ψ
∣∣[a+i , H]ai∣∣Ψ〉 = −hii − (Jii −Kii) = −εi (2.60)

where E+i = 〈aiΨ |H|aiΨ〉 is the energy associated to the ionized state
Ψ+
i = aiΨ. Therefore, the energy needed to remove an electron from

spin orbital ψi, the ionization potential (IP), is approximated by the
orbital energy εi changed of sign. Similarly, it can be demonstrated
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that an approximation to the electronic affinity (EA) may be obtained
as E− Ev− = −εv, where v is a virtual orbital.

The ionization potentials obtained with the Koopmans theorem is
a good approximation to the experimental value, while the electronic
affinity is usually not very accurate.

Finally, to simplify the use of Hartree-Fock equations, it is common
to consider only spatial functions. Indeed, a generic spin orbital may
be written as ψi(x1, y1, z1, s1) = ϕi(x1, y1, z1)ηm(s1), where ϕi is a
spatial orbital and ηm(s1) is a spin function. For a closed-shell system
with the same number of α and β electrons, the canonical Hartree-
Fock equations may be rewritten as

fϕi = εiϕi (2.61)

where f = h+ 2J− K is a new Fock operator and the Coulomb and
exchange operators are defined, without spin coordinates, as

〈ϕr |J|ϕs〉 =
n/2∑
j=1

〈
ϕrϕj

∣∣∣∣ 1r12
∣∣∣∣ϕsϕj〉 (2.62)

〈ϕr |K|ϕs〉 =
n/2∑
j=1

〈
ϕrϕj

∣∣∣∣ 1r12
∣∣∣∣ϕjϕs〉 (2.63)

Of course, similar equations exist even for open-shell systems (re-
stricted open-shell Hartree-Fock, ROHF) and can be found elsewhere.

2.6.3 Roothan’s equations

Using the Hartree-Fock equations described above, one may obtain
the optimized orbitals that minimize the variational energy of a sin-
gle Slater’s determinant. Unfortunately, these are very complicated
integro-differential equations whose analytical solution is not prac-
tical. Therefore, one usually prefers to expand the orbital ϕi in a
chosen atomic basis set {χ1, χ2, . . . }:

ϕi =
∑
r

χrcri (2.64)

that is, the molecular orbitals are written as linear combination of
atomic orbitals (MO-LCAO).

This expansion allows to move from an integro-differential prob-
lem to an algebraic one, where the expansion coefficients cri have to
be determined. Of course, this is an approximation depending on the
size of the basis set: only using a complete basis set would yield the
true solutions of the Hartree-Fock equations.

Inserting Equation 2.64 in Equation 2.61, one obtains∑
r

fχrcri = εi
∑
r

χrcri (2.65)
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Multiplying by χ∗s and integrating on the whole space leads to∑
r

〈χs |f|χr〉 cri = εi
∑
r

〈χs|χr〉 cri (2.66)

that may be rewritten in algebraic notation to obtain what is known
as the Roothan’s SCF equations:

Fci = εiSci (2.67)

where ci is a vector containing the coefficients, S is the overlap matrix
(Ssr = 〈χs|χr〉) and F is the Fock matrix written in the atomic basis,
whose elements are

Fsr = 〈χs |f|χr〉 =

〈χs |h|χr〉+
∑
t,u

(
2

〈
χsχt

∣∣∣∣ 1r12
∣∣∣∣χrχu〉−

〈
χsχt

∣∣∣∣ 1r12
∣∣∣∣χuχr〉)Rut

(2.68)

where Rur are the elements of the density matrix R

Rut =

n∑
j=1

c∗ujctj R = CC† (2.69)

and C is the matrix collecting all the coefficients cj.
The Roothan’s equations are pseudoeigenvalue equations, because

the matrix F depends on the solutions cj. Thus, one may solve this
equations using an iterative scheme, starting from a guess matrix of
coefficientsC(0) to build a first approximation to the matrices R and F,
then one diagonalizes F and obtains a new matrix C(1), from which
it is possible to restart the iterative scheme and continue until self-
consistence is reached.

2.6.4 Beyond Hartree-Fock

The Hartree-Fock method occupies a central role in chemistry and
often the results obtained are in good agreement with the experi-
mental data. This happens especially for the study of the ground
state of closed-shell molecule at geometries close to equilibrium. For
more complex systems, such as open-shells, excited states or non-
equilibrium geometries (very common in the study of reaction paths
and bond breaking), the Hartree-Fock method fails. For this kind of
problems, one need to go beyond Hartree-Fock and its approxima-
tion, introducing the so-called electron correlation. This can be done
in several ways and some of them are discussed in the following.
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2.7 configuration interaction : the variational methods

The correlation energy, Ecorr, is defined as the difference between the
exact non-relativistic energy E0 and the Hartree-Fock limit energy
(when the basis is complete):

Ecorr = E0 − E0 (2.70)

This is due to the fact that in the Hartree-Fock approximation the
motion of the electrons with the same spin is only partially corre-
lated (thanks to the antisymmetry of the wave function) and those
with different spin are not correlated. Thus, one may start from the
Hartree-Fock method and add the electron correlation effects.

The configuration interaction (CI) method is conceptually the most
simple method used to introduce the electron correlation. Unfortu-
nately, it is also one of the most computationally expensive. It con-
sists in building a wave function as a linear combination of different
Slater’s determinants and then diagonalize the Hamiltonian matrix
built on the basis of these functions. If the basis is complete, one
obtains the exact energy both for the ground state (GS) and for all
excited states (ES), and the method is called full configuration inter-
action (FCI).

Indicating the Hartree-Fock determinant with |Φ0〉, the other deter-
minants may be seen as different excitations made on top of it and
the total wave function may be written as

Ψ = c0 |Φ0〉+
∑
i,a

cai |Φ
a
i 〉+

∑
i<j
a<b

cabij
∣∣Φabij 〉+ ∑

i<j<k
a<b<c

cabcijk

∣∣Φabcijk

〉
+ . . .

(2.71)

where
∣∣Φai 〉 are single excitations,

∣∣∣Φabij 〉 are double and so on. They
may be contracted as

Ψ = c0 |Φ0〉+ cS |S〉+ cD |D〉+ cT |T〉+ . . . (2.72)

Therefore, the CI matrix would appear as

〈Φ0 |H|Φ0〉 0 〈Φ0 |H|D〉 0 0 . . .

〈S |H|S〉 〈S |H|D〉 〈S |H| T〉 0 . . .

〈D |H|D〉 〈D |H| T〉 〈D |H|Q〉 . . .

〈T |H| T〉 〈T |H|Q〉 . . .

〈Q |H|Q〉 . . .

. . .


(2.73)

where one may note that the single excitations do not interact with
the Hartree-Fock determinant due to Brillouin’s theorem and, more-
over, determinants with more than two spin orbital differences do not
interact, according to Slater’s rules.
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Using the so-called intermediate normalization, one can divide Equa-
tion 2.71 by c0 and write

Ψ = |Φ0〉+
∑
i,a

cai |Φ
a
i 〉+

∑
i<j
a<b

cabij
∣∣Φabij 〉+ ∑

i<j<k
a<b<c

cabcijk

∣∣Φabcijk

〉
+ . . .

(2.74)

so that 〈Ψ|Φ0〉 = 1.
Considering now the Schrödinger equation

H |Ψ〉 = E0 |Ψ〉 (2.75)

and inserting in the left term expansion 2.74, one gets

HΦ0 +
∑
i,a

cai H |Φai 〉+
∑
i<j
a<b

cabij H
∣∣Φabij 〉+ · · · = E0 |Ψ〉 (2.76)

Multiplying by 〈Φ0| and considering Slater’s rules and Brillouin’s
theorem, leads to

〈Φ0 |H|Φ0〉+
∑
i<j
a<b

cabij
〈
Φ0 |H|Φ

ab
ij

〉
= E0 (2.77)

Finally, considering that 〈Φ0 |H|Φ0〉 is the Hartree-Fock limit en-
ergy, the correlation energy can be expressed as

Ecorr = E0 − E0 =
∑
i<j
a<b

cabij
〈
Φ0 |H|Φ

ab
ij

〉
(2.78)

This demonstrates that the double excitations play a fundamental
role for electron correlation. Nevertheless, one should note that the
coefficients cabij are obtained from the diagonalization of the whole
CI matrix and therefore they depend on all other determinants.

2.7.1 Truncated CI and size-consistency

As already stated, Full CI is computationally prohibitive for the large
majority of molecular systems. A natural approximation to this ex-
pensive technique consists in lowering the number of determinants
in expansion 2.71. Such an approach is usually referred to as trun-
cated CI and often it can recover a large part of the correlation energy.
This is due to the fact that the Full CI expansion considers many irrel-
evant determinants that, for instance, have very high energies and/or
low interactions with other important determinants.

A common approach is to limit the Full CI expansion only to the
singly and doubly excited determinants. This method is known as
CISD and the wave function may be written as

Ψ = |Φ0〉+
∑
i,a

cai |Φ
a
i 〉+

∑
i<j
a<b

cabij
∣∣Φabij 〉 (2.79)
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The size of the Hamiltonian matrix built starting from this wave
function is much smaller than the Full CI one and the diagonalization
procedure is more computationally feasible.

The CISD works very well for molecular systems that have already
received a good description at the Hartree-Fock level, but it may
fails for bond breaking and reaction path descriptions. This prob-
lem, which affects (almost) all types of truncated CI, is known as
size-consistency problem and may be better understood with an exam-
ple.

Let’s consider a system, AB, composed by two non-interacting sub-
systems, A and B. The total Hamiltonian for such a system is the sum
of the Hamiltonian regarding the two subsystems. Therefore, the to-
tal energy is the sum of the energies of the two subsystems and the
total wave function is the product:

HAB = HA +HB (2.80)

ΨAB = ΨAΨB (2.81)

EAB = EA + EB (2.82)

Applying the CID technique (configuration interaction of doubles),
the wave functions of the two subsystems are

ΨA = ΨHFA +ΨDA (2.83)

ΨB = ΨHFB +ΨDB (2.84)

where HF indicates the Hartree-Fock determinant and D all possible
doubly excitations made on top of it. The total wave function, ob-
tained as the product of ΨA and ΨB, is therefore

ΨAB = ΨAΨB = ΨHFA ΨHFB +ΨHFA ΨDB +ΨDAΨ
HF
B +ΨDAΨ

D
B (2.85)

The lack of size-consistence of CID is due to the term ΨDAΨ
D
B that, as

one may note, is a quadrupole excitation with respect to the Hartree-
Fock determinant of the total system AB and would not be present
in the CID wave function of the total system. Thus, the energy of
AB, EAB, is not the sum of EA and EB, that is, applying the method
to the two separate subsystems or to the total system leads to dif-
ferent results and the method is not size-consistent. This is a critical
defect that can considerably limit the applicability of a computational
technique. Among the size-consistent methods, one may find Hartree-
Fock, many-body perturbation theory, coupled cluster (CC), Full CI
and complete active space self consistent field (CASSCF), a method
that plays a central role in this work and that will be analyzed in the
following.

2.7.2 Multiconfigurational SCF methods

Truncated CI are commonly employed starting from the Hartree-Fock
method. One starts from the Hartree-Fock determinant and considers
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a set of excited determinants obtained exciting electrons from occu-
pied orbitals to virtual ones. The molecular orbitals used are therefore
the Hartree-Fock canonical orbitals, those that diagonalize the Fock
matrix. The results of a Full CI calculation is independent from the
chosen set of molecular orbitals. However, in a truncated scheme, the
choice of orbitals plays a crucial role.

A technique that allows both the optimization of the CI coefficients
and the optimization of the MOs is the multiconfigurational self con-
sistent field method (MCSCF).

Considering a wave function as a generic combination of Slater’s
determinant

Ψ =
∑
K

ΦKcK (2.86)

where ΦK = ||ϕ1ϕ2 . . . ϕn|| and ϕi =
∑
r χrcri, the MCSCF method

allows to optimize both cK than cri. This means that the energy E =

〈Ψ |H|Ψ〉 has to be stationary with respect to an infinitesimal variation
of these two sets of coefficients: c ′K → cK + δcK and ϕ ′i → ϕi + δϕi
(which depends on cri). In both cases, the orthonormality constraints
must be retained:

∑
K c
∗
KcK = 1 and

〈
ϕi|ϕj

〉
= δij.

The above request is obtained through an iterative procedure, con-
sisting in two steps to be repeated until convergence:

1. One builds the Hamiltonian matrix with the determinants ΦK
starting from a given set of orbitals and then obtains a set of
coefficients cK.

2. Knowing the coefficients cK, one may look for a set of orbitals
minimizing the energy E = 〈Ψ |H|Ψ〉.

Step 1 is realized solving the eigenvalue equation Hc = Ec, where
the elements of the H matrix are HKL = 〈ΦK |H|ΦL〉 and the vector
c contains the coefficients cK. Step 2 is similar to the SCF procedure
used in the Hartree-Fock method: the energy is minimized with re-
spect to the set of molecular orbitals when the extended Brillouin’s
theorem (4) is fulfilled. This theorem, known also as Brillouin-Levy-
Berthier’s theorem, is the natural extension of the Brillouin’s theorem
(see Section 2.6.1) for the case of a multiconfigurational wave function
and it is satisfied when

〈Ψ |H| (Ers − Esr)Ψ〉 = 0 (2.87)

where Ers and Esr are replacement operators. Therefore, the function
(Ers−Esr)Ψ does not interact with Ψwhen the orbitals are optimized.
The replacement operator Ers replace the spin orbital ϕs with spin or-
bital ϕr in all Slater’s determinants ΦK of the expansion 2.86, when
the excitation is feasible. Defining Ψrs = (Ers − Esr)Ψ, the self consis-
tence is achieved when 〈Ψ |H|Ψrs〉 = 0, that is, when the wave function
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Ψ does not interact with any of its contracted single excitations. The
terms “contracted” refers to the fact that the coefficients cK are kept
fixed in the expansion of Ψ.

Far from self consistency, at each iterative step the corrected wave
function may be seen as Ψ ′ = Ψ+

∑
s<r csrΨ

r
s, and the coefficients

csr can be taken as the trs of the spin orbitals unitary transformation
(see Section 2.5.4):

ψ′ = ψeT with tsr = csr (2.88)

Then, the so-obtained spin orbital basis may be used to rebuild the
CI wave function and continue the iterative procedure, until conver-
gence is reached. This method is called Super-CI (SCI), and despite
the existence of more sophisticated approaches it is still used due to
its simplicity.

2.7.3 Complete Active Space SCF

Among the MCSCF methods, the one that surely requires more atten-
tion is the complete active space self consistent field method (CASSCF).
Indeed, one of the major problem of MCSCF techniques is the choice
of the configurations that must be considered in the CI wave function.

Within the CASSCF method, one partitions the spin orbitals in
three different classes:

1. core spin orbitals, which are always occupied in all determi-
nants;

2. active spin orbitals, having all the possible occupations between
0 and 1;

3. virtual spin orbitals, which are always unoccupied in all deter-
minants.

The most important class is clearly the active one. One chooses
a certain number of orbitals, which should be occupied or virtual
in a previous Hartree-Fock calculation, and then considers all possi-
ble determinants that can be generated putting a certain (and fixed)
number of electrons in these orbitals. The so-obtained calculations is
usually referred to as CASSCF(n electrons, n orbitals), and, de facto,
it is a Full CI calculation performed in the subspace spanned by the
active orbitals. Therefore, the CASSCF has the same good properties
of the Full CI, such as size consistency and invariance with respect to
a unitary transformation of the active orbitals.

In addition to that, the CASSCF is more computationally efficient
than a generic MCSCF, because extended Brillouin’s theorem assume
a simplified form. Indeed, one may demonstrate that the theorem
is automatically satisfied for any couple of indices belonging to the
same set of orbitals.
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2.7.4 Difference Dedicated CI

Performing a valence CASSCF calculation, that is, considering all va-
lence orbitals as active orbitals, one covers the so-called non-dynamical
correlation. Although the definition of different correlation effects is
not always clear, generally one defines this kind of correlation as the
one given by quasi-degenerate determinants needed to well describe
a molecular system even at dissociation. Conversely, dynamical corre-
lation takes into account the actual correlation of the motion of the
electrons, such as, among other effects, the fluctuation of the core
electrons in response to the valence electrons. To calculate this corre-
lation, one may consider a CAS+SD approach, adding to the CASSCF
configuration space all possible single and double excitations doable
on the CASSCF determinants.

The CAS+SD approach falls in the category of truncated CI meth-
ods and it is not size consistent. Moreover, it is computationally ex-
pensive and not suitable for large systems.

The possible excitations are usually grouped in 8 different classes,
named after the number of holes created in the occupied orbitals and
particles promoted to virtual orbitals:

• 1h: single excitations from core to active orbitals;

• 2h: double excitations from core to active orbitals;

• 1p: single excitations from active to virtual orbitals;

• 2p: double excitations from active to virtual orbitals;

• 1h-1p: single excitations from core to virtual orbitals;

• 2h-1p: double excitations from core to active and virtual or-
bitals;

• 1h-2p: double excitations from core and active to virtual or-
bitals;

• 2h-2p: double excitations from core to active orbitals.

Using second order perturbation arguments, it has been demon-
strated that the 2h-2p class has a small effect on the excitation ener-
gies and does not play a differential role in distinct electronic or spin
states. In other words, the 2h-2p excitations have a large impact on the
absolute energy of a certain state, but do not affect (markedly) the en-
ergy difference between two states. Considering that the 2h-2p class
could represent the 90% of the total CI space, eliminating these excita-
tions lead to a large improvement in the computational efficiency. The
resulting method is known as difference dedicated configuration in-
teraction (DDCI), and it is considered the reference method for molec-
ular magnetism applications, where the fundamental property to be
calculated is the energy difference between two spin states.
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Figure 2.1: Different kinds of configuration interactions: from CAS to
CAS+SD (CISD).

Sometime, DDCI is referred to as DDCI-3, to distinguish it from
further approximations, namely DDCI-1 and DDCI-2, where other
classes of excitations are eliminated. Figure 2.1 summarizes these dif-
ferent possible techniques.

2.8 perturbation methods

Perturbation techniques may be applied to an approximate wave func-
tion to gradually improve its results by means of successive approxi-
mations. In quantum chemistry, the most important technique is the
Rayleigh-Schrödinger perturbation theory (RSPT), which has been
successfully applied both to single determinant wave function such
as the Hartree-Fock one and to multiconfigurational wave function
coming, for instance, from a MCSCF calculation.

In the most general case, the first step is to partition the Hamilto-
nian in two parts:

H = H0 + λV (2.89)

where V is the perturbation operator and H0 is the unperturbed zero-
order Hamiltonian operator for which all eigenvalues (E(0)n ) and all
eigenvectors (Ψ(0)

n ) are known. That is, one knows how to solve the
eigenvalue problem

H0Ψ
(0)
n = E

(0)
n Ψ

(0)
n (2.90)

The total wave function and the total energy are consequently writ-
ten as a sum of successive improvement on top of the zero-order (a
series expansion):

Ψn = Ψ
(0)
n + λΨ

(1)
n + λ2Ψ

(2)
n + . . . (2.91)

En = E
(0)
n + λE

(1)
n + λ2E

(2)
n + . . . (2.92)

where the k-th terms are referred to as the k-th order correction to
the wave function and to the energy.
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It is possible to demonstrate that the k-th order correction to the
energy may be written as:

E
(k)
n =

〈
Ψ
(0)
n |V |Ψ

(k−1)
n

〉
(2.93)

and one should note that to know the k-th term of the energy expan-
sion one only needs to know the 0-th and (k-1)-th order of the wave
function. Actually one can show that the knowledge of the k-th cor-
rection of the wave function allows to compute the energy up to the
2k+1-th term. The first order correction to the energy is simply:

E
(1)
n =

〈
Ψ
(0)
n |V |Ψ

(0)
n

〉
(2.94)

that is, the mean value of the perturbation operator in the unper-
turbed state Ψ(0)

n .
The second order, however, depends on Ψ(1)

n :

E
(2)
n =

〈
Ψ
(0)
n |V |Ψ

(1)
n

〉
(2.95)

where

Ψ
(1)
n = −

∑
k6=n

〈
Ψ
(0)
n |V |Ψ

(0)
k

〉
E
(0)
k − E

(0)
n

Ψ
(0)
k (2.96)

that easily leads to

E
(2)
n = −

∑
k6=n

∣∣∣〈Ψ(0)
n |V |Ψ

(0)
k

〉∣∣∣2
E
(0)
k − E

(0)
n

(2.97)

The last equation is very important. Indeed, in the vast majority
of the cases, a second order correction to the energy is more than
enough to well describe the system under study. Moreover, higher or-
der of perturbation are often very complex and computational expen-
sive, especially in the case of multiconfigurational zero-order wave
function.

The most important perturbation theory are the Møller-Plesset per-
turbation theory (MPPT), used on top of the Hartree-Fock method,
and the CASPT (5–7) and NEVPT (8–11), used on top of CASSCF.
Both are commonly used at the second order, MP2 and CASPT2/NEVPT2,
although higher orders are available in computational chemistry pro-
gram packages.

In this work, perturbation theory is only used as a tool for com-
pressing the information of a large CI space into a smaller one, with
an approach called effective, or intermediate, Hamiltonian theory;
therefore, the above perturbation theories are not reported here, given
the large amount of literature available.
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2.8.1 Effective and intermediate Hamiltonian theory

In the following a brief summary of effective and intermediate Hamil-
tonians theories is presented. The aim of these theories is to select a
small subspace of configurations from a CI space and dress it, through
perturbation techniques, with the effect of the whole space. The idea
behind this is that the small subspace should behave as if all the ef-
fects describing the system were taken into account by few but mean-
ingful configurations. As one may imagine, it is a powerful tool, espe-
cially for getting insights on large and complex molecular systems.

The effective Hamiltonians theory starts with the partition of the
vectorial space into a Nm-dimensional model subspace S0 and its
orthogonal complement S⊥0 , called outer subspace. S0 and S⊥0 are
defined, respectively, by the projectors P0 and Q0:

P0 =

Nm∑
m=1

|m〉 〈m| (2.98)

Q0 =
∑
α/∈S0

|α〉 〈α| (2.99)

P0 +Q0 = 1. (2.100)

The first effective Hamiltonian, Heff, defined by Bloch in 1958 (12),
requires that the Nm roots of Heff are the eigenvalues of the exact
Hamiltonian H, while the corresponding eigenvectors are the projec-
tions on the model space of the exact eigenvectors of H:

Heff =

Nm∑
m=1

Em
∣∣ψ̄m〉 〈ψ̄⊥m∣∣∣ (2.101)

H |ψm〉 = Em |ψm〉 (2.102)

Heff
∣∣ψ̄m〉 = Em ∣∣ψ̄m〉 (2.103)∣∣ψ̄m〉 = P0 |ψm〉 (2.104)

where the
∣∣ψ̄m〉 are the projections of |ψm〉 in the model space.

This effective Hamiltonian is defined as:

Heff = P0HΩ (2.105)

where Ω is the wave-operator that transforms the projected states∣∣ψ̄m〉 into the corresponding exact eigenstates |ψm〉:

Ω
∣∣ψ̄m〉 = ΩP0 |ψm〉 = |ψm〉 (2.106)

Ω must obey the operator equation

Q0HΩ = Q0ΩHΩ (2.107)
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that can be solved by the quasi degenerate perturbation theory (QDPT)
splitting the exact Hamiltonian H into an unperturbed zeroth-order
Hamiltonian H0 and a perturbation V

H0 =

Nm∑
m=1

E0m |m〉 〈m|+
∑
α

E0α |α〉 〈α| (2.108)

V = H−H0 (2.109)

Using the QDPT strategy leads to the second order perturbation
terms:

H
(2)
eff =

∑
i,j

∑
α

|i〉 〈i|V |α〉 〈α|V |j〉 〈j|
E0j − E

0
α

(2.110)

〈i|H(2)
eff |j〉 =

∑
α

〈i|V |α〉 〈α|V |j〉
E0j − E

0
α

(2.111)

The intermediate Hamiltonians theory is based on these results.
The main difference is that the intermediate Hamiltonian Hint pro-
vides only Nm exact energies and projected eigenstates in a model
space that has dimension Nm +Ni, allowing Ni solutions to be an
approximation to the exact ones. The full model space S0 is parti-
tioned into a main model space Sm and an intermediate space Si,
whose corresponding projectors follow the equations

Pm =

Nm∑
m=1

|m〉 〈m| (2.112)

Pi =

Ni∑
i=1

|i〉 〈i| (2.113)

P0 = Pm + Pi (2.114)

Therefore, it is possible to write:

Hint =

Nm∑
m=1

Em
∣∣ψ̃m〉 〈ψ̃⊥m∣∣∣+ Ni∑

i=1

Ẽi
∣∣ψ̃i〉 〈ψ̃⊥i ∣∣∣ (2.115)

where

H |ψm〉 = Em |ψm〉 (2.116)

Hint
∣∣ψ̃m〉 = Em ∣∣ψ̃m〉 (2.117)∣∣ψ̃m〉 = (Pm + Pi) |ψm〉 (2.118)

and the
∣∣ψ̃m〉 are the projections of |ψm〉 in the model space.

Also in this case one can introduce an operator equation and solve
it through the use of perturbation theory, specifically the generalized
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Figure 2.2: Energy spectra with different Hamiltonians.

degenerate perturbation theory (GDPT), splitting the exact Hamilto-
nian into an unperturbed zeroth-order Hamiltonian H0 and a pertur-
bation V:

H0 =

Nm∑
m=1

E0 |m〉 〈m|+

Ni∑
m=1

E0i |i〉 〈i|+
∑
α

E0α |α〉 〈α| (2.119)

V = H−H0 (2.120)

considering the main model space as degenerate with a common en-
ergy E0.

Using the GDPT leads to the second order perturbation terms

H
(2)
int =

∑
i,j

∑
α

|i〉 〈i|V |α〉 〈α|V |j〉 〈j|
E0 − E0α

(2.121)

〈i|H(2)
int |j〉 =

∑
α

〈i|V |α〉 〈α|V |j〉
E0 − E0α

(2.122)

widely used for the application of the intermediate Hamiltonians the-
ory to the problems covered in this work. One may note that at the
second order the only difference with the effective Hamiltonian terms
(equations 2.110 and 2.111) stands in the denominator. Specifically,
the E0j terms are replaced by E0. Because the denominator is inde-
pendent from the index j, the Hamiltonian matrix is now hermitian.
Moreover, if the E0 is well separated from the energies of the per-
turbers α the sum is finite, avoiding the intruder-state problems.

A comparison between the energy spectrum of the exact, effective
and intermediate Hamiltonian is reported in Figure 2.2.

One last comment concerns the energy E0. In the original paper
presenting the intermediate Hamiltonians theory, E0 is introduced as
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an arbitrary energy parameter coinciding with the degenerate zeroth-
order energy of the model space. This arbitrariness allows a certain
freedom in the definition of E0 and consequently different versions
of this method can be implemented.

2.9 entanglement

Entanglement has recently been introduced in quantum chemistry as
a way to obtain a quantitative measure of orbital interaction (13). Us-
ing concepts from quantum information theory, one may quantify en-
tanglement, and thus orbital interaction, through the von Neumann
entropy s, a function of density-matrix eigenvalues. This has been
done extensively in the last years, especially in the framework of Den-
sity Matrix Renormalization Group (DMRG), where these quantities
are easily accessible (14–16).

For a given molecular system, the entanglement between one or-
bital i and the other orbitals can be calculated as the one-orbital von
Neumann entropy:

s(1)i = −

4∑
α=1

ωα,i lnωα,i (2.123)

where ωα,i are the eigenvalues of the one-orbital Reduced Density
Matrix (RDM) and the states indicated with α correspond to the 4

possible occupations of the spatial orbital i: 0, 1 (α or β spin) and 2

electrons, which can be referred to as | 〉, |↑〉, |↓〉, and |↑↓〉, respectively.
The eigenvalue spectrum of the one-orbital RDM depends on the

environment in which the given orbital is embedded and thus it incor-
porates in some way a correlation effect (17). Therefore, even if two
orbitals have similar occupation numbers, their one-orbital von Neu-
mann entropies may largely differ. That is why s(1) is a measure of
the interaction between orbital i and the other orbitals of the system.

In a similar way, starting from the eigenvalues of the two-orbital
RDM, ωα,i,j, one may define the two-orbital entropy as:

s(2)i,j = −

16∑
α=1

ωα,i,j lnωα,i,j (2.124)

In this case, the sum runs over the 16 possible occupations of orbital
i and j: | 〉, |↑ 〉, |↓ 〉, |↑↓ 〉, . . . , |↑↓ ↑〉, |↑↓ ↑↓〉. This value quantifies
the entanglement between the pair of orbitals i, j and the rest of the
environment.

If the orbitals i and j are not entangled with each other, one has that
s(1)i+ s(1)j = s(2)i,j and a measure of the entanglement between the
two orbitals, Ii,j, can be defined as the deviation from this equality:

Ii,j =
1

2

[
s(1)i + s(1)j − s(2)i,j

]
(1− δij) (2.125)



30 theoretical methods

where (1 − δij) ensures that Ii,i = 0. This quantity is usually re-
ferred to as mutual information, representing the amount of informa-
tion orbital i has about orbital j, that is, how much i knows about
j.

A simple interpretation is given by the fact that s(1)i and s(1)j
represent the entanglement of i and j with the rest of the orbitals,
respectively, while s(2)i,j represents the entanglement of the pair of i,
j with the rest of the orbitals. Any interaction between i and j reduces
the two-orbital entropy s(2)i,j with respect to the sum of the one-
orbital entropies s(1)i and s(1)j.

Entropy measures and mutual information have been used to ob-
tain useful information on electron correlation effects and bond-for-
mation processes (17, 18), as well as for the automated selection of
active orbital spaces (19) and the identification of the model space
for a perturbative + variational strategy to be applied to magnetic
systems. (20)



3
T H E O RT H O G O N A L VA L E N C E B O N D A P P R O A C H

In 1916, with a paper entitled “The Atom and the Molecule” (21)
Gilbert N. Lewis proposed a rationalization of the molecular struc-
ture based on the distribution of the valence electrons in bonds and
lone pairs. After a century, this idea remains the everyday language
of chemists, who still think and draw molecules using the so-called
Lewis’ structures.

Then, in 1926, Erwin Schrödinger established the mathematical
foundations of quantum chemistry with his famous equations and,
shortly after, Walter Heitler and Fritz London applied them to the
hydrogen molecule, obtaining results in full agreement with Lewis’
picture. Their approach, extended by John C. Slater and Linus Paul-
ing, is still known as valence bond theory (VB). This first success has
been rapidly eclipsed by the work of Robert Mulliken and Friedrich
Hund, who proposed the molecular orbital theory (MO). This the-
ory, trough the use of Hartree-Fock method and Koopmans’ theorem,
gives easy access to a large number of properties and readily explains
several effects that are less clear in a valence bond picture, such as
light-matter interaction, ionization potentials and excited states. In
addition to that, the VB method met the problem of the explosion
of the number of the structures, which made it inadequate for the
study of large molecular systems, while MO based method are more
computational efficient and suitable for more complex problems.

Nevertheless, valence bond theory has never died, being the method
of choice for those topics where a delocalized picture is not suitable.
Among these, one may cite molecular magnetism, diradical transition
states and spin polarization in free radical. Moreover, the delocalized
picture proposed by molecular orbitals contrasts with Lewis’ intu-
ition: the electrons are no longer localized in bonds and lone pairs
but they appear delocalized on the whole molecular space, being
characterized mainly by the nodal properties and energy of the or-
bitals they occupy. The central advantage of valence bond is therefore
conceptual: it allows an understanding of the electronic structure that
would not be straightforward with molecular orbitals.

Actually, even if it has not received the deserved attention by quan-
tum chemists’ community, a reconciliation between the MO theory
and Lewis’ intuition has been proposed by Coulson, Lennard-Jones
and others. Indeed, they showed that the Hartree-Fock determinant is
invariant for a transformation of the delocalized molecular orbitals in
bonds and lone pairs localized MOs, and this may be generalized to

31
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more sophisticated and correlated wave function such as the CASSCF
one.

The use of localized orbitals allows the interpretation of a MO-
based correlated wave function in terms of VB-like structures. This
is the case with orthogonal valence bond (OVB), an approach that
aims to combine, in an efficient way, the computational performance
of molecular orbitals methods and the interpretative potential of va-
lence bond. As described in the following, a fundamental difference
between OVB and VB is the orthogonality of the one-electron func-
tions, which is intimately correlated not only to the computational
efficiency (the non-orthogonality is perhaps the major issue in VB
methods) but even to a new and different interpretation of bonds
and electronic structures.

The rest of this chapter presents an introduction to the orthogo-
nal valence bond approach by means of its application to one of the
simplest molecular systems: the hydrogen molecule, H2.

3.1 traditional valence bond

The traditional presentation of valence bond theory for the hydrogen
molecule starts from the assumption that, for two non-interacting hy-
drogen atoms at infinite distance, the total Hamiltonian reduces to
the sum of two separate Hamiltonians, one for each hydrogen atoms.
Thus, the wave function representing the singlet ground state (GS) of
the molecule is obtained as the product (properly antisymmetrized)
of the two GS wave functions of the atoms (A and B):

1ΨnN =
1sA1sB + 1sB1sA√

2(1+ S2)

αβ−βα√
2

(3.1)

where N indicates that the state is neutral, that is, each atom bears
an electron, n refers to the non orthogonality of the atomic orbitals
used (1sA and 1sB) and S is their overlap 〈1sA|1sB〉. This wave func-
tion is exact for two non-interacting atoms, and the idea behind VB
approach is to take it as a variational approximation at closer geome-
tries.

One of the strengths of the valence bond approach is that the so-
obtained neutral wave function is a really good approximation to the
ground state wave function, as one may see in Figure 3.1. To improve
this result, that is, to obtain the curve indicated with GS in the figure,
one combines the neutral wave function 1ΨnN with the ionic wave
function 1ΨnI (firstly introduced by Majorana in 1931 (22)), where
a hydrogen atom bears two electrons and the other none (and vice
versa):

1ΨnI =
1sA1sA + 1sB1sB√

2(1+ S2)

αβ−βα√
2

(3.2)
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Figure 3.1: Valence bond energies for the hydrogen molecule.

The GS wave function is therefore obtained as

1ΨGS = cN
1ΨnN + cI

1ΨnI (3.3)

where the coefficients cN and cI are variationally optimized from the
diagonalization of the Hamiltonian matrix in the basis {1ΨnN,

1ΨnI },
which furnishes also the energy and wave function of the first singlet
gerade excited state (ES). Of course, these curves are only an approx-
imation to the exact ones. For instance, the minimum of the “true”
potential energy curve for the ground state is at a lower energy and
shorter internuclear distance. However, the curves obtained here are
able to well represent the formation of the bond, at least from a qual-
itative point of view.

From Figure 3.1 it appears clearly that the ground state is well
approximated by 1ΨnN while the excited state is badly represented
by 1ΨnI . It is usually stated that the chemical bond between the two
hydrogen atoms is given by the neutral function, while the ionic func-
tion has a negligible effect. However, it must be considered that the
two atomic orbitals employed in the construction of the wave func-
tions are non orthogonal and present a strong overlap integral, es-
pecially at the equilibrium geometry. The non orthogonality of the
atomic orbitals reflects on the non orthogonality of neutral and ionic
wave functions:〈

1ΨnN|
1ΨnI

〉
=

2S

1+ S2
(3.4)

This means that the two functions are not independent and each
one contains a non-negligible contribute from the other that is pro-
portional to the atomic overlap S. In other words, the neutral func-
tion is not really neutral and describes a situation that is both neutral
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and ionic. Of course, this is true also for the ionic function. The next
section provides a solution to this problem, making use of orthogo-
nal atomic orbitals which produce orthogonal wave functions with a
clear and well-defined nature.

3.2 orthogonal valence bond

The main difference between traditional valence bond (VB) and or-
thogonal valence bond (OVB) is, as stated by the name, the orthog-
onality of the atomic orbitals used to built the wave functions. In
the case of the hydrogen molecule in the minimal basis {1sA, 1sB},
the orthogonal atomic orbitals may be obtained using the Löwdin or-
thogonalization. Indeed, this technique is more “democratic” than the
well-known Gram-Schmidt orthogonalization, in the sense that both
starting vectors are transformed similarly (equally, for a symmetric
problem) toward the orthogonalized vectors. By contrast, the Gram-
Schmidt orthogonalization leaves one initial vector as it is and trans-
forms only the other in accordance until the orthogonality is reached.

It can be shown that the orthogonalization process leads to the
following expressions:

a =
1

2

(
1√
1+ S

+
1√
1− S

)
1sA +

1

2

(
1√
1+ S

−
1√
1− S

)
1sB

(3.5)

b =
1

2

(
1√
1+ S

+
1√
1− S

)
1sB +

1

2

(
1√
1+ S

−
1√
1− S

)
1sA

(3.6)

where a and b are orthogonal atomic orbitals centered on atom A and
B, respectively. Moreover, these orbitals are transformed one into the
other under the symmetry operations which move the nucleus A into
the nucleus B. As one may see, each atom-centered orbital presents a
tail on the other atom, required to ensure the orthogonality, usually
referred to as “orthogonalization tail”.

Considering a small atomic overlap, S � 1, the above equations
may be simplified as

a ≈ 1sA −
1

2
S 1sB (3.7)

b ≈ 1sB −
1

2
S 1sA (3.8)

where the orthogonalization tails become more evident.
Consequently, the neutral and ionic wave functions (Equations 3.1

and 3.2) may be written in an orthogonal valence bond formalism as

1ΨoN =
ab+ ba√

2

αβ−βα√
2

(3.9)

1ΨoI =
aa+ bb√

2

αβ−βα√
2

(3.10)
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Figure 3.2: Orthogonal valence bond energies for the hydrogen molecule.

where o indicates that these functions are built starting from orthog-
onal orbitals. It is important to highlight the absence of the atomic
overlap S; moreover, one verifies that these two functions are orthog-
onal and their nature is univocally defined:〈

1ΨoN|
1ΨoI

〉
= 0 (3.11)

In addition to that, it is interesting to see that these two orthogonal
functions may be written as a combination of the two non orthogonal
functions:

1ΨoN =

√
1+ S2

1− S2
(
1ΨnN − S1ΨnI

)
(3.12)

1ΨoI =

√
1+ S2

1− S2
(
1ΨnI − S1ΨnN

)
(3.13)

The clear nature of these wave functions has been demonstrated
(23) showing that they represent diabatic states, that is, states for
which the non adiabatic coupling is vanishing. The nature of the dia-
batic states does not change when the nuclear coordinates are modi-
fied, thus 1ΨoN and 1ΨoI keep their neutral and ionic nature (clear at
infinite distance) for all values of the nuclear distance.

Considering that the neutral and ionic nature of the wave functions
1ΨoN and 1ΨoI is univocally defined, from the above equations one
has another demonstration of the ambiguity of the non orthogonal
functions: to obtain functions that are “truly” neutral and ionic one
must consider a combination of the non orthogonal ones.

The energies obtained using the orthogonal valence bond approach
are reported in Figure 3.2. The ground and excited states energies are
strictly the same as in traditional valence bond, given the fact that
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the orthogonal valence bond approach only performs a change of ba-
sis while the space spanned by the orthogonal and non orthogonal
functions remains exactly the same. By contrast, the energy curves
corresponding to the neutral and ionic OVB functions are substan-
tially different from the ones obtained using traditional VB approach.

The most important and interesting difference lays in the neutral
curve. Indeed, using orthogonal orbitals leads to a neutral curve that
is no longer a good approximation to the GS curve as it happens
with traditional valence bond. In addition, this curve is dissociative
and therefore is not able to describe the bond between the two atoms.
Thus, the combination with the ionic function is compulsory to obtain
a bonding curve.

In such a way, orthogonal valence bond loses one of the strengths
of traditional valence bond, that is, the ability to describe with a good
approximation the ground state of H2 using only the neutral function.
Nevertheless, this demonstrates that the bond is due to the interac-
tion between neutral and ionic functions: the situation in which two
electrons stay in the same atom is crucial for the description of the
chemical bond, and it is not just a small improvement to the energy
curve.

In addition to that, orthogonal valence bond is intrinsically more
efficient than traditional valence bond due to the orthonormality of
the basis {1ΨoN,

1ΨoI }. Indeed, one has to solve a simple eigenvalue
problem of the type

Hc = Ec (3.14)

instead of the more elaborated generalized eigenvalue problems in the
non-orthonormal basis {1ΨnN,

1ΨnI }:

Hc = EMc (3.15)

where M is the metric matrix depending on the atomic overlap:

M =

[
1 2S

1+S2

2S
1+S2

1

]
(3.16)

In the case of orthogonal valence bond, this matrix coincides with
the identity matrix and the diagonalization of the Hamiltonian matrix
is more computational efficient. Obviously, this is not a crucial issue
for a 2x2 problem (as is the case for H2), but it can be a limit for larger
molecules.

3.3 vb reading of a correlated (mo) wave function

In the previous sections, the relations and differences between tradi-
tional valence bond and orthogonal valence bond have been analyzed
for the study of the hydrogen dimer in the minimal basis set spanned
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by the 1s H atomic orbitals. In order to broaden the range of possible
applications of the orthogonal valence bond approach, an analysis of
its relation with the molecular orbitals theory is required.

Starting from the atomic orbitals (both orthogonal or not) of the
previous sections, it is always possible to define two molecular or-
bitals:

σg =
1sA + 1sB√
2(1+ S)

=
a+ b√
2

(3.17)

σu =
1sA − 1sB√
2(1− S)

=
a− b√
2

(3.18)

Using these molecular orbitals, it is possible to write two singlet
Slater determinants of 1Σ+

g symmetry suited for the description of
the ground state of the molecule. The first is

Φg = ‖σgσ̄g‖ = σgσg
αβ−βα√

2
(3.19)

that coincides with the single-determinantal description used, for in-
stance, within the Hartree-Fock method and represents by itself a
good approximation for the ground state at geometries close to equi-
librium. The second determinant represents a double excitation where
the two electrons occupy the σu orbital:

Φ∗g = ‖σuσ̄u‖ = σuσu
αβ−βα√

2
(3.20)

It is interesting to see that these determinants may be expressed
as in-phase and out-of-phase combinations of the ionic and neutral
valence bond functions (both traditional and orthogonal):

Φg =
1ΨoI +

1ΨoN√
2

=
1√
2

√
1+ S2

1+ S

(
1ΨnI +1 ΨnN

)
(3.21)

Φ∗g =
1ΨoI −

1ΨoN√
2

=
1√
2

√
1+ S2

1− S

(
1ΨnI −1 ΨnN

)
(3.22)

Considering that the ground state wave function of H2 is a linear
combination of these determinants, one may write:

1ΨGS = λΦg − µΦ
∗
g (3.23)

=
(λ+ µ)√

2

1ΨoN +
(λ− µ)√

2

1ΨoI (3.24)

=

√
1+ S2√
2

[(
λ

1+ S
+

µ

1− S

)
1ΨnN +

(
λ

1+ S
−

µ

1− S

)
1ΨnI

]
(3.25)

and given that the basis employed is the same, these wave functions
are strictly equivalent to the ones obtained with traditional and or-
thogonal valence bond.
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The above relations demonstrate the tight relation between the VB
and MO methods and allow one to perform a valence bond reading
of molecular orbital wave functions. This means that one may express
a wave function obtained from an MO procedure using valence bond
structures, that is, with neutral and ionic structures in full accordance
with Lewis’ intuition.

In order to go a step further, it is possible to generalize this ap-
proach for a more general basis set of atomic orbitals, {χr}, defining
the molecular orbitals σg and σu as follow:

σg =
∑
r

crχr (3.26)

σu =
∑
r

c∗rχr (3.27)

where, for instance, the coefficients can be optimized in a way that
minimizes the energy of a two-electrons in two-orbitals wave function
(together with the optimization of the ratio λ/µ, this would coincide
with a CASSCF(2,2) treatment for H2).

Starting from the so-obtained molecular orbitals, one may express
the best valence orthogonal atomic orbitals a and b as

a =
σg + σu√

2
(3.28)

b =
σg − σu√

2
(3.29)

optimized at the CASSCF(2,2) level. Consequently, the OVB reading
of this correlated wave function gives

1ΨoN =
Φg −Φ

∗
g√

2
(3.30)

1ΨoI =
Φg +Φ

∗
g√

2
(3.31)

which are neutral and ionic functions that represent all the effects
(non-dynamical correlation and so on) contained in traditional CASSCF
wave function.

Obviously, this approach may be generalized to different kinds of
correlated wave functions, such as CASSCF, DDCI, CASSD and oth-
ers, and to larger molecules with more than two orbitals. In order to
do this, the localization of the delocalized molecular orbitals (like in
Equations 3.28 and 3.29 but for more than two orbitals) is a crucial
step, which can be achieved using different techniques as shown in
the next chapters for several applications.



Part II

A P P L I C AT I O N S

In the following chapters, several applications of the pre-
viously analyzed techniques are reported. Among these,
one may find the orthogonal valence bond reading of cor-
related wave functions of polyenes (ground state, excited
states and ionized states) and a similar application to the
benzene molecule; a more advanced application to molec-
ular magnets leading to an highly-efficient variational+per-
turbation method; an analysis of the dependence of entan-
glement measures on orbital localization, both in a DMRG
framework and in other multireference wave function meth-
ods.





4
L I N E A R C O N J U G AT E D P O LY E N E S :
T H E G R O U N D S TAT E

Linear conjugated polyenes are poly-unsaturated organic compounds
characterized by a variable number of alternating single and double
carbon-carbon bonds.

Linear polyenes have received a huge consideration in the history
of modern chemistry, both from theoretical and experimental point of
view. They have played a crucial role in the development of molecular
quantum theory as a model for conjugated systems and several tools
have been created for their analysis since the dawn of modern quan-
tum chemistry, when the use of empirical or semi-empirical methods
was the only way to approach large systems. One may consider, for
instance, the models of Hückel, Pariser-Parr-Pople, and Hubbard (24–
27).

Moreover, these systems have been experimentally analyzed for
the study of the cis-trans photoisomerization, of particular interest
in photochemistry. Indeed, several chromophores found in nature
present conjugated chains similar to those of linear polyenes, and
they are involved in important biological processes such as eyesight
and energy production in some bacteria.

In order to explain these effects and many others, a deep under-
standing of the electronic structures of linear conjugated polyenes is
of paramount importance. In addition to that, it is interesting to ana-
lyze how the electronic structure is modified by excitation processes
or changes of the geometrical parameters.

Despite the large number of studies focussed on these molecules,
indeed, their description is not yet completed, especially for what con-
cerns the excited states. In this chapter, an orthogonal valence bond
reading of correlated wave functions for the ground state of these
polyenes is reported, together with study of the rotation around a
single bond, the analysis of the bond length alternation and the de-
velopment of a model Hamiltonian that allows the study of very large
chains.

4.1 introduction

The conjugated hydrocarbons are usually presented as intrinsically
strongly delocalized. In its early days, Quantum Chemistry started
their study from the Hückel Hamiltonian, restricted to the π elec-
trons, which concentrates on delocalization effects and totally omits
the bi-electronic repulsion. This model provides symmetry-adapted,

41
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and thus delocalized, mono-electronic functions. It also gives a first
estimate of ionization potentials and possibly some crude description
of the lowest excited states. Self-Consistent Field (SCF) methods using
the exact Hamiltonian provided a stronger basis to these descriptions.
Nevertheless, ionization and excitations are intrinsically delocalized
phenomena, and Koopmans’ theorem, which shows the relevance of
the eigenvalues and eigenfunctions (the delocalized so-called canon-
ical molecular orbitals, MOs) (3, 28, 29) of the Fock operators, does
not give an indication on the strength of the electronic delocaliza-
tion in the ground state. It was rapidly recognized by Lennard-Jones
(30–33) and others that the SCF single determinant is invariant under
rotations of the occupied MOs and that a localizing unitary trans-
formation of the canonical MOs might produce SCF localized MOs,
essentially localized on the bonds and lone pairs, where Lewis (21)
in a bright intuition, had suggested to put electron pairs. The qualita-
tive picture used by the chemists thus found support from quantum
mechanics.

One can note that the SCF description takes into account the bi-
electronic repulsion in a static manner, the electrons move in their
mean field. The fluctuations of this field is responsible for the so-
called electronic correlation, the electronic correlation energy being
the difference between the exact energy and the SCF energy. Its eval-
uation requires to expand the wave function as a linear combination
of the SCF determinant and of the excited determinants, promoting
electrons from the occupied SCF MOs to virtual MOs.

It is worth noticing that the inter-site delocalization is taken into
account in the SCF step and the SCF localized MOs (SCF-LMO), al-
though concentrated in the space between adjacent atoms, have tails
on other neighbour atoms, the shape of which minimize the SCF en-
ergy. These tails are required in order to satisfy the Brillouin theorem,
(2, 34) that is, in order to make vanishing the interaction between
the SCF determinant and its mono excitations, among which one
counts the inter-bond charge transfer determinants. The SCF-LMOs
are particularly interesting for the computation of the correlation en-
ergy, since the electron-electron repulsion is a local operator and one
may expect that the double excitations from remote SCF-LMOs will
not contribute significantly to the correlation energy. Many compu-
tational post-Hartree-Fock methods based on localized orbitals have
been proposed for the treatment of large molecules, in search for a
computation effort scaling linearly with the size of the molecule (or
the number of electrons), see for instance Refs. (35–40).

Here, a return to a Lewis-type strongly localized zero-order wave
function is presented, following a research line which has a long
story (see, for instance, Refs. (41–43)). It is of particular relevance
to cite the PCILO approach (44–46) (Perturbative Configuration In-
teraction using Localized Orbitals), a seminal idea in which one finds
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the fundamentals of the interpretative and computational advantages
brought by a multi-determinantal expansion based on strongly local-
ized (bonding and antibonding) MOs. The first terms in the series
of the all-trans linear polyenes, with regular bond alternations of dif-
ferent amplitudes, are taken as a typical model problem. We will de-
fine orthogonal strongly localized bond MOs (SLMOs). Their tails on
atoms different from those involved in the double bond on which
the SLMOs are localized are essentially orthogonalization tails, they
do not optimize the energy. The corresponding single determinant,
which we may call “Lewis determinant”, is of course of higher en-
ergy than the SCF determinant. One may as well define antibonding
valence MOs, orthogonal to the bonding MOs and between them-
selves. One may start the expansion of the wave function, treating on
an equal foot the delocalization effects, brought by the single excita-
tions, and the correlation effects, brought by the double excitations. It
will be shown that both effects are of very short-range character. This
concentration of the most important excitation processes makes possi-
ble the definition of a very small model space collecting the determi-
nants spanning the largest part of the wave function, the dimension
of which scales linearly with the size of the polyene. Provided that
the effect of the other excitations within the π valence space is taken
into account, at least in a perturbative manner through an intermedi-
ate effective Hamiltonian formalism (47) one eventually obtains at a
very low computational cost a value of the ground state energy very
close to that of the full π CASSCF treatment. Moreover, the response
of the ground state energy to the variation of the bond alternation
computed at this level, which is very different from that of the SCF
approximation, is extremely close to that of the full π CASSCF.

4.2 computational details

The lowest members of the all-trans polyene series, from butadiene to
decapentaene, have been considered. To verify the predictive ability
of our modeling, full π CASSCF calculations have been performed on
the next members of the series, involving 6 and 7 double bonds. Ideal
planar geometries have been considered, all angles between close C-
C-C and C-C-H atoms being kept equal to 120

◦, the CH bond length
being 1.08 Å. The mean CC bond length (the average between a sin-
gle and a double bond length) is 1.40 Å, and the bond length alterna-
tion (δBLA) between double (1.40-δBLA Å) and single (1.40+δBLA Å)
bonds is considered as a degree of freedom. For simplicity δBLA is
kept fixed along the chain, thus ignoring end effects, that is the fact
that the bond alternation is actually larger on the external bonds than
on the center of the molecule. In the next section the CC bond lengths
are 1.35 Å and 1.45 Å for the double bonds and for the simple bonds,
respectively. These parameters are reported in Table 4.1.
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Table 4.1: Standard geometrical parameters.

Parameter Value

CC double bond 1.35 Å

CC single bond 1.45 Å

CH bond 1.08 Å

Angle 120
◦

The SCF and CASSCF calculations have been performed using the
MOLCAS package in its 7.8 version (48). The ANO-L basis set is
used, with contraction (14s9p4d)/[4s3p1d] for the carbon atoms and
(8s4p)/[2s1p] for the hydrogen atoms. The study is focused on the
physics taking place within the π valence space, i.e. the effects treated
at the full π CASSCF level. For decapentaene this active space in-
volves more than 63,000 determinants.

The molecule lies in the xy plane, thus the π manifold is spanned
mainly by the pz atomic orbitals of the atoms.

4.3 strongly localized molecular orbitals

Our target is to define strongly localized bond MOs. Working in a
minimal basis set, with only one pz atomic orbital per carbon, it is
evident how to define a non-polar bond MO between adjacent atoms
involved in a double bond. In the linear polyenes with even numbers
of atoms the end effects impose the pairing of atoms. For each double
bond i, defined between atoms Ai and Bi, the bonding SLMO is

ϕi =
(ai + bi)√
2(1+ 〈ai|bi〉)

(4.1)

and the antibonding orbital

ϕ∗i =
(ai − bi)√
2(1− 〈ai|bi〉)

(4.2)

where ai and bi are the pz orbitals on atom Ai and Bi, respectively.
The non orthogonal bonding MOs can be orthogonalized through

a least-moving (symmetric) S−1/2 transformation, the virtual MOs
can be orthogonalized to the bonding MOs by a Gramm-Schmidt or-
thogonalization and orthogonalized among themselves by a S−1/2

transformation. The resulting MOs take orthogonalization tails but
they keep a strongly localized character.

When working with non-minimal basis sets it is possible to define
an optimal valence space starting from a CASSCF procedure, where
2n active electrons occupy 2n active MOs (n being the number of dou-
ble bonds in the polyene). The n most occupied MOs are very close
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Figure 4.1: Delocalized molecular orbitals for hexatriene.

to the SCF occupied MOs while the n least occupied MOs keep a va-
lence character and present the same nodal properties as the virtual
MOs of a SCF calculation in a minimal basis set. This set of MOs ac-
tually defines a set of 2n orthogonal atom-centered equivalent MOs,
obtained by one of the typical localization procedures. It may be for
instance Boys’ criterion (49) (maximization of the distances between
the centroids of the localized orbitals), or the Ruedenberg’s one (50)
(minimization of the electronic repulsion between the localized or-
bitals), but here a more direct procedure has been adopted: since the
basis set is of Atomic Natural Orbitals (ANO) type, one can look for a
unitary transformation of the delocalized active MOs that makes the
final orbitals as similar as possible to the 2pz ANO basis functions of
the C atoms, thus obtaining orthogonal atomic orbitals (OAOs). Once
the OAOs have been obtained, the strongly localized bonding and
antibonding MOs (SLMOs) are defined accordingly

ϕi =
ai + bi√

2
(4.3)

ϕ∗i =
ai − bi√

2
(4.4)

where ai and bi represent the OAOs on the Ai and Bi atoms of the i
double bond, respectively.

The delocalized molecular orbitals for the hexatriene molecule and
the two types of localized orbitals described above (the strongly local-
ized molecular orbitals and the orthogonal atomic orbitals) are shown
in Figures 4.1, 4.2 and 4.3, respectively. In addition, a representation
of the determinants written in each of these orbitals bases is reported
in Figure 4.4

It is interesting to see in a qualitative way how the Hamiltonian ma-
trix changes using different sets of orbitals. Therefore, a pictorial rep-
resentation of the Hamiltonian matrices for the hexatriene molecule
is reported in Figure 4.5, where the color of each element of the matri-
ces depends on the magnitude of the individual Hamiltonian matrix
elements (the diagonal elements have been set to zero to avoid large
values on the scale and to highlight the effect of the interactions). As



46 linear conjugated polyenes : the ground state

Figure 4.2: Strongly localized molecular orbitals for hexatriene.

Figure 4.3: Orthogonal atomic orbitals for hexatriene.

one can see, using delocalized molecular orbitals, the Hamiltonian
matrix shows many interactions having a small significance, while us-
ing localized molecular orbitals there are less interactions with larger
magnitude. This effect is even more palpable for orthogonal atomic
orbitals, having very few interactions with really large values.

The strategy here adopted can recall the standard VB approach.
They differ by two important aspects. Firstly, the “atomic” functions
used as building blocks are pure atomic orbitals in VB and OAOs in
our approach. This difference, which should look secondary at a first
sight, has indeed a dramatic impact on the description of the chemi-
cal bond, as it has been shown in details for the simple H2 case (23,
51, 52) in Chapter 3. Secondly, the bond is described in VB by the
singlet coupling of the electrons in the appropriate atomic orbitals
(those involved in the bond), while in our case “molecular” orbitals
are considered for each bond, thus keeping the local nature of the ba-
sis functions, but allowing a minimal delocalization within the bond.
Given the clear analogy with VB, we indicate the approach here de-
scribed with the acronym OVB (orthogonal valence bond). The inter-
pretive power of OVB, together with its computational efficiency (due
to the orthogonality of the one electron basis functions) have allowed
recently to unravel the intricate nature of the wave function of a few
complex systems (20, 53–57).

It is worth noticing that the SLMOs introduced in Eqs. 4.3-4.4 are of
CASSCF quality, that is, they are optimized in the molecular reality
(therefore, with respect to the pure atomic orbitals, they are polar-
ized and distorted to adapt themselves to the specific molecular situ-
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Figure 4.4: Determinants written in different orbitals bases.

ation), sand that a FCI expansion within these orbitals gives exactly
the CASSCF wave function and energy. The “Lewis determinant” will
be the anti-symmetrized product

ΦL = ‖
∏
i=1,n

ϕiϕ̄i‖ (4.5)

This determinant defines a Fock operator

FL = h+

occ∑
i

(2Ji −Ki) (4.6)

here h is the (kinetic+nuclear attraction) mono-electronic operator
and the Js and Ks are the Coulomb and exchange operators relative
to the occupied MOs.

Of course it may seem paradoxical to define the LMOs from a pre-
liminary full π CASSCF calculation. The target of this procedure is
purely analytic: it is devoted to an understanding of the relative parts
of the delocalization and correlation effects and of their local versus
collective character. Alternative procedures may be followed, which
start from the single determinant SCF solution. One may consider the
corresponding density matrix expressed in the AO basis, truncate it
to the basis set of each atom, diagonalize this block of the density
matrix and the most occupied vector defines an optimized AO. Then,
one may orthogonalize them and return to the preceding procedure,
to obtain strongly localized MOs obtained from an SCF step only. The
LMO build with this procedure are hereafter labelled (SCF)-SLMOs.
The tails of these MOs are not optimal, they do not incorporate any
variational inter-bond delocalization. This procedure offers an alter-
native definition of the π valence space and of the Lewis determinant
in this space.
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Figure 4.5: Representation of the Hamiltonian matrices with different types
of localization (eV), hexatriene
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(a) π SLMO (b) π∗ SLMO

Figure 4.6: Strongly localized molecular orbitals

(a) π SCF-LMO (b) π∗ SCF-LMO

Figure 4.7: SCF localized molecular orbitals

On the other hand, most of the post-HF calculations in terms of
localized MOs start by a unitary localizing transformation of the oc-
cupied SCF MOs, leaving the SCF determinant invariant. The cor-
responding SCF LMOs have optimized delocalization tails. The fur-
ther improvement of the energy by increasing the quality of the wave
function is defined as the correlation energy. In practice, the localized
approaches for the calculation of the correlation energy also require
to localize the virtual MOs. This is not easy in general when using
extended basis sets if one wants to use Boys’ or Ruedenberg’s crite-
ria. A convenient procedure has been proposed by Maynau et al (58).
Starting from the eigenvectors of the truncated SCF density matrix
one may project the previously defined SLMOs onto the subset of the
occupied SCF MOs and orthogonalize these projections. This defines
SCF localized MOs (SCF-LMOs). The antibonding counterparts may
be orthogonalized to the SCF occupied MOs and orthogonalized be-
tween themselves, resulting in a set of localized antibonding valence
MOs.

The analysis reported in the present chapter is performed with
three sets of localized valence MOs, the SLMOs obtained from the
CASSCF MOs, the (SCF)-SLMO and the SCF-LMO, the last two are
obtained both from an SCF calculation, the former one being strongly
localized, the second one incorporating delocalization effects. The
qualitative differences between the SLMOs and the SCF-LMOs appear
clearly in Figures 4.6 and 4.7 for the π and π∗ orbitals of the central
bond of the hexatriene molecule. Focusing on the occupied π orbitals,
the orthogonalization (small) tails of the SLMOs on the adjacent-bond
atoms present a phase opposite to that of the AOs on the bond, while
the SCF-LMOs have an in-phase (large) tail on the adjacent atoms and
a negative phase (equally large) tail on the second-neighbor atoms, as
shown in the qualitative representation reported in Figure 4.8.



50 linear conjugated polyenes : the ground state

Figure 4.8: Qualitative representation of the orbital tails for SLMOs and SCF-
LMOs for the hexatriene molecule.

This difference can be easily understood. Indeed, starting from the
Lewis determinant, the orbital optimization may be seen to proceed
through the interaction with the singly excited determinants, among
which one has the charge transfer (CT) determinants

ΦCTi→j∗ = a
†
j∗aiΦL i 6= j (4.7)

The configuration mixing between ΦL and ΦCTi→j∗ , considered at first
order in a perturbation scheme, may be expressed as an orbital mix-
ing

ϕ′i = ϕi +

〈
ϕj∗
∣∣ FL |ϕi〉

−∆Ei→j∗
ϕj∗ (4.8)

The denominator is negative (minus an excitation energy) and the
numerator is negative if the i and j bonds are connected by the bi and
aj OAOs. Indeed, the ϕj∗ MO has in this case a positive coefficient
on aj, therefore

〈
ϕj∗
∣∣ FL |ϕi〉 ≈ 〈bi| FL ∣∣aj〉

2
< 0 (4.9)

and the coefficient of ϕj∗ in Equation 4.8 is positive. For this reason
in the ϕ′i orbital the coefficients of the bi and aj OAOs have the same
sign. When the i and j bonds are connected by the ai and bj OAOs,
the numerator is positive given that bj has a negative sign in ϕj∗ and
therefore〈

ϕj∗
∣∣ FL |ϕi〉 ≈ −

〈ai| FL
∣∣bj〉

2
> 0 (4.10)

In this case, the coefficient of ϕj∗ in Equation 4.8 is negative and again
in the ϕ′i orbital the coefficients of the ai and bj OAOs have the same
sign.
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In conclusion, the SCF MO centered on the bond i takes in-phase
tails on the atoms of the neighbor bonds and negative tails on the
second neighbor atoms. This feature appears clearly in Figures 4.6
and 4.7, where one may see the difference between the SLMOs and
the SCF LMOs, the second ones incorporating inter-bond delocaliza-
tion effects, while in the first set the tails are required only for the
orthogonality constraint.

4.4 short-range character of delocalization and cor-
relation energies

Let us start from a given zero-order function Φ0, which may be either
the strongly localized function ΦL of energy ESL, or the Hartree-Fock
single determinant ΦSCF of energy ESCF. Knowing the exact wave
function in a given basis, it is always possible, by using the interme-
diate normalization, to write the energy improvement with respect to
this zero-order energy as a sum of contributions from the single and
double excitations. In particular for the CASSCF wave function one
has:

ECASSCF − ESL = Esingles + Edoubles

=
∑
ij∗

〈
ΦL |H|a

†
j∗aiΦL

〉 cij∗
cL

+
∑
ikj∗l∗

〈
ΦL |H|a

†
l∗a
†
j∗aiakΦL

〉 cikj∗l∗
cL

(4.11)

where the coefficients are those of the corresponding determinants in
the CASSCF function. The first sum can be seen as the delocalization
energy, the second one as the correlation energy, although the term
“correlation energy” usually refers to the energy beyond the single
determinant approximation.

A similar expression can be written also for the HF wave function,
but ΦL and ΦSCF are built on different MO sets and this compli-
cates the comparison between these two wave functions. In order to
simplify the analysis, we consider here an approximation to ΦSCF
obtained by a constrained SCF procedure in which only the rotations
within the CASSCF active MOs are allowed, obtaining a wave func-
tion Φ′SCF and an energy E′SCF which closely approximates the exact
SCF wave function and energy (E′SCF − ESCF = 0.08 eV for the hexa-
triene molecule). The simplification brought by this approach is that
the constrained SCF step produces a set of MOs for which a CI in the
CAS space exactly gives the CASSCF energy ECASSCF.
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When starting from the SCF single determinantΦ′SCF, the first sum
vanishes, due to the Brillouin’s theorem, (2, 34)

ECASSCF − E
′
SCF = E

′
doubles

=
∑
ikj∗l∗

〈
ΦL |H|a

†
l∗a
†
j∗aiakΦL

〉 c′ikj∗l∗
c′SCF

(4.12)

As a first consideration, it is interesting to compare the effect of the
single excitations starting from the Lewis determinant to the energy
difference between E′SCF and ESL. The values for these two quantities
are reported in Table 4.2 for the polyenes here considered (first and
second entries) and the comparison confirms that they are very close
to each other, indicating the validity of the interpretative model here
proposed. Indeed, for all systems one has that Esingles is around 90%
of E′SCF − ESL (third entry in Table 4.2), therefore, as a first approxi-
mation, one can write:

E′SCF − ESL ≈ Esingles =
∑
ij∗

〈
ΦL |H|a

†
j∗aiΦL

〉 cij∗
cL

(4.13)

It is worth of interest to evaluate the spatial extent of the delocal-
ization. To this aim, one can compute the part of the delocalization
energy (right term of Equation 4.13) coming from the CT excitations
between adjacent bonds

E
short−range
deloc ≈ ECT =

∑
〈ij∗〉

〈
ΦL |H|a

†
j∗aiΦL

〉 cij∗
cL

(4.14)

where the sum runs on adjacent bonds only. Table 4.2 reports the per-
centage of Esingles described by ECT (fourth entry). From these re-
sults one clearly see that the delocalization effect in the GS is brought
almost entirely by the CT between adjacent bonds, thus debunking
the myth that the GS of these systems (and of all conjugated systems)
is intrinsically delocalized.

Obviously, equality 4.13 is no longer strictly valid for the exact SCF
energy ESCF, but the difference with E′SCF is small and this analysis
describes the main effects involved in the passage from ΦL to ΦSCF.

Similarly, one may study the local character of the correlation en-
ergy. It is clear that the largest contributions come from the intra-bond
double excitations a†

ī∗
a
†
i∗aiaī. The percentage of the total correlation

energy due to all double excitations (Edoubles, fifth entry in Table 4.2)
brought by the intra-bond double excitations (EIC, where IC stands
for “Internal Correlation”) is also reported in Table 4.2, for both ΦL
andΦSCF (sixth and seventh entries, indicated with % [EIC/Edoubles]

and %
[
ESCFIC /ESCFdoubles

]
, respectively). Also in this case, one promptly

notes that when ΦL is used as expanding function (sixth entry in Ta-
ble 4.2), the intra-bond double excitations collect almost all the corre-
lation energy, confirming that the correlation effects are strongly local
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Table 4.2: Analysis of the different contributions to the energy of the butadi-
ene (But), hexatriene (Hex), octatetraene (Oct), and decapentaene
(Dec) polyenes. See text for the meaning of the different contribu-
tions.

But Hex Oct Dec

E′SCF − ESL (eV) -1.03 -2.05 -3.07 -4.09

Esingles (eV) -0.91 -1.84 -2.76 -3.69

%
[
Esingles/

(
E′SCF − ESL

)]
88.62 89.72 90.08 90.25

%
[
ECT/Esingles

]
99.17 98.64 98.53 98.50

Edoubles (eV) -1.60 -2.41 -3.23 -4.04

% [EIC/Edoubles] 99.74 99.55 99.43 99.35

%
[
ESCFIC /ESCFdoubles

]
94.62 92.11 90.65 89.71

%
[
ESCFIC+ijexc

/ESCFdoubles

]
99.41 98.21 97.38 96.82

in this MO basis. With the SCF-LMOs (seventh entry in Table 4.2) this
analysis is less clear: indeed the fact that they account for the delocal-
ization effects makes the SCF-LMOs less localized on a given bond.
For this reason the intra-bond double excitations do not account for
all the correlation energy and the error becomes larger if the number
of double bonds increases. It is important to stress that the form of
the SCF-LMOs is not affected by the number of double bonds (they
keep a local nature, given that they just account for the delocalization
between close bonds): what is observed here just indicates that the
intra-bond double excitations are not able to account for all the corre-
lation energy (which is due to all double excitations), that, therefore,
other double excitations are relevant (vide infra), and that this effect
increases with the dimension of the system.

The other categories of double excitation with a relevant role are
two-bond excitations of the type a†

j̄∗
a
†
i∗aiaī or a†

ī∗
a
†
i∗ajaī where i

and j are adjacent bonds and which describe the coupling of a single
excitation within a bond (i) and a CT between i and j, and the double
excitations of dispersive character a†

j̄∗
a
†
i∗aiaj̄, again between adjacent

bonds in which two single excitations, each one within a given bond,
are performed at the same time.

The role of this kind of excitations is more important for the SCF-
LMOs; indeed, as one can see from the eighth entry in Table 4.2, indi-
cated with %

[
ESCFIC+ijexc

/ESCFdoubles

]
, almost all the correlation energy

is recovered when they are considered together with the intra-bond
double excitations (IC). For the SLMOs, instead, their effect is almost
negligible, since more than 99 % of the effect of the double excitations
is concentrated in the intra-bond IC contribution.
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All these results show that both the delocalization and correlation
effects are of short range character, despite the fact that the π electron
system of a conjugated molecule is usually considered as a typical
delocalized system. From now onward, when considering the SCF
solution, the exact SCF LMOs are used.

4.5 reduced ci model spaces

This extreme concentration of the contributions contrasts dramati-
cally with the dispersion of the contributions to the correlation en-
ergy when working with canonical MOs. This effect is evident from
Figure 4.9, which reports, for both the delocalized and localized or-
bitals, how the energy converges towards the CASSCF energy (chosen
in figure as the zero of the energy) by considering in Equation 4.11

more and more determinants (starting from those with the largest
contributions and then including the others in a descending order).
The value reported in the ordinate axis can be seen as the absolute
value of the correlation energy within the CAS space. The absolute
value of the total correlation energy, calculated with respect to the
reference determinant (ΦL or ΦSCF′), is smaller when one uses the
DMOs set (ESCF is lower than ESL), but the CASSCF energy is ap-
proached faster when using SLMOs, due to the large contribution of
few, but meaningful, excitations.

It has been demonstrated (59) that with these MOs n4 double ex-
citations contribute by corrections proportional to n−4 (their interac-
tion with the HF determinant scales as n−2), thus to a constant value,
while n3 double excitations contribute by corrections scaling as n−2

(their interaction with the HF determinant scales as n−1), thus to a
n-scaling correlation energy, as expected. For this reason, reasonable
strategies for the calculation of the ground state correlation energy
always rely on the use of localized MOs, both for the occupied and
for the virtual MOs. The concentration of the contributions observed
with the localized MOs suggests that one might use a very limited
model space, considering for the systems here studied, besides the
Lewis structure, only CT singly excited configurations between adja-
cent MOs and intra-bond double excitations. The size of this model
scales as n only.

The interactions between ΦL and the intrabond doubly excited
determinant (IC) and between ΦL and the adjacent charge transfer
singly excited determinants (CT) are reported in Table 4.3, as well as
the excitation energies from ΦL to these determinants. The interac-
tions show a weak dependence on the position of the bonds, exter-
nal or internal. Moreover, they are extremely transferable from one
polyene to another, since the differences are lower than 0.01 eV. This
marked transferability shows that our strongly localized MOs are ex-
tremely local.
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Table 4.3: Energies of the CT and IC determinants (with respect to the en-
ergy of ΦL) and their interactions with ΦL. The data are obtained
from the CASSCF Hamiltonian matrix built using SLMOs. The
data in round brackets are obtained using the second order Inter-
mediate Hamiltonian, those in square brackets are obtained using
its diagonal version (which does not affect the interactions). The
labels “e”, “qe” and “i” indicate the position of the double bond
in the conjugated chain: external, quasi-external and internal, re-
spectively. See text for details.

Interaction (eV) Energy (eV)

Butadiene

L 0.00 (-0.04) [-0.03]

IC 3.73 (3.69) 16.45 (15.38) [14.96]

CT 1.63 (1.64) 10.89 (9.42) [9.25]

Hexatriene

L 0.00 (-0.07) [-0.07]

IC (e) 3.72 (3.68) 16.43 (14.55) [13.14]

IC (i) 3.80 (3.75) 16.82 (14.75) [13.74]

CT (e→i) 1.58 (1.56) 11.21 (8.46) [7.40]

CT (i→e) 1.64 (1.71) 10.79 (8.31) [7.00]

Octatetraene

L 0.00 (-0.09) [-0.11]

IC (e) 3.72 (3.68) 16.42 (13.73) [11.34]

IC (i) 3.80 (3.75) 16.82 (13.93) [11.91]

CT (e→i) 1.58 (1.55) 11.20 (7.49) [5.69]

CT (i→i) 1.60 (1.63) 11.12 (7.35) [5.19]

CT (i→e) 1.64 (1.72) 10.78 (7.26) [5.10]

Decapentaene

L 0.00 (-0.12) [-0.14]

IC (e) 3.72 (3.68) 16.42 (12.91) [9.54]

IC (qe) 3.80 (3.75) 16.80 (13.12) [10.10]

IC (i) 3.80 (3.75) 16.79 (13.11) [10.08]

CT (e→qe) 1.58 (1.55) 11.20 (6.51) [3.91]

CT (qe→i) 1.60 (1.63) 11.11 (6.39) [3.49]

CT (i→qe) 1.60 (1.64) 11.11 (6.32) [3.30]

CT (qe→e) 1.64 (1.72) 10.78 (6.24) [3.28]
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Figure 4.9: Cumulative sum of the contributions to the absolute value of
the correlation energy brought by the determinants. The deter-
minants are in a descending order with respect to the value
of their contribution. Comparison between delocalized molec-
ular orbitals (DMOs) and strongly localized molecular orbitals
(SLMOs). The CASSCF energy is set to zero while the starting
point for the two curves is the energy of the lowest determinant
(2.28 eV for DMOs and 4.25 eV for SLMOs).

The diagonalization of the CI matrix in this extremely reduced
model space does not produce correct energies, as it is apparent from
Table 4.4, where the SCF energy is reported together with the energy
of the Lewis structure (OVB L, second entry) and the CI energies
from the model space containing the Lewis structure plus the CT and
IC determinants (OVB L+IC+CT, third entry). By comparing the OVB
L+IC+CT energies with the CASSCF energies (also reported in Table
4.4), one notes that the difference increases with the dimension of
the system, with the error reaching 0.08 a.u for decapentaene. Two
main sources of error affect this result: first of all, different single
and double excitations are excluded from our model space, such as,
for instance, long range CT and dispersion excitations (two single
π → π∗ excitations on two different bonds). In principle they give a
small contribution, but their number increases with the dimension of
the system. The second error is due to the size inconsistency of the
approach, that is, the lack of the determinants obtained by the rep-
etition of the excitations considered in the model space on a given
determinant of the model space (60). To solve this problem one can
be tempted to consider the other singly and doubly excited determi-
nants, but the main contributions are brought essentially by the mul-
tiple excitations, since, for instance, an intrabond double excitation



4.5 reduced ci model spaces 57

Table 4.4: Energies (in a.u.) for the four polyenes computed at different lev-
els (see text for details) and energy differences (eV) between the
OVB-Hint2 L+IC+CT and CASSCF approaches.

Butadiene Hexatriene Octatetraene Decapentaene

a)SCF -154.969448 -231.879932 -308.790519 -385.701136

b)OVB L -154.931624 -231.804746 -308.677826 -385.550904

c)OVB L+IC+CT -155.015264 -231.933662 -308.847124 -385.757037

d)OVB-Hint2 L -155.031036 -231.970545 -308.909752 -385.848903

f)OVB-Hint2
L+IC+CT

-155.023773 -231.960727 -308.897818 -385.835122

g)CASSCF -155.024078 -231.960954 -308.897909 -385.834889

∆f−g (eV) -0.0083 -0.0062 -0.0025 -0.0063

on bond k may be applied to a the intrabond double excitation on
bond i. A Coupled Cluster formalism might be applied to treat such
a repetition of excitations or one can consider methods to eliminate
the unlinked contributions of a truncated configuration interaction,
such as for instance the (SC)2 method (61) but here we simply use a
perturbative intermediate effective Hamiltonian formalism (47) (dis-
cussed in Section 2.8.1) namely the so-called Shifted Bk technique (62–
64). Labelling the model space determinants with |I〉, |J〉, one builds a
dressed CI matrix in the model space, the matrix elements of which
incorporate the 2nd order effect of the outer-space determinants |α〉
(those not belonging to the model space),

〈I|H(2)
int |J〉 = 〈I|H |J〉+

∑
α

〈I|H |α〉 〈α|H |J〉
ESL − 〈α|H |α〉

(4.15)

In our application of this approach, the determinants |α〉 belong
to the CAS-CI space. This method is not strictly size-consistent but,
as one can observe in Table 4.4, the diagonalization of this dressed
CI matrix provides energies (indicated with OVB-Hint2 L+IC+CT)
which deviate from the CASSCF energy by less than 0.01 a.u.. These
energies are obtained at a very low cost. The main impact of the
dressing can be examined by looking at the results in round brackets
in Table 4.3. The amplitude of the modification of the diagonal ma-
trix elements necessarily increases with the size of the molecule since
one may repeat more and more processes on top of a local single or
double excitation. Asymptotically, the diagonal dressed values may
become lower than the energy of the reference determinant, but this
is a well-known feature of the dressed CI matrices (see for instance
the (SC)2 CI technique (65) and all more approximate CEPA meth-
ods). The dressing of the diagonal terms may be guessed from linear
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extrapolation. Indeed, the number of IC and CT excitations which
remain possible on each one of the determinants of the truncated
model space increases linearly with the size of the system. Each one
of the possible excitations brings a specific energy contribution, a fi-
nite increment lowering the diagonal energy of the considered IC or
CT determinant. On the contrary, the dressed off-diagonal matrix ele-
ments are only marginally modified at second order and they remain
extremely transferable.

With the aim to build a model Hamiltonian through extrapolation,
that is, looking for an analytic expression of the dressed Hamiltonian
matrix elements as a function of the number n of double bonds in the
system, however, it is convenient to use a variant of the intermediate
Hamiltonian technique, in which the dressing affects only the diago-
nal elements of the Hamiltonian matrix, leaving the off-diagonal ones
as in the bare matrix (66). This “diagonal” dressing is simply:

∆′II = ∆II +
∑
J6=I

∆IJ
cJ
cI

(4.16)

where ∆IJ represents the second order correction to the generic ma-
trix element 〈I|H |J〉 (the second term in the right-hand side of Equa-
tion 4.15). As one may see from the Equation 4.16, the diagonal shift
depends on the coefficients of the state under consideration, making
this kind of dressing more state-specific than the general one. Indeed,
the dressing reported in Equation 4.15 is also state specific because
one has to identify a reference function, here ΦL, which represent
a good qualitative description of the GS and whose energy plays a
key role in the dressing. The results obtained from the approach of
Equation 4.16 are reported in square brackets in Table 4.3.

The linear extrapolation of these data (considering only the octate-
traene and decapentaene in order to reduce the end effects) as a func-
tion of n, combined with the linearity of the energy of the Lewis
determinant, makes it possible to build a model Hamiltonian (the di-
mension of which scales linearly) able to predict the energy and the
wave function of a polyene with an arbitrary number n of double
bonds. The energies obtained following this strategy for the polyenes
with six and seven double bonds (twelve and fourteen carbon atoms,
respectively) are reported in Table 4.5, together with their CASSCF
energy. As one may see from the small values of the errors, the model
Hamiltonian is able to well represent the actual systems.

This model Hamiltonian has been used to analyze how the wave
function changes when one increases the length of the conjugated
chain. Figure 4.10 reports the dependence on the number of dou-
ble bonds of the weights of the Lewis, CT and IC structures in the
wave function computed from the diagonalization of the extrapolated
model Hamiltonian. One may notice that the weight of the Lewis de-
terminant is very large for short chains but it rapidly decreases and
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Table 4.5: Total energy (a.u.) for the two polyenes with twelve and fourteen
carbon atoms computed at the CASSCF level and using the model
Hamiltonian whose elements are obtained by extrapolation of the
values computed for shorter polyenes. The energy difference (eV)
is also reported for the sake of clarity.

Molecule CASSCF (a.u.) H model (a.u.) Error (eV)

12 C -462.771872 -462.774975 0.08

14 C -539.708852 -539.712629 0.10

Figure 4.10: Total weights of the Lewis, CT and IC structures in the wave
function of the polyenes as a function of the number n of
the double bonds. Values computed from the wave function
obtained from the diagonalization of the extrapolated model
Hamiltonian matrix (see text for details).

goes to zero for long chains. For n < 12 it represents the largest com-
ponent of the wave function, while for larger values of n this role is
played by the CT structures.

The fact that the weight of the Lewis determinant tends to zero
when the size of the system increases is not symptom of a long range-
delocalization. It is simply the effect of the normalization of the wave
function, the number of IC and CT increasing linearly with the size
of the chain. A similar phenomenon takes place in a model problem
of N non-interacting H2 molecules, the weight of the HF single deter-
minant decreases (in absence of any inter-molecular delocalization).
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Figure 4.11: Energy of the CASSCF (red), SCF (green) and Lewis (blue) wave
function for the butadiene molecule as a function of the rotation
angle (rigid rotation of the two ethylene units) around the sin-
gle C-C bond. The CASSCF energy are reported using the value
at the planar geometry (vanishing rotational angle) as zero, the
energies of the SCF and Lewis wave functions are reported us-
ing the SCF energy at the planar geometry as zero.

4.6 rotation around a single bond : the butadiene case

The planar geometry of the linear polyenes is often related to the
intrinsically delocalized nature of their ground state, a nature which
would be strongly modified if planarity is removed, for instance by a
rotation around a double bond.

One can wonder how this interpretation can match the considera-
tion reported in the previous section concerning the rather local char-
acter of the ground state when it is analyzed in terms of the SLMOs.

In order to clarify this point, the rotation around the single C-C
bond in butadiene has been considered (the two ethylene units are
rotated rigidly), computing the energy of the CASSCF, SCF and Lewis
(ΦL with SLMOs) wave functions as a function of the rotation angle.
These energies are reported in Figure 4.11

One promptly notes that the CASSCF and SCF curves are almost
parallel. This indicate that the main effects controlling the depen-
dence of the energy on the rotational angle θ are already present
at the SCF level. On the contrary, the ESL curve shows a qualitatively
different behavior, with a decreasing of the energy when θ increases,
revealing that for the Lewis structure the optimal geometry is for
θ ' 90 degrees.
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The origin of this difference has to be found in the role of the CT
structures. Indeed, as reported in the previous section, the energy
difference between ESL and ESCF (' 1 eV) is due to the CT structures,
which evidently have a larger impact at θ = 0 than at θ = 90 degrees.

The energy of the CT structures (all equivalent in this molecule),
together with their interactions with the Lewis structure as a function
of θ is reported in Table 4.6. From this table it is apparent that the
energy of the CT structures is lowered when θ increases (the value in
Table 4.6 are reported with respect to ESL) and the interaction, large
for θ = 0, rapidly goes to zero when θ approaches 90 degrees. For this
reason ESL and ESCF are almost degenerate at θ = 90 and the SLMOs
are almost identical to the SCF LMOs (both the delocalization tails
and the orthogonalization tails become negligible).

Table 4.6: Energy of the CT structures and their interactions with the Lewis
structure as a function of θ. The energy is computed considering
as zero the energy of the Lewis structure, ESL, at the same value
of θ. Angles in degrees, energies and interactions in eV.

θ 0 10 20 30 40

Energy 10.8878 10.8741 10.8336 10.7700 10.6910

Interaction 1.6272 1.5979 1.5112 1.3713 1.1855

θ 50 60 70 80 90

Energy 10.6075 10.5313 10.4703 10.4281 10.4043

Interaction 0.9635 0.7160 0.4529 0.1822 0.0893

As a conclusion, one can state that a system of independent ethy-
lene units would have a non planar geometry and that the presence of
the delocalization brought by the CT structures, even if limited to the
neighbour double bonds, is the responsible for the planar structure
of the polyenes.

It is worth noticing that this analysis cannot be performed with
the SCF LMOs. Indeed, they leave unchanged the SCF wave function,
and therefore the energy of the Lewis-like structures built with these
LMOs has the same behavior as the CASSCF energy. This good behav-
ior is due to a marked modification of the nature of the SCF LMOs,
which include delocalization tails at θ = 0 while they are strongly
localized on the double bonds for θ = 90.

4.7 bond alternation dependence of the ground state

energy

It seems important to see whether our approximate treatments are
able to reproduce the dependence of the ground state energy on the
bond alternation. The dependence of the equilibrium ground state
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energy of conjugated systems on the level of considered theoreti-
cal model has been the subject of many studies (67–74) and has a
relevance also for the correct estimation of the excitation energy in
molecules of biological interest (75). This problem is here considered
in details for the decapentaene molecule. For modelization purposes,
end-effects have not been taken into account and all double bonds are
considered to change equally. The dependence on the BLA coordinate
δBLA of the CASSCF energy is reported in Figure 4.12, from which
one can see that the energy minimum is obtained for δBLA = 0.05 Å
(that is, for a double bond length of 1.35 Å). Figure 4.12 reports also
the dependence on δBLA of the energy computed at other levels. In
particular, one can observe that the bond alternation is grossly overes-
timated at the SCF level where the minimum is at δBLA = 0.07 (1.33

Å and 1.47 Å for the double and single bond lengths, respectively).

Figure 4.12: Decapentaene: dependence of the energy computed at different
levels on the BLA coordinate (δBLA, see text for details).

As expected, using the SLMOs Hint(2) in the reduced model space
gives a PES extremely close to the CASSCF one. It is interesting to no-
tice that with the (SCF)-SLMOs, the energy is higher than the CASSCF
value by '0.006 (a.u.) but the dependence on the bond alternation is
correctly described. Also in this case, as expected, using these MOs
the diagonalization of the dressed intermediate Hamiltonian gives an
energy very close to the CASCI value. Starting from SCF localized
MOs the dressed intermediate model Hamiltonian gives significantly
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poorer results and the incorrect dependence of the SCF energy on
δBLA is only partially improved.

Table 4.7: Bare and dressed energies (E, eV), interactions with the Lewis
structure (Int, eV) and coefficients (C) of a Charge Transfer de-
terminant in decapentaene (excitation from the internal bond to
the quasi-external one): dependence on δBLA. The model space
considered is the L+IC+CT, both bare or dressed with the Hint(2)
procedure values are reported.

δBLA 0.07 0.06 0.05 0.04 0.03 0.02

E bare 11.4885 11.2951 11.1052 10.9185 10.7351 10.5549

E dressed 7.0762 6.6997 6.3178 5.9299 5.5353 5.1333

∆Edress−bare -4.4123 -4.5954 -4.7874 -4.9886 -5.1998 -5.4216

Int bare 1.5426 1.5691 1.5959 1.6230 1.6504 1.6783

Int dressed 1.5840 1.6124 1.6412 1.6703 1.6999 1.7301

∆Intdress−bare 0.0414 0.0433 0.0453 0.0473 0.0495 0.0518

C bare 0.0798 0.0813 0.0827 0.0841 0.0855 0.0869

C dressed 0.1077 0.1106 0.1136 0.1166 0.1197 0.1228

∆Cdress−bare 0.0279 0.0293 0.0309 0.0325 0.0342 0.0359

The analysis in terms of local MOs here reported offers an interpre-
tation of the change of the optimal geometry when going from the
SCF to the CASSCF treatment. The effective excitation energy of the
CT determinants (with respect to the energy of the reference Lewis
determinant) is reduced by more than 4 eV (Table 4.7). As a conse-
quence the coefficients of the CT components of the wave function
are significantly increased by the dressing. Moreover, the effective en-
ergy of the CT structures decreases when one reduces the bond alter-
nation. The augmented role of the CT structures in the wave function
due to the determinants outside the model space pushes the system
toward a geometry where the CTs have a lower energy, that is, toward
a decrease of the bond alternation. This effect is responsible for the
reduction of the bond alternation by the correlation in the π valence
shell. A qualitative Valence Bond interpretation of this effect can be
formulated as follows: in a CT component, the electrostatic field is no
longer the mean field of the CASSCF electronic distribution, a dipole
is created, to which the electrons of the surrounding bonds should
react, polarizing toward the instantaneous positively charged bond
and away from the negatively charged bond.

This polarization can be easily explained analyzing how the dress-
ing affects the charge distribution of a charge transfer determinant.
In the intermediate effective Hamiltonian formalism the dressed CT
may be written, in accordance with Equation 4.15, as:

|CT〉′ = |CT〉+
∑
α

cα |α〉 (4.17)
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where α indicates the determinants outside of the model space inter-
acting with |CT〉 and the coefficients cα are obtained as:

cα =
〈α|H |CT〉

ESL − 〈α|H |α〉
(4.18)

Table 4.8: Different charge distributions, and their weights, contributing to
a i → qe dressed CT wave function (|CT〉′) in decapentaene with
SLMOs.

Charges Weight Cumulative Weight

0.8243 0.8243

0.1074 0.9317

0.0268 0.9585

0.0186 0.9771

0.0093 0.9865

0.0071 0.9936

A simple analysis of the |CT〉′ wave function (once normalized) can
be performed by taking advantage of the local nature of the MOs. In-
deed, each determinant represents a well defined charge distribution
and the square of its coefficient can be considered as the weight of
this charge distribution in |CT〉′. Therefore, the charge on each bond
can be estimated as the sum over all determinants in |CT〉′ of the
charge on the bond for the determinant times its weight. The results,
for an i→ qe CT in decapentaene with SLMOs, are reported in Table
4.8. As one can see, after the dressing the weight of the charge dis-
tribution corresponding to the “naked” CT (|CT〉) is reduced to 82%,
while other charge distributions have gained importance, such as the
one in which all bonds are neutral (11%) and the two corresponding
to the hole and particle propagation (2% and 3%, respectively). The
resulting effects is that the charges on the two bonds involved in the
CT are weakened and the charges are delocalized along the chain.

These effects are highlighted in Figure 4.13, where the net charges
on each bond, calculated from the previous weights, are reported. Af-
ter the dressing, the net charges on the bonds involved in the charge
transfer are no longer unitary and a charge delocalization on the
neighbouring bonds appears. Moreover, the total charge is vanishing,
as expected, but when one sums only the positive (or the negative)
charges, the results is not one. This is due to the influence of the
neutral charge distribution which reduces the charge separation. It is
worth stressing that the neutral charge distribution reported in Table
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Figure 4.13: Net charges on each bond for a i→ qe CT in decapentaene with
SLMOs, before and after the Hint(2) dressing.

4.8 is not related to the Lewis structure (included in the model space
and therefore not considered in the dressing procedure) but rather to
other structures presenting two electrons for each double bond.

4.8 conclusions

The nature of the ground state of the first terms of the linear all-trans
polyene series has been analyzed making use of strongly localized
bonding and antibonding π orbitals within the OVB approach. Such
an analysis allows to separate the delocalization effect from the cor-
relation effect. Both have been found to be local effects, the delocal-
ization involving a π bonding orbital and the two neighbour π∗ anti-
bonding orbitals, while the electronic correlation mainly is due to the
intra bond correlation. The rather local character of the delocalization
in the ground state of conjugated π systems is in contrast with the
accepted view, for which these systems have a strongly delocalized
nature.

The reduced number of relevant electronic structures has allowed
to define a model space within the space of the CAS determinants, the
dimension of which scales linearly with the number of double bonds
n, and to build an effective intermediate Hamiltonian spanning this
model space. The effective intermediate Hamiltonian has been com-
puted at second order in perturbation theory, following two different
strategies: one in which all elements of the matrix are in principle
dressed and the other where only the diagonal elements are modi-
fied at second order. The last choice has been found to be particularly
efficient for the definition of a model Hamiltonian, the element of
which can be easily expressed as a linear function of n, thus allowing
the estimation of the CASSCF energy for large values of n.

The study reported in this chapter is an example of the effective-
ness of the OVB approach and opens the way to the analysis of the
wave functions of the excited and ionized states of the conjugated sys-
tems, a complex problem with many interesting possible applications,
which will be analyzed in the next chapter.





5
L I N E A R C O N J U G AT E D P O LY E N E S :
C AT I O N S A N D E X C I T E D S TAT E S

In the previous chapter, the neutral ground state of the series of lin-
ear conjugate polyenes has been analyzed in details, by means of
the orthogonal valence bond and intermediate Hamiltonian theories,
allowing to get new insights on their electronic structure. Beyond
the ground state, the ionized and excited states of these systems are
even more interesting, at least from a technological point of view. The
cations, for instance, play a central role as model for the rationaliza-
tion of relevant properties such as superconductivity and organic con-
ductivity; while the excited states are crucial for the study of optical
and photochemical properties.

In the following sections, a preliminary study of the cations and
excited states of polyenes is reported, following the procedures ana-
lyzed before for the ground state.

5.1 cations

For the study of the cations, the first three elements of the linear con-
jugated polyenes series are taken into account: butadiene, hexatriene
and octatetraene. For comparison purposes, the basis sets and ge-
ometrical parameters are the same used for the ground state, which
are reported in Section 4.2. For the same reason, the orbitals employed
for the analysis are the strongly localized molecular orbitals (SLMOs)
optimized for the neutral ground state. Therefore, the wave function
is obtained through a CASCI procedure which optimizes the CI coef-
ficients in the CAS space without changing the orbitals.

The orthogonal valence bond structures for the cations are obtained
with the same procedure used for the ground state. The main differ-
ence to be taken into account is the spin multiplicity. Indeed, the
ground state for the neutral systems is a singlet while the for the
cations it is a doublet.

The most important determinant of the ground state of the neutral
molecules, in terms of weight, is the so-called Lewis determinant,
whose weight represents a large fraction of the wave function of the
first term of the polyenes series, as reported in Table 5.1. For the
cations, instead, one cannot identify a unique determinant such as the
Lewis one, because the ionization process may be virtually localized
on any of the bonding π orbitals. Therefore, for n double bonds one
has n almost degenerate determinants representing the situation in
which one electron has been “extracted” from that specific bond. In

67
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Table 5.1: Weights of the dominant structures in the ground state and in the
lowest state of cations.

weight Lewis (neutral) weight LI (cation) n. LI

Butadiene 0.91026 0.83778 2

Hexatriene 0.86705 0.69989 3

Octatetraene 0.82578 0.58391 4

Decapentaene 0.78645 0.48841 5

the following, these structures are referred to as local ions (LI). As
one may see from Table 5.1, the total weight of these structures is
dominant in the wave function, even if their importance is lower than
the Lewis for the ground state.

The local ions may interact with each other in different ways, gen-
erating n states whose energy is quite similar. As stated below, these
states can be well represented together within the intermediate Hamil-
tonian scheme. One may think about them as “particular” states shar-
ing a similar nature. It is therefore interesting to consider all these
states in the following analysis.

The most important determinants to be considered in addition to
the local ions are the charge transfer (CT) and the internal correla-
tion (IC) ones, in accordance to the ground state case (see Figures 5.1
and 5.2 for a representation of these excitations for the neutral ground
state). It must be taken into account, however, that in the cations these
excitations depends on the position of the positive charge and there-
fore one obtains several kinds of CTs and ICs.

 

 

Figure 5.1: Charge transfer (CT) excitation in hexatriene neutral ground
state.

 

 

Figure 5.2: Internal correlation (IC) excitation in hexatriene neutral ground
state.

Let us consider the hexatriene molecule. One has three double
bonds and three bonding π SLMOs, therefore the positive charge may
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be localized in three different positions, two of them being equivalent
(the terminal ones). The determinant with the charge on the internal
bond is more stabilized than the others and it has a lower energy and
a larger weight in the ground state’s wave function.

When the ionized charge is on a terminal bond, there are four dif-
ferent possible charge transfer processes. The first one is reported in
Figure 5.3 and it is referred to as charge transfer triple charge (CTTC).
The alternation of the charges makes this determinant very stable, for
instance, when compared to the one reported in Figure 5.4. The latter
is always a CTTC, but it presents two positive charges on adjacent
bonds which destabilize the structure. Therefore, only the first CTTC
plays an important role in the wave function and has to be included in
the model space for the application of the intermediate Hamiltonian
technique.

 

 

Figure 5.3: Charge transfer triple charge (CTTC) excitation in hexatriene.

 

 

Figure 5.4: Non-alternated charge transfer triple charge (CTTC) excitation
in hexatriene.

Another determinant to be included in the model space is reported
in Figure 5.5. This kind of charge transfer results in a stabilizing shift
of the charge towards the center of the molecule. Conversely, the
charge transfer in the opposite direction results in the very unstable
structure shown in Figure 5.6.

 

 

Figure 5.5: Charge transfer single charge (CTSC) excitation in hexatriene.

Starting from the local ions with the positive charge localized on
the central bond, instead, there are only two possible charge transfer
processes, among which only one plays an important role in the wave
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Figure 5.6: Unstable charge transfer excitation in hexatriene.

function and has to be included in the model space. This is reported
in Figure 5.7 and consists in a charge transfer single charge analogue
to the one shown in Figure 5.5. The other one is represented in Fig-
ure 5.8 and it is clearly unstable due to the value and position of its
charges.

 

 

Figure 5.7: Charge transfer single charge (CTSC) excitation in hexatriene.

 

 

Figure 5.8: Unstable charge transfer excitation in hexatriene.

As one may see from the first entries of Tables 5.2, 5.3 and 5.4
(OVB LI and OVB LI+CT), considering the relevant charge transfer
determinants discussed above (here indicated as CT for simplicity) in
addition to the local ions greatly improves the description of all the
n states considered. This results may be further improved consider-
ing also the internal correlation (IC) determinants (OVB LI+CT+IC).
However, the error with respect to the CASCI energy increases with
the length of the chain, as already seen for the neutral ground state
(Table 4.4). The proposed solution to this behavior is the application
of the second order intermediate Hamiltonian theory. As reported in
the tables, the dressing allows to obtain energies value in very good
agreement with the CASCI energy for all the states considered. There-
fore, the procedures defined for the neutral ground state works well
also for the cations with only minor revisions.

It is interesting to see that the results obtained using the model
space spanned only by the LI and CT determinants are very good,
even without the presence of the internal correlation determinants.
Therefore, the cations differ from the neural systems, where the IC are
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of fundamental importance for their description. This is not surpris-
ing, considering the lower number of possible IC excitations doable
on the local ions and the intrinsic delocalized nature of a ionized
molecule.

Table 5.2: CI energies of butadiene cation, before and after the Hint2 dress-
ing.

Butadiene I II

OVB LI -154.612847 -154.507513

OVB LI+CT -154.655818 -154.561514

OVB LI+CT+IC -154.676176 -154.581325

OVB-Hint2 LI -154.709296 -154.576473

OVB-Hint2 LI+CT -154.689733 -154.592542

OVB-Hint2 LI+CT+IC -154.687981 -154.588368

CAS-CI -154.685491 -154.588230

Table 5.3: CI energies of hexatriene cation, before and after the Hint2 dress-
ing.

Hexatriene I II III

OVB LI -231.509934 -231.431948 -231.360056

OVB LI+CT -231.583723 -231.491791 -231.442849

OVB LI+CT+IC -231.622080 -231.532799 -231.478511

OVB-Hint2 LI -231.693624 -231.575371 -231.502643

OVB-Hint2 LI+CT -231.663000 -231.577346 -231.519799

OVB-Hint2 LI+CT+IC -231.659795 -231.573550 -231.516893

CAS-CI -231.655009 -231.573713 -231.519722

5.2 excited states

The analysis of the spectroscopic properties of conjugate polyenes is
not straightforward, especially for what concerns the shortest terms
of the series. Indeed, one has to take into account what follows:

• the first excited states are very close in energy;

• their energetic order is not univocally defined;

• they may present a neutral or covalent nature.
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Table 5.4: CI energies of decapentaene cation, before and after the Hint2
dressing.

Octatetraene I II III IV

OVB LI -308.395098 -308.338269 -308.272920 -308.223291

OVB LI+CT -308.487170 -308.406015 -308.344441 -308.323076

OVB LI+CT+IC -308.542945 -308.466674 -308.402937 -308.374882

OVB-Hint2 LI -308.659865 -308.561446 -308.479490 -308.439086

OVB-Hint2 LI+CT -308.622191 -308.546391 -308.483892 -308.452306

OVB-Hint2 LI+CT+IC -308.618157 -308.541894 -308.479609 -308.450610

CAS-CI -308.611796 -308.543088 -308.490717 -308.457117

The ground state geometry of these molecules belongs to the C2h
point group, with four irreducible representations: Ag, Au, Bg and
Bu. The first two excited states are indicated with 21A−

g and 11B+
u ,

where the labels "+" and "-" refer to the particle-hole pseudo-symmetry.
Indeed, numbering the occupied orbitals starting from the HOMO
(and descending in energy) and the unoccupied orbitals starting from
the LUMO (and increasing in energy), one may see that in an in-
dependent particle model the orbital energies are symmetrically dis-
posed (εi ′=-εi) and the energy of the configuration obtained with
the excitation i → j ′ (the HOMO → LUMO + 1, for instance) is the
same of the one obtained with j → i ′ (the HOMO - 1 → LUMO,
for instance). These two degenerate configurations may be combined
in-phase or out-of-phase, generating the plus (covalent) and minus
(neutral) states, respectively. More details concerning the effect of this
symmetry on the nature of the excited states and the selection rules
can be found in Ref. (76).

The relative energetic order of the first two excited state is not clear,
at least for the first terms of the polyenes series. Starting from octate-
traene, indeed, the 21A−

g is known to be the first excited state, while
for shorter polyenes it remains a matter of discussion. In hexatriene,
for instance, these two states are virtually degenerate (76).

The 11A−
g → 21A−

g transition is forbidden both for spatial sym-
metry and for the particle-hole pseudo-symmetry (21A−

g is the dark
state), while the transition to 11B+

u (the bright state) is allowed and it
can be observed experimentally with a strong absorption. Given the
quasi-degeneracy of the two states, this absorption completely hides
the very weak transition to the 21A−

g state.
The ionic 11B+

u state is of simple theoretical interpretation within
the molecular orbitals scheme, being represented mainly by the HOMO
→ LUMO excitation. The covalent 21A−

g , conversely, is a complex mix-
ing of HOMO - 1 → LUMO, HOMO → LUMO + 1 and [HOMO →
LUMO]2 and its nature cannot be easily understood within the MO
scheme. Using a local approach, instead, this state can be seen as a sin-
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glet obtained from the product of two triplet excitation localized on
the two halves of the molecule. This interpretation has been deduced
using semi-empirical methods (77, 78) and it will receive an ab-initio
confirmation, based on orthogonal valence bond, in the following of
this chapter.

5.2.1 Computational details

The computational details are the very same used for the study of the
neutral ground state (Section 4.2). The orthogonal valence bond anal-
ysis is made using the strongly localized molecular orbitals (SLMOs,
or simply LMOs), optimized for the neutral ground state.

5.2.2 Orthogonal valence bond structures

As seen in the previous chapter, the ground state is described to a
good approximation using just a three types of determinants: the
Lewis, the charge transfer (CT) and the internal correlation (IC) struc-
tures. However, as shown in Table 5.5 for hexatriene and Table 5.6
for octatetraene, the weight of these determinants is very small in
the 21A−

g excited state. The wave function for this state has a strong
multireference nature and the individuation of a meaningful model
space (useful for the interpretation of the electronic structure) is not
straightforward.

Table 5.5: Weight of Lewis, CT and IC determinants in the ground state and
in the 21A−

g state, hexatriene

weight in GS weight in 21A−
g

Lewis 0.730 0.065

IC (e) 0.034 0.001

IC (i) 0.033 0.001

CT (e→i) 0.027 0.014

CT (i→e) 0.030 0.009

Analyzing the wave function of both hexatriene and octatetraene,
it results that the most important determinants have four unpaired
electrons, two α and two β, occupying four different orbitals: two
bonding π orbitals (hereafter indicated with a and b) and the two
corresponding π∗ (hereafter a∗ and b∗). There are several ways to
arrange the spin of the four electrons in four orbitals, therefore the
number of these determinants is large and their weights are small.
Taking into account such a large number of determinants would re-
sult in a difficult interpretation of the wave function and of its nature.
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Table 5.6: Weight of Lewis, CT and IC determinants in the ground state and
in the 21A−

g state, octatetraene

weight in GS weight in 21A−
g

Lewis 0.633 0.065

IC (e) 0.029 0.002

IC (i) 0.029 0.001

CT (e→i) 0.024 0.001

CT (i→i) 0.025 0.006

CT (i→e) 0.027 0.000

To overcome this problem, a convenient procedure is to perform a
contraction of these determinants into new structures, which allows
to concentrate the information contained in a large numbers of deter-
minants in a few but meaningful structures. Basically, this consists in
taking into consideration only a small number of structures obtained
as linear combination of a larger number of determinants.

The contraction coefficients used in the linear combinations are
obtained looking at the spin eigenfunctions of a system composed
of four unpaired electron. In order to do this, one has to build the
branching diagram shown in Figure 5.9. It indicates that in the case
of four unpaired electrons one may obtain a quintet (S = 2), three
triplets (S = 1) and two singlets (S = 0). Given that the 21A−

g state
is a singlet, the contraction coefficients are those coming from the
singlet eigenfunctions.

In order to do this, one has to subsequently apply the lowering op-
erator, S− = S−(1)+S−(2)+S−(3)+S−(4), to the highest multiplicity
state, that is, the Sz = 2 component of the quintet, allowing one to
obtain its Sz = 1 and Sz = 0 components.

Φ
q
Sz=2

= ‖aa∗bb∗‖ (5.1)

Φ
q
Sz=1

= S−Φ
q
Sz=2

=

=
1

2
(‖āa∗bb∗‖+ ‖aā∗bb∗‖+ ‖aa∗b̄b∗‖+ ‖aa∗bb̄∗‖)

(5.2)

Φ
q
Sz=0

= S−Φ
q
Sz=1

=

=
1√
6
(‖āā∗bb∗‖+ ‖āa∗b̄b∗‖+ ‖āa∗bb̄∗‖+

+ ‖aā∗b̄b∗‖+ ‖aā∗bb̄∗‖+ ‖aa∗b̄b̄∗‖)

(5.3)

The various components of the quintet describe the coupling of two
local triplets on the A and B double bonds.
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Figure 5.9: Spin branching diagram. n is the number of electrons and S in-
dicates the total spin of the obtained spin eigenfunction.

The Sz = 1 components of the triplets are chosen to be orthogonal
to the Sz = 1 component of the quintet:

Φt1Sz=1 =
1

2
(‖āa∗bb∗‖+ ‖aā∗bb∗‖− ‖aa∗b̄b∗‖− ‖aa∗bb̄∗‖)

(5.4)

Φt2Sz=1 =
1

2
(‖āa∗bb∗‖− ‖aā∗bb∗‖+ ‖aa∗b̄b∗‖− ‖aa∗bb̄∗‖)

(5.5)

Φt3Sz=1 =
1

2
(‖āa∗bb∗‖− ‖aā∗bb∗‖− ‖aa∗b̄b∗‖+ ‖aa∗bb̄∗‖)

(5.6)

One can see that they describe the coupling of a triplet on one of
the double bonds with a triplet or singlet on the other bond.

Then, to obtain the Sz = 0 of the triplets one applies the lowering
operator to the above functions, which leads to:

Φt1Sz=0 =
1√
2
(‖āā∗bb∗‖− ‖aa∗b̄b̄∗‖) (5.7)

Φt2Sz=0 =
1√
2
(‖āa∗b̄b∗‖− ‖aā∗bb̄∗‖) (5.8)

Φt3Sz=0 =
1√
2
(‖āa∗bb̄∗‖− ‖aā∗b̄b∗‖) (5.9)
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Finally, the two singlets are calculated as functions orthogonal to
the Sz = 0 components of the quintet and the triplets:

Φs1 =
1

2
√
3
(2‖āā∗bb∗‖− ‖āa∗b̄b∗‖− ‖āa∗bb̄∗‖

− ‖aā∗b̄b∗‖− ‖aā∗bb̄∗‖+ 2‖aa∗b̄b̄∗‖)
(5.10)

Φs2 =
1

2
(‖āa∗b̄b∗‖− ‖āa∗bb̄∗‖+ ‖aā∗b̄b∗‖− ‖aā∗bb̄∗‖) (5.11)

Among these two singlets, the first describes a singlet coupling of
two local triplets on the two double bonds, while the second singlet
comes from the coupling of two singlets on the two double bonds.

Therefore, the new structures may be obtained contracting the de-
terminants using the coefficients shown in the above equations. By
comparison with the full wave function, one may see that for the
21A−

g excited state, only the first singlet spin eigenfunction is rele-
vant (Equation 5.10). This is evident from Tables 5.7 and 5.8, which
show that the coefficients of the determinants in the wave function
(overlooking the phase, which depends on how the determinants are
written inside the program package) are almost proportional to the
coefficients in Equation 5.10.

The structures here considered, labelled T2T3, describe the excita-
tion π2 → π∗2 coupled with the excitation π3 → π∗3. They can be seen
as local triplets, localized on each bond, interacting together.

Obviously, there are other similar structures to be considered for
the description of the wave function. In Table 5.9, the main contracted
structures, in terms of weight, of the hexatriene CASSCF wave func-
tion are reported. In addition to the T2T3 structure already described
(and its symmetry partner T1T2), one may see the T1T3 structure,
which differs from the previous only for the distance between the
two excitations (responsible for the slightly smaller weight) and the
T1T2T3 structure, that is, the coupling between three triplet excita-
tions, one per bond (this structure is the results of the contraction
of 20 determinants). Together with the Lewis determinant, these con-
tracted structures cover the 56% of the wave function, a very good
result considering the highly multireference nature of the 21A−

g ex-
cited state.

The case of octatetraene is very similar to hexatriene. Of course, one
has to consider more excited structures, included the ones with three
and four unpaired electrons. The relative weights of these structures
are almost equal to hexatriene, while their total weight sums up to
45%. This has to be compared to the 56% of hexatriene.
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Table 5.7: Example of new structure (T2T3) obtained from the contraction of
several determinants in hexatriene. Both the CASSCF wave func-
tion coefficients and the contraction coefficients are reported.

 

 

T2T3 structure Weight = 0.150

Determinant Wave function c. Contraction c.

 

 

0.1093 1/2
√
3

 

 

0.1093 1/2
√
3

 

 

−0.2235 −1/
√
3

 

 

−0.2235 −1/
√
3

 

 

−0.1138 −1/2
√
3

 

 

−0.1138 −1/2
√
3

5.2.3 Truncated CI matrices

As stated in the previous section, a possible solution to the highly
multireference nature of the wave function of the 21A−

g excited state
can be achieved using a contraction scheme. This allows to identify a
subset of relevant structures which play an important role in a given
electronic state.

For hexatriene and octatetraene, the most important structures are
the ones identified as the coupling between local triplets, labelled as
TxTy, where x and y are indices referring to the bond in which the
triplet excitation occurs. Specifically, the leading structure, both for
hexatriene and octatetraene, is the T2T3 (that, in hexatriene, is equiv-
alent to T1T2 for symmetry reasons). It interesting to analyze how
these structures interact with the others structures belonging to the
CAS space. Table 5.10 and 5.11 report the most relevant interactions,
together with the weight of the interacting structures in the CASSCF
wave function.
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Table 5.8: Example of new structure (T2T3) obtained from the contraction
of several determinants in octatetraene. Both CASSCF the wave
function coefficients and the contraction coefficients are reported.

 

 

T2T3 structure Weight = 0.097

Determinant Wave function c. Contraction c.

 

 

0.0884 1/2
√
3

 

 

0.0884 1/2
√
3

 

 

−0.1816 −1/
√
3

 

 

−0.1816 −1/
√
3

 

 

−0.0932 −1/2
√
3

 

 

−0.0932 −1/2
√
3

In addition to the internal correlation and charge transfer excita-
tions made on top of the T2T3 structures, similar to those already
seen in the analysis of the ground state, there are other relevant exci-
tations to be taken into account. The p21T2T3 structures, for instance,
represents the propagation of a particle (an electron) from the anti-
bonding orbital π∗2 to the adjacent antibonding π∗1, while the h21T2T3
represent the hole propagation from the bonding orbital π2 to the ad-
jacent π1. As reported in the tables, their weight in the wave function
is not negligible both for hexatriene and octatetraene and they have a
strong interaction with the T2T3 structure.

It must be noted that the interactions reported in tables are trans-
ferable from hexatriene to octatetraene, and they are similar to the
interactions taking place in the ground state (see Table 4.3). Therefore,
it would be possible to derive a model Hamiltonian similar to the one
developed for the ground state, allowing the study of the larger terms
of the linear conjugate polyenes series. However, to achieve this task
a much deeper analysis of the 21A−

g state is compulsory, including
the definition of a comprehensive model space and the application of
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Table 5.9: Contracted structures with their weight in the hexatriene wave
function.

Representation Structure Weight

 

 

T1T2 0.150

 

 

T2T3 0.150

 

 

T1T3 0.131

 

 

T1T2T3 0.066

 

 

Lewis 0.065

an intermediate Hamiltonian scheme that would present more diffi-
culties compared to the case of the ground state. For this reason, it
will be addressed in future works.

For now, the model space here defined contains the relevant struc-
tures reported in the above tables and the energies of the truncated CI
obtained in this space are reported in Table 5.12. For hexatriene, both
the ground state and the 21A−

g are well represented using only 41

contracted structures (involving 176 determinants out of 400 defining
the CAS space). The error in the excitation energy (the energy differ-
ence between the two states) is less than 0.5 eV and it is acceptable
in a truncated scheme. For octatetraene, however, the same error in-
creases to more than 2 eV, indicating that a more refined model space
is needed to achieve adequate results. It must be stressed, anyway,
that in the case of octatetraene these results are obtained using 60

structures involving only 491 determinants out of the 4900 determi-
nants of the CAS space.

5.2.4 Conclusions

Preliminary results on the analysis of the 21A−
g state of hexatriene

and octatetraene have been reported, highlighting the difference in
the electronic structures when compared to the ground state. The
highly multireference nature of the wave function does not allow a
clear definition of a model space involving few determinants but the
use of contracted structures helps to solve this problem. Given the sat-
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Table 5.10: Interactions with the T2T3 structure and weights in the CASSCF
wave function of some relevant structures in hexatriene.

Representation Structure Weight Int. with T2T3 (eV)

 

 

p21T2T3 0.042 1.89

 

 

h21T2T3 0.041 1.43

 

 

CT32 0.014 2.18

 

 

CT23 0.009 2.11

 

 

CT12T2T3 0.008 1.55

 

 

CT21T2T3 0.008 1.60

 

 

IC1T2T3 0.009 3.72

 

 

p32T2T3 0.006 2.31

 

 

p23T2T3 0.006 2.33

 

 

h32T2T3 0.004 1.75

 

 

h23T2T3 0.003 1.77

isfactory description of the wave function using only few structures, it
has been demonstrated, using ab-initio methods, that the 21A−

g state is
indeed a singlet obtained from the linear combination of products of
two triplet excitations localized on two double bonds of the molecule.
Further improvements are needed, especially for what concerns the
definition of a comprehensive model space suitable for the applica-
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Table 5.11: Interactions with the T2T3 structure and weights in the CASSCF
wave function of some relevant structures in octatetraene. Given
the symmetry of the molecule, only half of the structures is re-
ported.

Representation Structure Weight Int. (eV)

 

 

p21T2T3 0.021 1.89

 

 

h21T2T3 0.020 1.43

 

 

CT23 0.006 2.15

 

 

IC1T2T3 0.005 3.72

 

 

p23T2T3 0.003 2.29

 

 

CT21T2T3 0.004 1.60

 

 

CT12T2T3 0.004 1.55

Table 5.12: Energies of the truncated CI for hexatriene and octatetraene. The
structures here considered are those reported in Tables 5.10 and
5.11, together with other relevant ones.

GS 21A−
g

Hexa Octa Hexa Octa

N. deter-
minants

400 4900 400 4900

ECASSCF -231.960954 -308.897909 -231.724769 -308.689296

N. struc-
tures

41 60 41 60

Econtracted -231.945874 -308.854582 -231.693452 -308.567601

∆E (eV) -0.41 -1.18 -0.85 -3.31



82 linear conjugated polyenes : cations and excited states

tion of the intermediate Hamiltonian method leading to the possibil-
ity of defining a model Hamiltonian able to reproduce the behavior
of the excited states of larger polyenes.



6
A R O M AT I C C O M P O U N D S : B E N Z E N E

Since the discovery of benzene in the nineteenth century, aromatic
compounds have been a matter of interest due to their particular
properties. Both the theoretical and experimental literature is filled
with contributions concerning these compounds. From a quantum
chemistry point of view, a complete understanding of the peculiar
electronic structure and reactivity of benzene and its derivatives is of
paramount importance.

In this chapter, an orthogonal valence bond (OVB) reading of the
CASSCF wave function of benzene is reported, using the same tools
developed in the above parts of this work. For what concerns the ben-
zene molecule, a similar approach has been followed by Hirao in 1996

(79), who performed an analysis of the CASSCF wave function based
on orthogonal valence bond structures, using the so-called CASVB
method. Although being very interesting, in this study the attention
has been focused on the weights of the structure in the CASSCF wave
function, while the energy of the structures and their mutual interac-
tions have been ignored. It is more interesting, indeed, to understand
why some structures are more important than others, and this can be
achieved knowing their energies and how they interact among them-
selves.

In the following, several approaches have been exploited, each one
based on a different contraction scheme of the Slater determinants
composing the wave function. As evident from what reported below,
each one of these schemes offers a different point of view allowing
one to understand different aspects of the electronic structure of this
system.

6.1 computational details

The ground state of benzene is computed at the hexagonal experi-
mental geometry (bond lengths of 1.397 Å for C-C and of 1.084 Å
for C-H) using the cc-pVDZ correlation consistent double zeta basis
set (80), which has contraction (9s,4p,1d)/[3s,2p,1d] for the C atoms
and (4s,1p)/[2s,1p] for the H atoms. The molecule lies in the xy plane
with the π orbitals obtained as combinations of the pz atomic orbitals.
The geometry and the basis set have been chosen to allow a clear com-
parison with the results reported in Ref. (79). Complete Active Space
Self Consistent Field (CASSCF) calculations have been performed us-
ing the Molcas 7.8 package (48). The active space contains the six π
electrons in the six π active orbitals.

83
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The localization of the molecular orbitals and the OVB reading of
the CASSCF wave function have been done using a set of codes devel-
oped in the Theoretical Chemistry group of the University of Ferrara.

6.2 orbitals

The six symmetry-adapted (delocalized) CASSCF π active orbitals are
depicted in Figure 6.1: they belong to one of the irrep of the molecu-
lar symmetry point group (D6h) and they closely resemble the MOs
computed in the simple Hückel method, with the only difference that
they are optimized in the molecular reality.

1 2 3

4 5 6

Figure 6.1: Symmetry adapted delocalized molecular orbitals of benzene.

1 2 3

6 5 4

Figure 6.2: Atomic-like localized molecular orbitals of benzene.
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By exploiting the invariance property of the CAS wave function
with respect to any unitary transformation among the active orbitals,
the symmetry adapted MOs can be localised on the carbon atoms,
maintaining the orthogonality constraint (51, 79). Many methods to
obtain such localized molecular orbitals (LMOs) have been developed
and they can be based on some internal criterion (49, 50), or on exter-
nal criteria (see Section 4.3). In the localization procedure here used,
the unitary transformation maximises the overlap of the transformed
orbitals with a set of (possibly non orthogonal) strongly localized ref-
erence orbitals, which in the present case are one of the pz functions
of the basis set (the same function on the various C atoms). In the
simple case of benzene, this is equivalent to the localization transfor-
mation which one can deduce from simple symmetry considerations.

The localized MOs (OAOs) are shown in Figure 6.2. For each OAO,
two out-of-phase orthogonalization tails on the adjacent C atoms can
be observed. The consequences of such tails have been widely inves-
tigated by both VB and OVB points of view (23, 81, 82), as well as
in Chapter 4. In a recent paper (23), the role of these orthogonaliza-
tion tails in the H2 has been reconsidered and it has been shown that,
rather than describing a delocalization, they actually account for a
reduction of the density of a given OAO on the neighbor atoms.

By performing a full CI within the OAOs active space one recovers
the CASSCF wave function as a linear combination of the determi-
nants written in terms of OAOs, which in turns can be interpreted
as OVB structures (OVB-S), that is, possible distributions of the elec-
trons in the OAOs. These determinants can then be combined to build
Rumer structures (RS), which are normalized linear combinations of
structures showing a singlet coupling of the electrons involved in a
bond. The Rumer structures are arbitrarily built with reasonable cri-
teria, and they represent just one of the possible choices to couple the
electrons in the molecule. Finally, the Rumer structures can be com-
bined in order to satisfy the molecular symmetry (symmetry adapted
RS, SA-RS).

As a result, the CAS wave function can be expanded on different
objects, all based in OAOs: OVB-S, RS or SA-RS, grouped for order
of ionicity (defined as the number of + and - carbon atoms couples in
the molecule) as shown in table 6.1, where the number of structures
for each case is reported. Such objects are not necessarily orthogo-
nal, even working with an orthogonal one-electron basis. In particu-
lar, only the RS and SA-RS characterized by the same distribution of
charge may be non orthogonal, while two RS or SA-RS with different
charge distribution are orthogonal objects.

In the following sections, a closer insight to the structure of the
Hamiltonian matrix for each expansion basis is given. Also, the rea-
sons of the non-orthogonality of RS and SA-RS is further examined.
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Table 6.1: Number of OVB, Rumer and symmetry-adapted Rumer structures
(OVB-S, RS, and SA-RS, respectively) spanning active space of ben-
zene, sorted for the order of ionicity.

Neutral Single Ionic Double Ionic Triple Ionic

OVB-S 20 180 180 20

RS 5 60 90 20

SA-RS 2 6 11 3

6.3 ovb structures

The reading of the wave function granted by OVB-S allows the indi-
viduation of effective parameters. Under this view, the determinants
are orthogonal, in contrast with the classic VB structures. The OVB-S
with a large weight in the CASSCF wave function and their energies
are shown in Table 6.2.

From this table, it is evident that determinants carrying the same
charge distribution are almost degenerate. This is an expected result
since the differences in energy are due to exchange terms, usually
small quantities. The OVB-S with the lowest energy, D1, presents four
couples of neighbor parallel spins, and their energy expression con-
tains, besides other terms common to all neutral structures, four stabi-
lizing exchange integrals between neighbor electrons (hereafter indi-
cated with Kab). The D2 structures have only two couples of neighbor
parallel spins and their energy expression contains the same terms as
the D1 case but only two exchange integrals. Hence, the energy of
D2 is higher than that of D1 by 2 Kab and the energy of D2 is lower
than the one of D3 (where all neighbor spins are antiparallel) by the
same quantity. One can note that since the exchange integral between
local orbitals decreases almost exponentially, the interaction between
electrons on atoms not directly linked is almost vanishing.

By diagonalization of the neutral subspace only, the lowest singlet
eigenvalue is higher in energy than some of the quintets by a quantity
of 0.076 eV and than the septuplet by a quantity of 0.241 eV. Since the
septuplet describes the complete uncoupling of the electrons in the
molecule, its energy is based only on the great number of exchange
interactions. Once more, it is worth noticing that the neutral OVB-S
does not describe a bonding situation: all the eigenvalues (either sep-
tuplet, quintets or singlets) are almost degenerate. In the neutral struc-
tures the electrons are strongly constrained on their site and the only
stabilization inside the neutral subspace comes from the exchange in-
tegrals. Since the neutral singlet structures count less exchange inte-
grals (Kab) than the septuplet and than some of the quintets, they are
expected to be higher in energy. In order to achieve a correct descrip-
tion of the chemical bond in OVB, the interaction between neutral
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Table 6.2: Energy (E) and coefficient in the CASSCF wave function (C) of the
most important OVB-S. A symbol is associated to each OVB-S for
the discussion (see text) and the number of similar (degenerate)
structures is also reported. The energy of the D1-like structures
(-230.154175 hartree) is taken as reference.

Symbol Deg. OVB-S Coeff. E (eV)

D1 6 0.029 0.000

D2 12 0.102 0.279

D3 2 0.232 0.525

D4 24 0.064 7.563

D5 24 0.100 7.690

D6 48 0.025 10.511

D7 48 0.049 10.645

D8 24 0.041 11.325

and ionic OVB-S must be considered: the effect introduced by such
interaction represents the possibility to delocalize the electrons on
neighboring sites. It must be highlighted that this is the same effect
seen in the OVB analysis of the hydrogen dimer in Chapter 3.

Starting from the energy of D1 (or a neutral OVB-S whatsoever)
it is possible to esteem the energy of the single ionic structures. This
can be achieved by considering the sum of the Ionization Potential (IP)
and Electron Affinity (EA) absolute values, as well as the stabilization
integrals due to the charge separation of one bond, two bonds or
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three bonds: such values are addressed hereafter with J1 2, J1 3 and
J1 4 respectively. The energies of the ionic forms computed in this way
are reported in Table 6.3, where the values of IP and EA (following
the Koopmans’ approach) and of J1 2, J1 3 and J1 4 are also reported.

Table 6.3: IP, EA and estimated energy values (referred to the energy of D1 in
Table 6.2). The estimated energies are obtained from the difference
between IP+EA and the J terms.

- IP=9.509 eV

- EA=7.045 eV

IP+EA=16.554 eV

orthoionic J1 2=8.798 eV estimated energy= 7.756 eV

metaionic J1 3=5.579 eV estimated energy=10.975 eV

paraionic J1 4=4.879 eV estimated energy=11.675 eV

Even though the IP and EA values are calculated without taking
into account the orbital relaxation for the cation and the anion, the es-
timated energies of the single ionic structures are in good agreement
with the ones obtained at CAS level for all simply ionic structures.

Examining further the ionic structures, it is evident that the charge
transfer which generates an ionic structure has a major impact on
the energies of the OVB-S, e.g. the neutral D1 and single ionic D4

configurations differ by 7 eV. For the single ionic OVB-S, the energies
increase with the charge separation, as happens from D4 to D6.

The coefficients of the OVB-S in the CASSCF wave function do not
follow what is expected from their energies. As one can notice, a
higher energy do not imply a lower coefficient. For the neutral OVB-
Ss, D1 D2 and D3, which are close in energy, differences up to one
order of magnitude on the coefficients are observed, with the highest
energy OVB-S (D3) showing the largest coefficients. A similar effect
is found also for the ionic OVB-Ss: although D6 is 0.8 eV lower in
energy than D8, its coefficient is almost half of that of D8’s one.

In order to understand the origin of this behavior, an analysis of
the interactions between the OVB-Ss is required.

The study of the interactions considers only the main interaction el-
ements (which are mono-electronic or coulombic in nature), neglect-
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ing the exchange terms: the exchange interactions (0.15 eV) are at
least one order of magnitude lower than the coulombic ones (3.8 eV).
This approximation aims to highlight the main effects on the coeffi-
cients coming from the interactions, although one has to keep in mind
that the results are approximated. The main interaction elements are
found between OVB-S differing by the transfer of one electron be-
tween neighbor atoms. This interaction is usually called hopping inte-
gral and indicated with tab. In the present study, the hopping integral
was found to be 3.8 eV.

〈 ∣∣∣∣∣ Ĥ
∣∣∣∣∣

〉
= 3.8 eV

〈 ∣∣∣∣∣ Ĥ
∣∣∣∣∣

〉
= 3.8 eV

〈 ∣∣∣∣∣ Ĥ
∣∣∣∣∣

〉
= 3.8 eV

〈 ∣∣∣∣∣ Ĥ
∣∣∣∣∣

〉
= 3.8 eV

Figure 6.3: Interactions between OVB-S differing by the transfer of one elec-
tron between neighbor atoms.

As one can notice from Figure 6.3, these interactions appear either
within the same ionic subspace (bottom right part) or between OVB-
S of different ionicity. The spin distribution in a given OVB-S has a
negligible influences on the tab values, but the possibility to transfer
an electron (with its spin) to a neighboring atom strongly depends
on the spins in the sites involved in the CT: the transferred electron
must satisfy Pauli’s exclusion principle. For this reason, only 4 charge
transfer to neighboring atoms can be performed on the D1 OVB-S
(Figure 6.4, left), hence it interacts by tab with 4 single ionic OVB-S.
On the other hand, all CTs (12) are allowed on the D3 OVB-S (Figure
6.4, right), so it interacts by tab with 12 single ionic OVB-Ss. Such
a high number of strong interactions explains why the coefficients
in the CASSCF wave function of the D3 OVB-S are much larger than
those of the D1 OVB-Ss, despite the fact that they are higher in energy.

Figure 6.4: Possible charge transfers for D1 and D3.
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6.4 rumer structures

The Rumer structures are the most chemist-friendly representation
of the electronic structure of a molecule. They have such a central
role that they are normally called de facto "VB structures". From the
graphical point of view, they are represented reporting the "bond-
ing scheme" between the atoms, such as, for instance the two Kekulé
structures reported in Figure 6.5.

ψk1 ψk2

Figure 6.5: The two Kekulé structures.

If also the ionic forms are considered, 175 Rumer structures can be
drawn, corresponding to the 175 possible singlet spin coupling for
this system.

In order to connect the RSs to the OVB-Ss, one can write a given RS
as a wave function in which the two electrons forming a bond are cou-
pled as a singlet. Here we follow the same strategy, but using OAOs
instead of pure atomic orbitals. An example is given in the following:
the Kekulé structures reported in Figure 6.5 can be obtained as

ψk1 =

∥∥∥∥(1 2̄− 1̄ 2√
2

)(
3 4̄− 3̄ 4√

2

)(
5 6̄− 5̄ 6√

2

)∥∥∥∥
ψk2 =

∥∥∥∥(6 1̄− 6̄ 1√
2

)(
2 3̄− 2̄ 3√

2

)(
4 5̄− 4̄ 5√

2

)∥∥∥∥
(6.1)

and, by developing ψk1 one has:

ψk1 =
1

2
√
2

(∥∥1 2̄3 4̄5 6̄∥∥− ∥∥1 2̄3 4̄ 5̄ 6∥∥+ ∥∥1 2̄ 3̄ 4 5̄ 6∥∥− ∥∥1 2̄ 3̄ 45 6̄∥∥+∥∥1̄ 2 3̄ 45 6̄∥∥− ∥∥1̄ 23 4̄5 6̄∥∥+ ∥∥1̄ 23 4̄ 5̄ 6∥∥− ∥∥1̄ 2 3̄ 4 5̄ 6∥∥)
(6.2)

In Figure 6.6 the composition of the first Kekulé structure in terms
of the eight neutral OVB-Ss is shown. The coefficient of the OVB-Ss
in the linear combination are fixed by the bonding scheme defined in
the RS.

A similar development can be done for ψk2. It is worth noticing
that among the OVB-Ss spanning ψk1, only two are in common with
ψk2: the two all-alternated spin determinants (also known as Neel
structures)

∥∥1 2̄ 3 4̄ 5 6̄∥∥ and
∥∥1̄ 2 3̄ 4 5̄ 6∥∥ are included in both Kekulé

structures. Such determinants are responsible for the overlap between
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1
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3
4
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6
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2

( − + − +

− + − )

Figure 6.6: Eight neutral OVB-Ss generating the first Kekulé structure, as
described in Equation 6.2.

ψk1 and ψk2. Following this scheme it is easy to compute the overlap
between two general RSs and, for the two Kekulé RSs, one has:

〈ψk1|ψk2〉 = Sk1,k2 =
1

4
(6.3)

The 175 RSs can be organized in 22 groups of degenerate struc-
tures (connected by symmetry operations), shown in Figure 6.7. They
are hereafter indicated by the corresponding acronym (see caption of
Figure 6.7).

The energies of the RSs are reported in Table 6.4, together with their
coefficient in the CASSCF wave function. A few general trends can be
identified. The energy of the RSs is mainly controlled by the order
of ionicity and by the distance and disposition of the charges follow-
ing three intuitive rules: i) the larger the ionicity order, the higher
the energy; ii) the farther the opposite charges (for instance in the
singly ionic structures) the higher the energy; iii) the energy is lower
if positive and negative charges are alternate.

Concerning the bonding scheme, the energy is lower if the bonds
connect farther atoms: the energy of the Dewar RSs is lower than
the energy of the Kekulé RSs (and similarly for the other cases). This
result can look counter-intuitive, but actually it is not within the OVB
scheme: the singlet coupling of two electrons on two different atoms
increases the energy with respect to the triplet coupling by a quantity
2 Kab. This quantity decreases almost exponentially with the distance.
In the Kekulé RSs there are three singlet couplings between close
atoms, while in the Dewar RSs one of this coupling is between distant
atoms, leading to a lower energy for such RSs.

Similarly to the OVB-S case, the magnitude of the coefficient does
not reflect the energy ordering. Indeed, according to Table 6.4, the
RS with the lowest energy (the D RS, Figure 6.7) does not have the
largest coefficient. Again, this result can be understood considering
the interactions between the RSs.

The largest interactions are found, once more, between RSs differ-
ing by a charge transfer between neighbor atoms. This quantity is a
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(2) K (3) D (12) OK (12) OD (12) M1 (12) M2

(6) P1 (6) P2 (6) DI1 (12) DI2 (6) DI3 (6) DI4

(6) DI5 (12) DI6 (12) DI7 (6) DI8 (6) DI9

(12) DI10 (6) DI11 (2) TI1 (12) TI2 (6) TI3

Figure 6.7: Rumer structures. Multiplicity for each group of degenerate
structures is reported in round brackets. For each group an
acronym is reported to identify the group (K=Kekulé, D=Dewar,
OK= Ortho ionic Kekulé, OD= Ortho ionic Dewar, M=Meta ionic,
P= Para ionic, DI=Double Ionic, TI= Triple Ionic).

hopping integral and is indicated here with Tab to distinguish it from
the tab related to the same quantity in the case of the OVB-Ss.

In the example shown in Figure 6.8 (the first Kekulé structure, ψk1,
and a structure obtained by a charge transfer on it, ψok1) the interac-
tion is 5.4 eV. By expanding ψk1 and ψok1 on the OVB-S basis, one
verifies that each one of the eight OVB-S of ψk1 presents an inter-
action with only one of the four OVB-S of ψok1, in particular, the
one with the same spin distribution for the four unpaired electrons.
Moreover, the contribution of this couple of OVB-Ss to Tab is tab. The
signs of the coefficients of the two OVB-Ss in ψk1 and ψok1 and that
of the interaction are equal so that the product has a positive sign.
Finally, it is worth noticing that ψk1 contains all the OVB-S interact-
ing with the OVB-S of ψok1, the other twelve neutral OVB-S showing
a vanishing interaction with them. These considerations have impor-
tant consequences also for other type of interactions. In conclusion,
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Table 6.4: Energies and coefficients in the CASSCF wave function of the
Rumer Structures (RSs).

Bond
group

COVB EOVB(eV) Bond
group

COVB EOVB(eV)

K 0.209 0.218 DI4 0.061 14.576

D 0.079 0.000 DI5 0.048 16.666

OK 0.128 7.852 DI6 0.055 17.933

OD 0.072 7.634 DI7 0.055 17.933

M1 0.047 10.787 DI8 0.019 22.266

M2 0.047 10.787 DI9 0.019 22.266

P1 0.024 11.275 DI10 0.013 25.624

P2 0.059 11.697 DI11 0.005 29.250

DI1 0.097 13.040 DI12 0.087 15.779

DI2 0.071 13.870 TI1 0.025 25.567

DI3 0.061 14.576 TI3 0.002 40.948

there are eight additive interactions of magnitude tab=3.8 eV. Hence,
the interaction between ψk1 and ψok1 is:

〈ψk1|Ĥ|ψok1〉 =
ntab tab

4
√
2

=
8 · 3.8 eV
4
√
2

=
√
2 · 3.8eV = 5.4 eV (6.4)

ψk1 ψok1

Figure 6.8: The first Kekulé structure and the OrthoKekulé generated by a
charge transfer on it.

A simple scheme of interaction is shown in Figure 6.9. As one can
notice, the Tab magnitude is either of 3.8 eV or 5.4 eV. The magni-
tude of Tab depends on the number of OVB-Ss spanning each RS, a
quantity which is a function of the ionicity order of the RSs (it is 2#b

where #b is the number of bonds in the π-manifold) and which is re-
ported in Table 6.5. The interactions between RSs are the interaction
between OVB-S multiplied by a scaling factor ksc, which is the num-
ber of tab integrals between the OVB-S spanning each RS, divided by
the product of the normalization constants.

By generalizing this result, the interaction between RSs which differ
for a charge transfer and belong to different orders of ionicity is 5.4 eV,
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Table 6.5: Number of determinants spanning each structure, sorted by each
order of ionicity.

Neutral Single Ionic Double Ionic Triple Ionic

nN
det=8 nI

det=4 nD
det=2 nT

det=1

while the interaction between RSs differing for a CT and belonging to
the same order of ionicity is 3.8 eV, since the scaling factor ksc in such
case is one.

〈 ∣∣∣∣∣ Ĥ
∣∣∣∣∣

〉
= 5.4 eV

〈 ∣∣∣∣∣ Ĥ
∣∣∣∣∣

〉
= 3.8 eV

〈 ∣∣∣∣∣ Ĥ
∣∣∣∣∣

〉
= 5.4 eV
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= 3.8 eV
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= 3.8 eV
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〉
= 5.4 eV

Figure 6.9: Interaction pattern between Rumer structures.

Besides these interactions many other non-negligible off diagonal
terms appear in the Hamiltonian matrix expressed on the RS struc-
ture basis. As in the previous case, they connect RS differing by a CT
between neighbor C atoms but in this case the bond pattern of the re-
maining electrons is different in the two RSs. To clarify the origin and
magnitude of these interactions, let us consider explicitly an example,
where three structures are considered: ψk1, ψk2, and ψok1, one of
the singly ionic structure obtained by a short range charge transfer
on ψk1. The interaction 〈ψk1|Ĥ|ψok1〉 is Tab = 5.4 eV as shown in the
previous example. One can note that the overlap Sk2,k1 = 〈ψk2|ψk1〉
is a measure of the fraction of OVB-S in ψk1 also present in ψk2 with
the same sign, minus those with an opposite sign, and recalling that:

• the OVB-S in ψk1 are all those (and only those) interacting with
the OVB-S of ψok1;

• each OVB-S in ψk1 interacts with only one OVB-S of ψok1;
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• the interaction different from zero are always tab (the sign being
positive if the sign of the two OVB-S is considered);

one can show that the interaction between ψk2 and ψok1 can be com-
puted simply as:

〈ψk2|Ĥ|ψok1〉 = 〈ψk2|ψk1〉 〈ψk1|Ĥ|ψok1〉 = Sk2,k1Tab =
1

4
Tab (6.5)

T=5.40eV

S=1/4

1/4 T=1.35eV

Figure 6.10: Graphic representation of Equation 6.5.

These considerations can be generalized for the whole Hamiltonian
matrix: the relations developed for the neutral and singly ionic sub-
spaces are valid also for the interactions between other RS connected
by single excitation between two close atoms.

As found for the OVB-S, the number and magnitude of the inter-
actions observed for each RS deeply influences its coefficient in the
CASSCF wave function. To identify these interactions, let us note that
for a given RS one must consider only the CT between close atoms.
The two atoms involved in the CT can present a bond or not in the RS.
In the first case, one has two Tab =

√
2tab interactions with the RSs

presenting a CT on this bond (see Equation 6.4). In the second case,
the atoms not involved in the CT can in principle present different
bonding scheme and the interaction can be computed using Equation
6.5.

An example can help at this point. Let us compute the number and
magnitude of the interactions shown by one of the Kekulé structure
(say ψk1). One can verify that there are:

• six interactions with the ionic structures which can be obtained
from ψk1 by a CT on a bond: the value of each interaction is
Tab =

√
2 tab;

• six interactions with ionic structures which can be obtained
from ψk2 by a CT on a bond: the value of each interaction is
Tab = 1/(2

√
2) tab (recall that 〈ψk2|ψk1〉 = 1/4);

• twelve interactions with ionic structures which can be obtained
from the Dewar RSs by a CT on a bond (four CTs for each Dewar
RS): the value of each interaction is Tab = −1/

√
2 tab (recall that

〈ψk1|ψDewar〉 = −1/2).
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On the other hand, considering one of the Dewar structure, one has

• four interactions with the ionic structures which can be ob-
tained from it by a CT on a bond: the value of each interaction
is Tab =

√
2 tab;

• eight interactions with ionic structures which can be obtained
from another Dewar structure by a CT on a bond: the value of
each interaction is Tab = 1/(2

√
2)tab (recall that overlap between

two Dewar structure is 1/4);

• twelve interactions with ionic structures which can be obtained
from the Kekulé structures by a CT on a bond (6 CTs for each
Kekulé): the value of each interaction is Tab = −1/

√
2 tab.

Obviously, the diagonalization of the Hamiltonian matrix is a com-
plex problem, in particular here, given that the metric of the basis is
not the unit matrix (the RSs are not orthogonal), but one can under-
stand, from these simple considerations, while in the CASSCF wave
function the Kekulé structures have a coefficient larger than the De-
war structures (structures 1 and 2 respectively in Table 6.4), even if
their energy is higher.

From a general point of view, by comparing two structures with
the same same ionicity order and similar energies, it is simple to un-
derstand that a higher number of short range bonds ensures a larger
coefficient in the CASSCF wave function.

It is worth noticing that the coefficient of the single ionic structures
in Ψstr is comparable in magnitude with the coefficient of the neu-
tral structures (structures 1 and 3 in Table 6.4). The high number of
short range charge transfer on the single ionic RSs play a key role
in explaining such a high coefficient, despite the fact that they are 7

eV higher than the neutral RSs. As shown in Figure 6.11, the singly
ionic structures are linked to each other, to the neutral RSs and to the
double ionic RSs by a short range charge transfer.

3.8 eV

5.4 eV

5.4 eV

Figure 6.11: Possible short range charge transfers on a singly ionic structure.
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6.5 linear combinations of structures

An even more compact reading of the CAS wave function is achieved
by considering symmetry adapted linear combinations of RSs (SA-
RSs). A simple example of the total symmetric (A1 irrep) SA-RS ob-
tained from one of the OrthoDewar structure is shown in Figure 6.12

and is hereafter indicated with ψA1OD, where the subscript OD follows
the notation used in Figure 6.7.

= 1
12 + 1

12 + 1
12 + 1

12

+ 1
12 + 1

12 + 1
12 + 1

12 + 1
12

+ 1
12 + 1

12 + 1
12

Figure 6.12: The A1 symmetry adapted linear combination of OrthoDewar
structures.

Such grouping allows to compact the Hamiltonian matrix to a 22

SA-RSs basis. The energies and interactions associated to the most
important of these functions are reported in Table 6.6.

By considering the number of RS included in each SA-RS, it is sim-
ple to rationalize the interaction pattern. Let us consider, for instance,
a Kekulé structures and its CT (line 1, in Table 6.6). The interaction be-
tween the respective RSs is 5.4 eV, as already seen in the previous sec-
tion. The normalization constant for the sum of the two Kekulé struc-
tures (ψA1K ) is 1√

2.50
(the overlap between them is 0.25). The twelve

OrthoKekulé structures, instead, are orthogonal, hence the normal-
ization constant for their SA-LCS (ψA1OK) is 1√

12
. Each Kekulé has an

interaction of 5.4 eV (Tk1,ok1) with 6 OrthoKekulé RSs, and of 1.3 eV
with the other six OrthoKekulé (Sk1,k2 Tk1,ok1), giving

〈ψA1K |Ĥ|ψA1OK〉 =
12 Tk1,ok1 + 12 Sk1,k2 Tk1,ok1√

2.50 · 12
= 14.79 eV (6.6)

in good agreement with the result reported in Table 6.6. The same
procedure can be applied when considering other SA-RSs.

For instance, the interaction between the Dewar and OrthoDewar
SA-RSs is computed to be 12.48 eV, in good agreement with the 12.68
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Table 6.6: Energies and interactions of symmetry adapted linear combina-
tion of RS. Only one RS for each SA-RS is represented. The ref-
erence value is the energy of the linear combination of Dewar
structures ψA1D (-230.106682 hartree).

ESA−RS (eV) ESA−RS (eV) Int (eV)

0.058 → 7.435 14.58

0.000 → 7.197 12.68

7.435 → 10.403 4.84

7.197 → 10.403 5.67

eV exact value. The interactions shown in lines 3 and 4 of Table 6.6
should be approximatively around the Tab value, since all of the SA-
LCS involved have the same normalization constants. The 0.83 eV
difference (in opposite direction) in the interaction reported for line 3

and 4 is the outcome of minor interactions (around 0.3-0.4 eV) of the
orthoionic RSs with other metaionic RSs differing for a long range
CT.

6.6 order of ionicity

The effect of compacting the ground state wave function can also be
studied by considering an extreme contraction of the RSs. Indeed,
one can consider linear combinations of all OVB-Ss belonging to one
specific order of ionicity using their coefficient in the CASSCF wave
function as contraction coefficient (and then normalizing the so ob-
tained wave function). One has in this approach only four functions
on which the CASSCF wave function is expanded: the neutral (ψN),
singly ionic (ψI1), doubly ionic (ψI2), and triply ionic (ψI3) wave func-
tions. The Hamiltonian matrix expressed on such a basis is reported
in Table 6.7.

As one can notice, the energy of
∣∣ψI1〉 is only 1 eV higher than

∣∣ψN〉.
Recalling that each singly ionic OVB-S is 7 to 11 eV higher in energy
than the neutral OVB-Ss (as shown in Table 6.2), the great stabiliza-
tion of

∣∣ψI1〉 can simply be explained by considering the large num-
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Table 6.7: The Hamiltonian matrix expressed in the ψN, ψI1 , ψI2 , and ψI3
basis (see text). The energies are reported in eV and the refer-
ence energy is the energy of the contracted neutral wave function
(〈ψN|Ĥ|ψN〉).

Ĥ
∣∣ψN〉 ∣∣ψI1〉 ∣∣ψI2〉 ∣∣ψI3〉〈

ψN
∣∣

0.00 -13.64 0.06 0.00〈
ψI1
∣∣ -13.64 1.08 -15.68 0.06〈

ψI2
∣∣

0.06 -15.68 6.08 -11.75〈
ψI3
∣∣

0.00 0.06 -11.75 19.16

ber of tab interactions among the OVB-Ss composing it: the orthoionic
OVB-Ss interact strongly with the metaionic ones, and the metaionic
determinants interact strongly with the paraionic ones. Such effect is
evident in the energy of

∣∣ψI2〉 as well, where each OVB-S of this ionic-
ity is at least 13 eV higher than the neutral OVB-Ss, while the energy
of
∣∣ψI2〉 is just 6 eV higher than

∣∣ψN〉. The overall composition of the
ground state wave function in this basis is :

ΨGS = 0.27
∣∣ψN〉+ 0.38 ∣∣ψI1〉+ 0.27 ∣∣ψI2〉+ 0.08 ∣∣ψI3〉 (6.7)

Since
∣∣ψN〉 and

∣∣ψI1〉 have similar energies, the interactions play
a key role in determining their coefficient in the GS wave function.
Indeed, the great number of tab interactions between the singly ionic
OVB-Ss and both the neutral and the doubly ionic ones leads

∣∣ψI1〉
to gain weight in the GS. The strong interactions of

∣∣ψI2〉 with
∣∣ψI1〉

and
∣∣ψI3〉 make the coefficient of the contracted double ionic wave

function equal to the coefficient of the neutral one, despite the fact
that

∣∣ψI2〉 is 6 eV higher in energy than
∣∣ψN〉.

6.7 conclusions

Starting from the energy of the OVB structures, the energy of the
Rumer structures has been evaluated. Such investigation has revealed
that the energy of the Rumer structures is dominated by the Coulomb
field, while the fluctuation of the exchange field has a small effect.
The tab parameter has been identified as critical in order to draw
a scheme of interaction between either the OVB structures, or the
Rumer structures or the symmetry-adapted linear combination of the
structures. The main interactions between the Rumer structures can
be seen as a scaling factor multiplying the hopping integral between
the OVB structures, while smaller interactions are related to the over-
lap between structures. All these results can be easily obtained ana-
lytically by simple considerations regarding the normalization factors,
the number of interactions between determinants and the number of
determinants in common among the Rumer structures. Similarly, the
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interactions between symmetry adapted linear combinations of struc-
tures can be rather well rationalized following the method developed
for the Rumer structures. Such a simple model may be employed in
the study of more complex conjugated systems. The important role
of the short range charge transfer allows indeed to greatly reduce the
number of effects to take into account when working with aromatic
compounds.



7
M A G N E T I C S Y S T E M S :
S T U D Y O F B I N U C L E A R C O P P E R C O M P L E X E S

The rationalization of the physical mechanisms controlling the in-
teraction between unpaired electrons in magnetic systems has been
a matter of study in molecular magnetism for decades. Driven by
this aim, different models have been proposed to interpret the mag-
netic coupling, as that of Anderson (83) in the solid state physics
domain, and the models introduced by Kahn and Briat (84) and by
Hay, Thibeault, and Hoffmann (85) conceived for magnetic transition
metal complexes. Mainly devoted to the study of binuclear complexes
with S=1/2 centers, these models only took into account the unpaired
electrons occupying the magnetic orbitals, a and b, and their success
resides in providing simple expressions for the magnetic coupling
constant J on the basis of a reduced number of parameters, Kab, tab
and U. Kab is the direct exchange between the active orbitals, tab is
the hopping integral between magnetic centres and U is the energy
difference between the ionic forms, with two electrons in the same
magnetic center, and the neutral ones, containing one unpaired elec-
tron per magnetic site.

These models have been successful in qualitatively describing the
nature of the interaction, but as very soon de Loth et al. (86) have
shown and many posterior applications have corroborated (87–92),
these active-electron-only approximations are not able to provide J val-
ues in agreement with the experiment, J being in general at least one
order of magnitude too small or even of incorrect sign. Indeed, the
seminal work by de Loth et al. put in evidence that the other elec-
trons play a key role on the magnetic coupling, by means of different
processes such as the hole and particle polarization, spin polariza-
tion, ligand to metal and metal to ligand charge transfer (LMCT and
MLCT), and combined (higher order) effects. They have proposed
an expression of J based on second-order perturbation theory (PT),
which only takes into account the differential effect playing a role on
the energy difference between the states involved in the coupling. The
procedure has been useful for rationalizing the magnetostructural be-
haviour of several Cu(II) binuclear compounds (88, 93, 94), and it
has been quickly surpassed by the variational version, the difference
dedicated configuration interaction (DDCI) approach by Malrieu and
coworkers (95, 96), which ensure the introduction of higher-order ef-
fects and avoids the intrinsic convergence problems of the perturba-
tion expansion. The first DDCI calculation was carried out by Broer
and Maaskant (97) with the aim to analyze the magnetostructural

101
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correlations in the [Cu2Cl6]−2 complex. From then on, the DDCI ap-
proach has been particularly successful in the quantitative evaluation
of the magnetic coupling constants in many solid and molecular mag-
netic systems (98) and at present it is considered as the reference
method in this field.

The possibility to access quantitative estimations of J using the
DDCI method has renewed the interest in the rationalization of the
magnetic interaction and stimulated a series of works dedicated to
the analysis of the physical effects governing the coupling at DDCI
level (99–101). The DDCI space contains different classes of deter-
minants, characterized by the number of inactive doubly occupied
(holes, h) and virtual (particles, p) orbitals involved in the excitation.
Among all excitations in the DDCI space, those carrying the largest
effect on the coupling constant are the 1h1p determinants (respon-
sible for the stabilization of the ionic forms and the introduction of
the spin polarization mechanisms) and the 2h1p and 1h2p excitations,
which contribute to a large fraction (30%-50%) of the coupling. The
2h1p determinants only bring a small antiferromagnetic contribution
when acting directly on the CAS space, far away from the large ef-
fect found at DDCI level. This suggests that their impact is not re-
lated to a direct coupling with the ionic and neutral forms (second-
and third-order effects), but it must be mediated by the indirect cou-
pling through other electronic configurations (a higher-order effect).
This proposal has been supported by a series of class-partitioned CI
calculations where the variational space is step-by-step increased by
different classes of excitations (101). The meticulous analysis of the
so-obtained J values support a complex mechanism where the 2h1p
excitations acquire their key role only in presence of the LMCT and
1h1p determinants. The origin of this cooperative effect could be re-
lated to a stabilization of the ionic and LMCT configurations due to
the 2h1p and 1h1p excitations, resulting in a remarkable amplifica-
tion of the AF character of J.

It is worth noticing that this analysis has been performed on wave
functions based on the triplet CASSCF molecular orbitals (MOs) ex-
panded in a minimal CAS. It takes into account the relative energy
of the intermediates generated on this basis, and the amplitude of
the interaction terms following arguments such as Brillouin’s theo-
rem. The use of the singlet CASSCF MOs only marginally modifies
the scheme reported. However, if DDCI natural orbitals are employed,
which magnetic orbitals are more delocalized on the ligands than the
CASSCF ones (102), both the excitation energies and the interaction
terms are affected. Hence, the relative importance on the magnetic
coupling of each interaction pathway is also revised, some pathways
negligible on the basis of canonical MOs become dominant, other ap-
pear to contribute at lower order of perturbation.
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(a) bisOH (b) Cu2(OH)2

Figure 7.1: Geometries of the systems here considered.

In this work we provide direct and numerical evidences of the coop-
erative effect introduced by the 2h1p excitations and the whole set of
mechanisms controlling the magnetic coupling. Based on the Orthog-
onal Valence Bond (OVB) reading of the wave function and the use of
the Intermediate Hamiltonian theory, a rational strategy is proposed
to analyze and finally quantify the physical effects in terms of the
modification of some interaction terms and the lowering of the effec-
tive energy of those configurations strongly affecting the coupling.

This strategy provides the clues to classify the determinants able
to provide a quantitative estimate of J on two groups, those that
need to be treated variationally and those whose effect can be intro-
duced by perturbation. The former group contains a reduced num-
ber of excitations (less than 0.05% of the whole space), those with
a large interaction with the model space or a large impact on the
effective energies of the determinants in the model space. The re-
sulting CI matrix is dressed by the effect of the excitations belong-
ing to the second group at second-order in perturbation theory (PT).
This perturbative+ variational strategy could be a powerful tool to
deal with large and complex polynuclear magnetic systems, with the
best skills of the variational methods and the low-cost requirements
and high performance of the perturbation approach. To illustrate this
strategy, two antiferromagnetic systems have been here considered, a
binuclear model related to one of the native intermediates of the mul-
ticopper oxidases cycle (vide infra) and a binuclear Cu(II) complex,
with similar ligands in the metal coordination spheres.

7.1 description of the systems and computational de-
tails

Two antiferromagnetic binuclear Cu(II) systems have been considered.
Geometries have been taken from X-Ray crystal data (103, 104) and
are shown in Figure 7.1.

The system referred as bisOH in Figure 7.1 is obtained from the
tris(µ-hydroxy)tricopper(II) complex, [Cu3(dbed)3(µ-OH)3] (ClO4)3
(referred to as trisOH), by the substitution of a Cu atom by a Zn atom.
The trinuclear complex trisOH is a bio-mimetic compound that mod-
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els one of the native intermediates of the multicopper oxidases cat-
alytic cycle. (104–107) In this complex, with a rigorous D3 symmetry,
the Cu centers are arranged in a triangle, connected to each other by
an hydroxo group. The Cu-OH-Cu angle is 140.5◦ and the Cu-OH
distance is 1.96 Å. The bidentate N,N’-di-tert-butylethylendiamine
(dbed) ligand completes the coordination sphere of each metal atom.
The magnetic interaction between the Cu(II) centers in the trimeric
complex is antiferromagnetic, resulting in a spin-frustrated two-fold
(four-fold considering the spin degeneracy) degenerate doublet ground
state. In the frame of the isotropic exchange Heisenberg-Dirac-Van
Vleck (HDVV) Hamiltonian, (108–110)

ĤHeis = −
∑
i<j

JijŜi · Ŝj (7.1)

these degenerate 2E doublet states are separated by an energy of 3J/2
from the quartet state 4A2. The fitting of the magnetic susceptibil-
ity data (104) yields a J value of ≈ -210 cm−1 and then a doublet-
quartet splitting energy of 3J/2 ≈ -315 cm−1. The EPR and variable-
temperature variable-field magnetic circular dichroism (VTVH MCD)
spectra demonstrate the existence of competing effects of an antisym-
metric exchange and symmetry lowering, additional to the dominant
isotropic exchange coupling. These terms are important to explain the
observed magnetic and spectroscopic data at low temperature (105).

The electronic structure and EPR g tensors of the trisOH system to-
gether with many other inorganic models of the trinuclear Cu(II) site
of the multicopper oxidases have been previously studied by multiref-
erence ab initio calculations (111), including CASPT2, MS-CASPT2,
DDCI and MRCI calculations. As the authors claimed, these multiref-
erence methods only yield qualitatively correct results, the main issue
being the correct description of the relative energies of the ground
doublet and the excited quartet states. Table 7.1 collects the doublet-
quartet gap (∆) and J values obtained by Vancoille et al. (111) for
trisOH. In general, the calculated CASPT2 values of the magnetic
coupling constant are lower than the experimental ones, while DDCI
largely overestimates the doublet-quartet gap. The inclusion of the
spin-orbit coupling effect only modifies in some wavenumbers the J
values. As the authors noticed, the underestimation of the CASPT2

values is somewhere expected, but the large overestimation of the
DDCI values is highly unusual for this method.

In the present study we focus on the evaluation of the isotropic ex-
change coupling constant J. For this purpose, the simplified binuclear
bisOH model is employed, where one of the Cu(II) atoms is replaced
by a diamagnetic Zn(II) ion. To reduce the computational cost, the ex-
ternal tert-butyl groups are replaced by H, with a fixed N-H distance
of 1.02 Å.

The second system explored, named Cu2(OH)2 in Figure 7.1, con-
sists in two Cu(II) centers bridged by two hydroxo groups, [Cu(tmen)
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Table 7.1: Variational and perturbation estimates from Ref. 111 of the
doublet-quartet gap, ∆, and magnetic coupling constant, J, (in
cm−1) for the trisOH system.

∆ J = 2∆/3

Exp -315 -210

CASSCF(27,15)/CASPT2 -105 -70

CASSCF(27,15)/CASPT2/MS-CASPT2 -112 -75

DDC2(3,3) -875 -583

DDCI(3,3) -718 -479

OH]2Br2. The Cu atoms present a square-planar coordination, where
the Cu-O-Cu angle is 104.1◦ and the Cu-OH distance is 1.90 Å. The
coordination sphere is completed with tmen=N,N,N’,N’-tetramethyl-
ethylenediamine (103). The two Cu(II) centers present a strong an-
tiferromagnetic coupling with J= -509 cm−1, relative to the HDVV
Hamiltonian. (103)

Both systems contain only two active S=1/2 antiferromagnetically
coupled centers and J can be evaluated from the singlet-triplet energy
difference, J = E(S) − E(T). For the sake of comparison, for both sys-
tems we have used the basis sets employed in Ref. 111: the ANO-S
basis sets with contraction [6s4p3d2f] for Cu and Zn atoms, [3s2p1d]
for O, N and C atoms, and [2s] for H atoms. All CASSCF calculations
have been performed using the MOLCAS 7.8 program package (48).
The OVB analyses (23, 52, 112) are made with ad-hoc codes developed
by the Ferrara group. The CASDI (113, 114) code has been used for
DDCI calculations.

Several sets of MOs have been employed, both delocalized and
localized. As will be discussed later, the DDCI calculations show a
strong dependence on the MOs, differently to what is usually ex-
pected. The common strategy based on the use of the CASSCF or-
bitals optimized for the triplet state is not able to well describe the
physics of the systems here considered. A set of natural orbitals (ob-
tained from the diagonalization of the average singlet and triplet
DDCI one-particle density matrices) allows one to overcome this prob-
lem.

7.2 the lewis localization method

Several methods can be found in literature for the generation of local-
ized orbitals optimized at the mean field level (both single reference
or multireference). In most of them, the MOs are firstly optimized in
a standard procedure and the final canonical (delocalized) MOs are
then localized. To this aim, most of the localization methods (49, 50,
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115) use an intrinsic criterion of localization, in general by maximiz-
ing some localization function, while other localization procedures
are based on an extrinsic criterion, as, for instance, the projection of
localized MOs on the canonical SCF ones. The method employed in
this article belongs to the latter group, in which a set of strongly lo-
calized (not optimized) MOs built using the Lewis method (vide infra)
is projected on a set of optimized MOs.

In the Lewis approach, the first step is to build a set of (non opti-
mized) localized orbitals The procedure starts with a representation
of the molecule following the idea of the Lewis’ structures, where dif-
ferent kinds of orbitals appear. One may identify bonding and anti-
bonding orbitals between neighbour atoms, atom centered doubly oc-
cupied orbitals (as, for instance, core orbitals) and unoccupied dif-
fuse orbitals. The lone pairs can also be considered as atom centered
orbitals. Moreover, orbitals involving more than two atoms may be
considered, such as partially delocalized π (occupied or not) orbitals
distributed on a small part of the molecule. The user must build all
core and valence orbitals, while the virtuals are automatically gener-
ated by the program as atom centered orbitals. In summary, this step
corresponds to a thorough analysis of the system under study, and
this is, obviously, far from looking like a black box. Indeed, a large
degree of freedom is given to the user who, at the end, is required to
have a good understanding of the chemical nature of the molecule.

The guess local (non orthogonal) orbitals are orthogonalised through
a hierarchical orthogonalisation method, which consists of a series of
S−1/2 and projection (Gram-Schmidt) steps. The first priority is given
to the core orbitals, as they are responsible for the largest part of
the energy of the system. They are orthogonalised among themselves
through a S−1/2 procedure. The second class corresponds to the ac-
tive orbitals. They are projected on the space complementary to the
space spanned by the core orbitals (Gram-Schmidt projection) and or-
thogonalised among themselves through a S−1/2 transformation. The
next class is the valence and, finally, the virtual orbital, for which a
similar strategy is applied.

Once the guess local orthogonal orbitals are generated, they can be
used as starting point for a CASSCF calculation (116) or projected on
an optimized set of MOs, the CASSCF MOs or the natural DDCI MOs,
as it is the case in this work. Each orbital space (doubly occupied, ac-
tive, and virtual) is projected separately. Compared to a localization
method based on an intrinsic criterion, for which a simple keyword is
enough to get a set of localized orbitals, the Lewis approach is more
demanding for the user, even if it is computationally very efficient.
One must however emphasize that all orbitals can be localized with-
out difficulty, in particular the virtual ones. Indeed, the localization
criteria appearing in the most common methods require in general
the presence of electrons in the orbitals, so that localizing the vir-
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(a) Cu in-phase (b) Cu out-of-phase

(c) Cu in-phase (d) Cu out-of-phase

Figure 7.2: Triplet CASSCF(2,2) active orbitals for bisOH(a,b) and
Cu2(OH)2(c,d).

tual MOs can be difficult. Finally, the application of methods based
on intrinsic criteria can give orbitals that, even if they have a small
spatial extension and they are therefore local, do not correspond to
bonds, lone pairs, or any of the orbitals typical of the Lewis’ descrip-
tion. The advantage of working with orbitals that exactly correspond
to the Lewis description of the molecular architecture is helpful in
particular in a VB logic, as it will be evident in the following.

7.3 results and discussion

7.3.1 Difference Dedicated CI results

The common approach for the evaluation of J in systems with two
unpaired electrons is based on the use of the triplet CASSCF MOs,
where the active space contains the singly occupied 3d orbitals of
the metallic centers (or in-phase and out-of-phase combinations of
them). These orbitals are not purely atomic given that they show tails
on the surrounding ligands. Afterwards, the application of the DDCI
method on this minimal active space usually gives J values in good
agreement with the experimental data (see for instance, Ref. 98 and
references therein).

Figure 7.2 shows the triplet CASSCF(2,2) active orbitals for bisOH
and Cu2(OH)2. In both cases, they have a dominant Cu 3dx2−y2 char-
acter. For the Cu2(OH)2 system, each Cu center presents a square-
planar coordination, and the 3dx2−y2 orbitals are in the same plane
of the OH bridges. In contrast, in the bisOH system, the Cu coordi-
nation polyhedra are distorted with respect to the square-planar one,
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with the two N atoms slightly rotated out of the plane containing the
Cu atoms and the OH ligands (tetrahedral distortion). As a result, the
active 3dx2−y2 orbitals are not in the same plane. Actually, the active
orbitals are not strictly speaking 3dx2−y2 orbitals, but hereafter we
maintain this notation for simplicity.

When the triplet MOs are employed in the DDCI calculations, the
resulting J values are largely underestimated with respect to the ex-
perimental ones, as shown in Table 7.2. This result is particularly
surprising for Cu2(OH)2, because previous studies with the same
methodology have provided a nice agreement with the experimental
J value. (101, 117, 118) The only difference between these studies and
this work is the Cu basis set. The incorporation of the f basis functions
has been related to a slight underestimation of J on previous studies
(119). The marked effect found here will be discussed in a forthcom-
ing paper, here we will focus on the impact on J of the nature of the
MOs and of the size and composition of the active spaces.

Table 7.2: Magnetic coupling constants J (in cm−1) at DDCI(2/2) level with
different sets of MOs.

bisOH Cu2(OH)2

Triplet MOs -109 -350

Natural CAS+S MOs -125 -394

Natural DDCI MOs -150 -493

Jexp -210 -509

Regarding the nature of the MOs, the question whether the CASSCF
MOs are well suited for the variational or perturbation treatments
of the electron correlation in magnetic systems has been previously
raised by different authors (120–122). In perturbation treatments, the
use of a minimal active space CASCI zeroth-order wave function with
the triplet (or the singlet) orbitals usually gives underestimated val-
ues of J. A general accepted strategy to get better results is to extend
the CAS with a set of virtual d-orbitals (introducing the radial correla-
tion of the 3d electrons), and a few selected occupied ligand orbitals,
which partially introduce at zeroth-order the effects brought by the
LMCT (7, 98, 123, 124). Alternatively, it is possible to rest on the mini-
mal active space if optimized (not in terms of the lowest energy) MOs
are employed to build the reference wave functions, as those result-
ing from an average CASSCF calculation involving the two lowest
CASSCF singlet states, mainly neutral and ionic in nature (120). This
procedure gives magnetic MOs which are more delocalized on the
ligands, leading to a stabilization of the ionic forms, thus reducing
U, and to an increase of the hopping integral between the magnetic
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(a) Cu in-phase (b) Cu out-of-phase

(c) NATp (d) NATs

Figure 7.3: Natural orbitals for bisOH from the average density matrices of
the DDCI singlet and triplet wave functions: (a) and (b) magnetic
orbitals, (c) and (d) ligand centered natural orbital antisymmetric
and symmetric with respect to the OH axis.

orbitals. They resemble the natural DDCI orbitals and provide a sig-
nificant improvement of the CASPT2 and NEVPT2 results. (120, 125)

Among variational treatments, the DDCI J values have been tra-
ditionally considered highly independent of the MOs, with the ex-
ception of organic conjugated biradicals, where DDCI calculations on
the basis of a minimal active space produces very poor results and an
optimized set of MOs is required to obtain quantitative results (120,
121).

To this aim, two MO sets have been generated, the natural MOs ob-
tained by the diagonalization of the average density matrix computed
from the CAS(2,2)+S and from the DDCI wave functions. Table 7.2 re-
ports on the J values obtained with these two sets of MOs at DDCI(2,2)
level. The use of the natural DDCI MOs significantly improves the re-
sult for the bisOH system and gives a quantitatively correct estimate
of J for the Cu2(OH)2 compound. The impact of the MOs set is then
noticeable and somewhat unusual for the DDCI approach, in any case
larger than what has been reported so far.

Figures 7.3 and 7.4 show the magnetic orbitals of the natural DDCI
MOs set for the bisOH and Cu2(OH)2 molecules, respectively. One
may qualitatively note that, compared to the corresponding triplet
CASSCF MOs (Figure 7.2), these orbitals are more delocalized both
on the ethylendiamine ligand and on the bridging hydroxy group(s).
Indeed, it is well known that natural orbitals partially describe the
delocalization of the active electrons on the ligand orbitals. (102, 126,
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(a) Cu in-phase (b) Cu out-of-phase

(c) NATp (d) NATs

Figure 7.4: Natural orbitals for Cu2(OH)2 from the average density matri-
ces of the DDCI singlet and triplet wave functions: (a) and (b)
magnetic orbitals, (c) and (d) ligand centered natural orbital an-
tisymmetric and symmetric with respect to the OH axis.

127) Such a difference between the mean field singly occupied or-
bitals and the natural orbitals of a correlated wave function is present
also in complexes with only one metal center and in recent works
(56, 57) it has been explained as a different composition of the wave
function in OVB terms. In particular the mean field approach (here
CASSCF(2,2)) attributes an excessively large weight to the OVB struc-
ture with the unpaired electron on the metal center. Moreover, the
importance of the metal-ligand delocalization has been also invoked
as key ingredients of the non-orthogonal CI (NOCI) approach (128–
130), first applied to the prediction of magnetic couplings in La2CuO4
by Van Oosten et al. (131, 132).

The results in Table 7.2 indicate that using optimized MOs it is pos-
sible to have a good value of J for Cu2(OH)2, while for the bisOH
system at best only 70% of the experimental value is recovered. Ac-
tually, this is not an isolate case, similar behaviour can be found for
other binuclear transition metal complexes (98, 120). Looking in de-
tail the characteristics of both systems, besides the number of bridges,
the main differences come from: i) the Cu-Cu bond distances (3.0 Å in
Cu2(OH)2 and 3.69 Å in bisOH); ii) the Cu-OH-Cu bond angle, 105

◦

in Cu2(OH)2 and 140
◦ in bisOH, and iii) the coordination polyhedron

of the Cu centers, square-planar for Cu2(OH)2 and slightly distorted
square-planar in the bisOH molecule.

As a consequence of these structural differences, the OH group in
bisOH acquires a special relevance. To check whether the OH bridge
is conveniently represented in the active space, we decide to extend
the active space with two orbitals mainly located on the hydroxy
group(s). Two different OH orbitals are relevant in this case, those
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able to overlap with the in-phase and out-of-phase combinations of
the magnetic 3d orbitals, that is the sp hybrid orbital aligned with the
O-H bond, and the O 2pz orbital, aligned with the Cu-Cu axis.

(a) Cu in-phase (b) Cu out-of-phase

(c) Lp (d) Ls

Figure 7.5: Localized most relevant orbitals for bisOH (Lewis procedure on
natural DDCI MOs set, see text).

Different approaches can be conceived to identify the MOs needed
to extend the CAS. One possibility is to use the occupation numbers
of the natural orbitals as a criterion to identify the extra orbitals. The
two occupied orbitals with the largest deviation with respect to a
doubly occupation (NATs and NATp) are represented in Figures 7.3c
and 7.3d for bisOH and Figures 7.4c and 7.4d for Cu2(OH)2. NATs is
symmetric with respect to the OH axis, while NATp is antisymmetric.

Two CI spaces have been explored, a CAS(6,4)+S space with all
the 1h, 1p and 1h1p excitations with respect to the CAS(6,4), and the
CAS(6,4)+DDC2 space, including also the double excitations involv-
ing two active orbitals (i.e. the 2h and 2p determinants). This strategy
has been proposed in the past as an alternative to DDCI for the sys-
tems where the DDCI space is too huge and the calculation becomes
unfeasible (118, 127, 133). When applied to our systems this strategy
has different effect on the two systems considered (Table 7.3). In the
case of Cu2(OH)2, the behavior is the same as that found in previ-
ous studies. The results obtained with the extended CAS are around
the experimental value, representing 90% to 110% of the accepted
value. In the case of bisOH, the situation is different. The extended
CAS enhances the AF coupling and improves the agreement with the
expected J value , but the agreement with the experimental value
remains not fully satisfactory.
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(a) Cu in-phase (b) Cu out-of-phase

(c) Lp (d) Ls

Figure 7.6: Localized most relevant orbitals for Cu2(OH)2 (Lewis procedure
on natural DDCI MOs set, see text).

Instead of using the occupation number as criteria, it is possible
to localize the whole set of DDCI natural orbitals (with the Lewis
procedure) and select those orbitals with a significant weight on the
bridge(s). The resulting localized MOs are depicted in Figures 7.5 and
7.6 for bisOH and Cu2(OH)2, respectively. The MOs labelled as Ls and
Lp correspond to those with a large weight on the O sp hybrid and
the O 2pz orbitals, or in their out-of-phase combinations in the case
of Cu2(OH)2. Ls and Lp orbitals are symmetric and antisymmetric
with respect to the O-H axis, respectively. The localization facilitates
as well the identification of the core and virtual orbitals that can safely
be frozen and deleted, respectively, thus reducing the computational
cost of these calculations.

The results obtained with this extended CAS, are almost stable for
Cu2(OH)2 with respect to the DDCI(2,2), as shown in Table 7.3, while
they are nicely improved for bisOH. In particular at the CAS(6,4)+DDC2

level, the J values obtained with the localized DDCI natural MOs
agree with the experimental values for both systems. The main differ-
ence with respect to the delocalized set comes from the bisOH system,
where the use of localized bridging orbitals significantly improves the
J estimates at both levels. This can be related to the localization pro-
cedure, which allows for a larger control on the nature of the MOs
included in the active space. In the case of Cu2(OH)2, the two extra
orbitals after localization maintain essentially the same shapes as the
delocalized ones, but the tails on Cu 3d have been eliminated and the
weight on OH has slightly increased. In the case of bisOH, the delo-
calized ligand orbitals have a dominant weight on N, in particular for
the NATs one (Figure 7.3d), while the weight on OH is negligible. The
origin of this difference can be found in the structural characteristics
of bisOH, with a tetrahedral distortion in the Cu coordination sphere
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that places the N and OH ligands in different molecular planes , and
the larger Cu-OH-Cu angle (140

◦ vs 105
◦ in Cu2(OH)2) that reduces

the overlap between the O sp hybrid and the Cu 3dx2−y2 orbitals. The
localization allows us to select a well defined MO on the bridge, for
both symmetries, but it is important to keep in mind the differences
between the Ls orbitals of the two systems, that will have implications
for the dominant magnetic pathways, as discussed in next section.

Table 7.3: Magnetic coupling constants J (in cm−1) using extended CAS and
Lewis localized natural DDCI MOs.

bisOH Cu2(OH)2

Delocalized MOs CAS(6,4)+S -205 -462

CAS(6,4)+DDC2 -175 -568

Localized MOs CAS(6,4)+S -212 -447

CAS(6,4)+DDC2 -232 -522

Jexp -210 -509

In summary, the use of an extended active space on the basis of the
localized MOs seems to be a key ingredient to obtain a quantitative
agreement with the experimental J value in bisOH system. To explore
the origin of this effect, an orthogonal valence-bond analysis of the
CAS(6,4)+DDC2 wave functions is performed for both systems. It is
worth noticing that during the OVB analysis, for practical purposes,
orthogonal atomic 3d orbitals have been used, instead of the in-phase
and out-of-phase combinations of them as shown in the previous fig-
ures. This does not change in any way the results of the calculations.

7.3.2 Orthogonal Valence-Bond analysis

In the following the Orthogonal Valence-Bond analysis of the CAS(6,4)
+ DDC2 wave functions is performed for the bisOH and Cu2(OH)2

systems using the Lewis localized average natural orbitals.
The CAS(6,4) space consists in sixteen different OVB Slater deter-

minants (indicated also with the term “structures ” or “forms” in the
following) of four different types: neutral, ionic, charge transfer and
double charge transfer. Calling a and b the 3d active orbitals localized
on the Cu atoms and s and p the Ls and Lp orbitals of the bridge (or
their combinations in the case of Cu2(OH)2), the neutral determinants
are ||ss̄pp̄ab̄|| and ||ss̄pp̄bā||. These two determinants are degenerate
and their in-phase and out-of-phase combinations identify a singlet
and a triplet state, respectively. The ionic determinants are ||ss̄pp̄aā||

and ||ss̄pp̄bb̄|| and they show a charge separation between the two
magnetic centers. Together with the neutral structures, they form the
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one-band model CAS(2,2). The other determinants of the CAS space
are charge transfer structures, specifically LMCT, with a transfer of
electrons from the bridge ligands to the Cu atoms. A representative
of a single CT is ||ss̄pāab̄|| and it refers to the excitation of a spin
down electron from the p bridge orbital to the ametallic center. There
are eight different single LMCT forms, considering the spin and the
involved metallic center. The last four determinant are double LMCT
forms: ||ss̄aābb̄|| for a double CT from the p orbital, ||pp̄aābb̄|| from
the s orbital and ||sp̄aābb̄|| a mixed double CT involving both the s
and p orbitals.

A graphical representation of these structures is reported in Table
7.4, together with the corresponding Slater determinant and their en-
ergy with respect to the energy of the neutral determinant. The ionic
determinants are very high in energy in both systems, U being ∼ 24-
25 eV. The charge transfer structures have different energy depending
on the system. For Cu2(OH)2, the double charge transfer forms have
an energy similar to that of the ionic ones, while the energy of the
LMCT structures, ∆ECT , is definitely lower. In bisOH, on the con-
trary, the excitations involving the s orbital (LMCT s in the following,
CT s in short) is much higher in energy than those involving the p
orbital (LMCT p, CT p in short). Indeed, the LMCT p is 13 eV above
the neutral determinant, while this gap increases to 29 eV (even larger
than U) in the case of the LMCT s. The double charge transfer involv-
ing the Ls orbital (DCT s) is particularly destabilized, by more than
60 eV. In fact, for the bisOH system all excitations involving the s or-
bital are higher in energy than in Cu2(OH)2 (they are at almost twice
the energy). This suggests that the s orbital is much lower in energy
(more stabilized) in bisOH and that it plays a different role on the
mechanism of the magnetic coupling in these systems.

The most important interactions between the 16 OVB structures are
shown in Table 7.5. The Kab and tab parameters are the same of the
one-band model while the others are characteristic of an extended
two-band model. More in details:

• Kab: the direct exchange between the magnetic orbitals, it is the
interaction between the two neutral structures.

• tab: the hopping integral, it is the interaction between ionic and
neutral determinants.

• tNCT : it is the interaction between a neutral determinant and the
LMCT. Two different terms can be distinguished depending on
the type of ligand orbital (s or p) involved in the CT, labelled as
CTs or CTp, respectively. The interaction is strong only when
the unpaired electrons on the Cu atom and on the ligand have
the same spin in the LMCT and in the neutral determinants, or
in other words, when they are connected by a single-excitation.
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Table 7.4: OVB structures and their energies. The energy of the neutral de-
terminant is taken as the reference.

Type Structure Det. Deg.
Energy (eV)

bisOH Cu2(OH)2

Neutral

a b

p

s

||ss̄pp̄ab̄|| 2 0.00 0.00

Ionic

a b

p

s

||ss̄pp̄aā|| 2 23.96 25.25

CT p

a b

p

s

||ss̄pāab̄|| 4 13.11 11.29

CT s

a b

p

s

||sāpp̄ab̄|| 4 29.04 12.67

Double
CT p

a b

p

s

||ss̄aābb̄|| 1 24.96 21.36

Double
CT s

a b

p

s

||pp̄aābb̄|| 1 60.73 24.06

Mixed
CT

a b

p

s

||sp̄aābb̄|| 2 40.07 22.11
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• tICT : it is the interaction between an ionic determinant and the
LMCT. As in the previous case, there is a strong interaction only
when they are connected by a single-excitation, that is, when
the same Cu atomic orbital is doubly occupied in both determi-
nants.

• tDCTCT : it is the interaction between the double charge transfer
and the LMCT forms. In this case, the value is the same for all
LMCT forms.

Table 7.5: Absolute values of the main interactions (in eV) in the CASCI(6,4)
matrix on the basis of the OVB determinants.

name matrix element
interaction (eV)

bisOH Cu2(OH)2

Kab 〈ss̄pp̄ab̄|H|ss̄pp̄bā〉 0.02 1·10
−3

tab 〈ss̄pp̄ab̄|H|ss̄pp̄aā〉 0.72 0.03

tNCTp 〈ss̄pp̄ab̄|H|ss̄pāab̄〉 2.97 3.17

tNCTs 〈ss̄pp̄ab̄|H|sāpp̄ab̄〉 1.55 3.24

tICTp 〈ss̄pp̄aā|H|ss̄pb̄aā〉 1.36 2.03

tICTs 〈ss̄pp̄aā|H|sb̄pp̄aā〉 0.62 1.35

t
DCTp
CTp 〈ss̄pb̄aā|H|ss̄aābb̄〉 2.59 3.24

tDCTsCTs 〈sb̄pp̄aā|H|pp̄aābb̄〉 1.09 3.25

From Table 7.5 one can note that Kab and tab are relatively small
compared to the other terms. Indeed, the LMCT show a strong in-
teraction with the ionic and neutral determinants, highlighting their
fundamental role in the description of the physics of the system. In
bisOH the interactions involving the ligand Ls orbital are smaller than
the corresponding parameters concerning the Lp orbital. All interac-
tions, with the only exception of Kab and tab, are larger in Cu2(OH)2

than in bisOH, in agreement with the relative values of their magnetic
coupling constants.

The knowledge of these parameters allows the identification of the
main pathways governing the magnetic interaction. In the one-band
model, J can be calculated using the well-known equation

J = 2Kab −
4t2ab
U

(7.2)

where the first term is a ferromagnetic contribution that takes into
account the direct exchange between the neutral forms (Kab being
always positive) and the second term is antiferromagnetic and con-
siders the kinetic exchange through the ionic determinants, as shown
in Figure 7.7a.
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Figure 7.7: Main pathways governing the magnetic interaction

As well known, this one-band model involving only the ionic and
neutral determinants significantly underestimates the J value. The
deviation is particularly severe in those systems where the active cen-
ters are far apart from each other, and both the kinetic and direct ex-
changes are negligible. The model then needs to explicitly introduce
the ligand orbitals, leading to a two-band model. In this model other
interaction paths are conceivable and some of them are of key impor-
tance. For instance, the superexchange path that involves, besides the
ionic structures, also the LMCT forms (see Figure 7.7b) plays a crucial
role for a correct description of the energy splitting.
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The contribution to the magnetic coupling is antiferromagnetic,
and it depends on the hopping integrals, tNCT and tICT , following:

J← −4
(tNCT )

2 · (tICT )2

∆E2CT ·U
(7.3)

Depending on the nature of the ligand orbital, s or p, two differ-
ent contributions can be distinguished, passing through the LMCT s
or LMCT p forms. To return to the one-band model, these contribu-
tions can be included in an effective hopping integral, calculated as
following:

teffab = tab +
4 · tNCT · tICT
∆ECT

(7.4)

Since in bisOH tab has not a negligible value, in this case it is
possible to conceive also third-order pathways, as that reported in
Figure 7.7c, which contributes to J as:

J← 8
tab · tICT · tNCT
U ·∆ECT

(7.5)

Two other third-order mechanisms are also possible, reported in
Figures 7.7d and 7.7e. Here, Kbl is the interaction between two LMCT
structures only differing for the spins of the two unpaired electrons
on the ligand l and metallic b orbitals. For l=p, the integral is Kbp =

〈ss̄pāab̄|H|ss̄bāap̄〉. tCTCT = 〈ss̄pāab̄|H|ss̄pābb̄〉 is the interaction be-
tween two LMCT structures only differing on the doubly occupied
Cu orbital. They contribute, respectively, by

J← 4
tNCT ·Kbl · tNCT

∆E2CT
(7.6)

and by

J← 4
tNCT · tCTCT · tNCT

∆E2CT
(7.7)

to the magnetic exchange. These contributions are proportional to
the inverse of the energy of the charge transfer forms, therefore, for
bisOH they are more important for the LMCT involving the p orbital
than for those involving the s orbital.

Using energetic arguments, it is possible to also consider path-
ways involving the doubly ionic structures, or doubly charge transfer
forms, known as the Goodenough mechanism in solid state physics
(134, 135), as shown in Figure 7.7f. Their contribution is:

J← −8
(tNCT )

2 · (tCTDCT )2

∆E2CT ·∆EDCT
(7.8)
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and similar expressions can be written for the pathways with the
mixed double charge transfer forms (MCT). The impact of each dou-
bly ionic form on J will depend on their relative energies (Table 7.4).
These energies are similar in the case of Cu2(OH)2, while only the
DCT p structures are expected to play a significant role in the case
of bisOH. It is worth noticing that most of these mechanisms involve
the interaction between the LMCT and neutral forms, tNCT . If CASSCF
triplet MOs are employed, this interaction tNCT in the CASCI matrix
is vanishing due to Brillouin’s theorem, (100) since the LMCT are
single excitations with respect to the neutral forms. However, when
using natural MOs, these terms are far of being negligible, as shown
in Table 7.5. Hence, the Goodenough mechanism, usually considered
as non-relevant due to the high energy of the doubly ionic and the
almost vanishing interaction with the LMCT, is responsible for addi-
tional antiferromagnetic pathways when working with natural MOs.
This role results in a non-negligible weight of the doubly ionic struc-
tures in the singlet wave function.

Other paths are possible considering higher orders in perturbation.
In an extended model as the one here considered, one should evaluate
hundreds of different paths. In the traditional DDCI procedure the
diagonalization procedure takes into account all interactions at every
possible order in perturbation. In this way one may obtain the correct
J value but the physics of the system remains hidden. The use of
the Intermediate Hamiltonian (see Section 2.8.1) theory allows one to
overcome this problem.

For the systems studied in this work, the main model space (see
Sec. 2.8.1) is clearly identified by the two degenerate neutral deter-
minants. The identification of the intermediate model space is not
straightforward. At a glance, the most natural choice is the rest of the
CAS space: ionic, charge transfer and double charge transfer struc-
tures. Hence, the model space (main +intermediate) contains 16 de-
terminants. Therefore, the outer space contains all other determinants
of the CAS(6,4)+DDC2 space and using Equation 2.122 one may dress
the 16 by 16 bare Hamiltonian matrix with the effect of the other de-
terminants, which are 1,794,393 for bisOH and 792,324 for Cu2(OH)2.

The results obtained from the application of this procedure are
shown in Table 7.6 (entries with τ = ∞, vide infra). As one can see,
the J value obtained from the diagonalization of the Hamiltonian in
the full model space, Jbare, is not even qualitatively correct for bisOH,
producing a ferromagnetic splitting. On the other hand, the diagonal-
ization of the bare matrix dressed under the effect of the DDC2 space,
provides the correct magnetic behaviour ( JHint2 in Table 7.6) but the
splitting is strongly overestimated for both systems.

In order to understand the reason why this procedure fails, one
can look at the bare and dressed Hamiltonian matrix elements, re-
ported in Table 7.7 (BCAS(6,4) and DCAS(6,4) columns, respectively).
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Table 7.6: Magnetic Coupling Constants (in cm−1) obtained with different
brute-force thresholds.

System τ n. det Jbare JHint2

bisOH ∞ 16 44.9 −1090.7

0.010 208 29.43 −316.17

0.009 220 11.00 −298.59

0.008 232 11.00 −298.59

0.007 250 −11.02 −255.50

0.006 258 −11.18 −255.72

0.005 274 −46.52 −217.41

0.004 308 −46.99 −220.57

0.003 438 −99.20 −168.73

0.002 632 −99.48 −164.17

0.001 1081 −108.98 −204.55

Cu2(OH)2 ∞ 16 −64.5 −1725.5

0.020 128 −221.62 −357.20

0.019 164 −39.04 −820.78

0.018 176 −199.40 −516.74

0.015 192 −204.02 −505.08

0.009 212 −200.82 −494.16

0.007 214 −227.81 −485.50

0.005 222 −230.76 −484.53

0.004 230 −233.53 −482.91

0.003 374 −247.86 −481.17

0.002 448 −255.73 −484.53

0.001 883 −287.60 −520.41
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Table 7.7: Bare (B) and dressed (D) Hamiltonian matrix elements (in eV)
obtained using different model spaces: CAS(6,4) and the more
extended CAS(6,4)+selected, where selected stands for d →
d∗ + 1h N+ 1h Cu3d (see text).

System Element BCAS(6,4) DCAS(6,4) DCAS(6,4)+selected

bisOH E0 0.0 0.0 0.0

U 23.96 5.72 15.22

∆ECTp 13.11 2.12 7.71

∆ECTs 29.04 13.09 16.58

∆EDCTp 24.96 8.39 15.94

∆EDCTs 60.73 41.61 45.40

∆EMCT 40.07 21.63 27.00

Cu2(OH)2 E0 0.0 0.0 0.0

U 25.19 7.78 18.10

∆ECTp 11.29 1.57 6.93

∆ECTs 12.67 2.84 8.09

∆EDCTp 21.36 4.94 13.49

∆EDCTs 24.06 8.26 16.41

∆EMCT 22.11 6.03 14.54

It clearly appears that the ionic, the CT and the double CT structures
withstand a very large stabilization by about 18, 12 and 16 eV, respec-
tively. This large stabilization is the footprint of excitations contained
in the outer space that strongly interact with the model space. In such
a case, their effect cannot be treated through perturbation theory. To
overcome this problem one has to include these excitations into the
intermediate space, at the cost of losing its simplicity.

Several ways to identify these determinants have been tested. A
brute-force method consists in the definition of a threshold τ and in
the inclusion in the model space of all the determinants of the outer
space whose absolute perturbative contribution to a given matrix el-
ement of the model space is larger than τ, following the logic of the
CIPSI algorithm. (136) Table 7.6 collects the results obtained with this
method, ranked in order of decreasing τ. The first row with τ = ∞
corresponds to a model space containing only the CAS(6,4) determi-
nants. As the most important excitations are included in the model
space, the large overestimation of JHint2 is progressively corrected.
The Jbare values gradually improve with the size of the space and
they converge to the DDC2 values. However, the behaviour of JHint2
is rather erratic, in particular for bisOH system. Different τ values are
required to obtain JHint2 of similar quality for both systems. The con-
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tributions are larger and concentrated in a smaller number of deter-
minants in the case of Cu2(OH)2, while they are individually smaller
and much more spread out in the case of bisOH.

Hence, the brute-force method solves the problem of the over-sta-
bilization of the structures in the model space but its dimension in-
creases very fast and in an uncontrolled way, resulting in a difficult
interpretation of the results. Actually, using a different selection pro-
cedure it turns out that the number of determinants which have to
be included in the model space is quite small and their nature well
defined. One may find these structures both manually looking at the
most important excitations in the brute-force method or using the or-
bital entanglement maps (see Section 2.9), which allow one to identify
the most important orbitals that are needed for the description of the
system.

Figure 7.8: Entanglement measures for bisOH. Triplet wavefunction,
CAS(6,4)+DDC2.

Figure 7.9: Entanglement measures for Cu2(OH)2. Triplet wavefunction,
CAS(6,4)+DDC2.

The entanglement maps of the triplet CAS(6,4)+DDC2 wavefunc-
tion for bisOH and Cu2(OH)2 are reported in Figures 7.8 and 7.9,
respectively. Similar maps are obtained for the singlet. The data have
been obtained using a code recently developed whithin this thesis
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work. In the figures, each point corresponds to a localized orbital and
the size of the red-dot is proportional to its one-orbital entropy. The
color of the lines connecting two dots represents the magnitude of
their entanglement: black if Ii,j > 0.1, green if 0.01 < Ii,j 6 0.1 and
grey if 0.001 < Ii,j 6 0.01.

The orbitals reported are only those presenting a significant entan-
glement value. As one can see, besides the active orbitals there are,
both for bisOH and Cu2(OH)2, the non-active Cu 3d orbitals with
their diffuse counterparts. Moreover, for bisOH the occupied orbitals
of both the nitrogen and the hydroxo ligands are also present. A
strong entanglement between two orbitals means that they are in-
volved in excitations that play a crucial role in the wave function.
Thus, from the entanglement maps one can deduce a qualitative pic-
ture of the wave function. For instance, it is clear that for bisOH the
Lp orbital plays a more important role than Ls, while in Cu2(OH)2

the two orbitals are almost equally important.
The entanglement maps help us identifying (at least in the present

case) a small but meaningful model space, showing the key role of
a small number of 1h and 1h1p excitations in the description of the
coupling:

(i) the single excitations from the non-active 3d Cu orbitals to their
diffuse counterparts, in the following referred to as d → d∗ ex-
citations. Each metallic center has four non-active 3d functions,
resulting in eight different excitations per center.

(ii) the single excitations from the non-active Cu 3d orbitals to the
active Cu 3d, referred to as 1h Cu3d.

(iii) the single excitations from the lone pair N orbitals to the ac-
tive Cu 3d orbitals. They correspond to ligand to metal charge
transfer forms, labelled as 1h N, and seems to be important only
for bisOH. It is worth noticing that these excitations introduce
the ligand-to-metal delocalization. In Cu2(OH)2 this delocaliza-
tion is introduced via the Ls and Lp orbitals, both with a non-
negligible weight on the lone pair N orbitals. In bisOH, however,
only the Lp contains a certain weight on N. This can explain the
different role of these excitations in both systems.

(iv) in minor extension, and only for bisOH, the single excitations
from the neighbour OH ligand orbitals to the active Cu 3d.

In principle, these excitations act on each determinant of the CAS(6,4)
model space. However, after carefully testing, the most important
d → d∗ excitations are those acting on the CAS determinants with
two electrons on the same magnetic Cu 3d orbital on which the ex-
citation is applied. In other words, these structures correspond to lo-
cal excitations on the ionic, LMCT and double charge transfer forms.
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With respect to the DDCI formalism on the basis of a minimal ac-
tive space, these excitations belong to the 1h1p class when acting on
the ionic forms, to the 2h1p set when acting on the CT forms, and
to the 3h1p group if they act on the double charge transfer forms.
They allow for the orbital relaxation of the “overloaded” Cu center,
promoting electrons from the occupied 3d shells to the diffuse ones,
thus lowering the effective energy of the ionic and CT forms. This
effect has been invoked in our previous analysis (101), but here we
provided numerical evidences of the impact of these excitations on
the magnetic coupling and the evidence that these considerations are
also corroborated by the entanglement measures. This selected set of
d → d∗ excitations are the only ones considered for the enlargement
of the model space. Different groups of these excitations have been
added and the resulting model spaces are used in the intermediate
Hamiltonian procedure. The so-obtained J values are shown in Ta-
ble 7.8. It is evident that the d → d∗ excitations bring the key effect.
When they are included in the model space, the diagonalization of the
dressed Hamiltonian matrix produces quantitatively correct results, a
coupling of J=-516 cm−1 for Cu2(OH)2, the expected value being -522

cm−1, and J=-304 cm−1 for bisOH, still overestimated with respect to
the CAS(6,4)+DDC2 value (-232 cm−1). Looking at the Hamiltonian
matrix elements within this space, it becomes obvious why these de-
terminants must be included in the intermediate model space. Indeed,
even if their energies are more than 50 eV higher than the neutral de-
terminants, their interaction with the ionic and the charge transfer
structures is surprisingly large, being of the order of 5-6 eV. It is clear
that it is not possible to treat an effect of this magnitude through a
perturbation approach. The key role of these d → d∗ excitations can
be related to the improvement usually observed in the CASPT2 eval-
uations of J when the minimal active space is extended with a set of
formally virtual d-orbitals (referred as the 3d′ shell) (7, 98, 123, 124).
A similar effect of the d → d∗ excitations has been recently observed
also in simple mononuclear Cu complexes, where the lowering of the
LMCT energy and the corresponding increase of their coefficient in
the wave function has important consequences on the spin density
(56, 57). Actually, the key effect of the d→ d∗ excitations on the mag-
netic coupling was originally predicted by the pioneer work of de
Loth et al. (88), but technical constraints at that time prevented a nu-
merical evaluation through calculations using extended basis sets for
Cu atoms.

The effect of the 1h Cu3d is negligible for both systems, while the in-
corporation of the 1h N excitations has a marked effect for bisOH. In-
deed, the Jbare value for bisOH becomes antiferromagnetic in nature,
and the application of the Intermediate Hamiltonian theory produces
a quantitatively correct result for this system, J=-220.3 cm−1. In the
case of system Cu2(OH)2 the impact of the 1h N excitations is negli-



7.3 results and discussion 125

Table 7.8: Magnetic Coupling Constants (in cm−1) obtained with the Inter-
mediate Hamiltonian theory using different model spaces

Model Space n. det Jbare JHint2

bisOH

CAS(6,4) 16 44.9 −1090.7

CAS(6,4)+ d→ d∗ 176 8.39 −304.3

CAS(6,4)+ d→ d∗ + 1h Cu3d 240 7.6 −311.9

CAS(6,4)+ d→ d∗ + 1h N 208 −11.6 −220.3

CAS(6,4)+ d→ d∗+ 1h N+ 1h Cu3d 272 −12.0 −229.1

CAS(6,4)+DDC2 (reference) 1794393 −231.6 –

Cu2(OH)2

CAS(6,4) 16 −64.5 −1725.5

CAS(6,4)+ d→ d∗ 176 −199.4 −516.7

CAS(6,4)+ d→ d∗ + 1h Cu3d 240 −199.4 −516.7

CAS(6,4)+ d→ d∗ + 1h N 208 −201.6 −515.9

CAS(6,4)+ d→ d∗+ 1h N+ 1h Cu3d 272 −201.6 −515.7

CAS(6,4)+DDC2 (reference) 792324 −522.2 –

gible, in good agreement with the entanglement measures. These ex-
citations introduces the ligand-to-metal delocalization, and the origin
of their differential role on these systems can be found in the distinct
weight of the N lone pairs on the Ls and Lp orbitals. In other words,
these 1h N excitations correct the defective ligand-to-metal delocaliza-
tion of the Ls orbital in bisOH. Notice that the quantitative evaluation
of J in bisOH requires both an orbital with a large weight on the OH
bridge and a correct description of the delocalization of the N lone
pair orbitals. Finally, if both the 1h Cu3d and 1h N are included in the
model space, together with the d → d∗ excitations, the J values for
both systems are nicely close to the fully variational values.

Regarding the performance of the method, it is worth noticing that
a reduced number of determinants (272) provides estimates of the
magnetic coupling that match the variational values obtained from
a space containing 1-2 millions of determinants. This strategy based
on the perturbative dressing of a rationally selected model space and
the subsequent diagonalization can be envisaged as a promising ap-
proach to deal with more complex systems, containing several mag-
netic centers with several active electrons, and as an alternative to
pure variational approaches, usually too demanding for polynuclear
compounds, and to DFT approaches, showing the well-known depen-
dence on the chosen functional.
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A few (relevant) elements of the dressed matrices for this selected
model space are shown in Table 7.7. Comparing these values with
those of the bare CAS(6,4), the largest changes occur on the relative
energies of the neutral, ionic and CT forms, the modifications of the
interaction parameters being less significant. There is a large stabiliza-
tion of the ionic structures with respect to the neutral ones, resulting
in a lowering of the U parameter. Also the LMCT forms show a large
lowering in the energy. In both cases the magnitude of this effect is
less extreme than that observed with the CAS(6,4) model space. The
overall decreasing of the energy of these structures clearly indicates
their fundamental role in the description of the splitting. One may say
that the effective work of the outer space is to stabilize these determi-
nants in such a way that they can take more importance in the wave
function and correctly describes the physics of the system. The outer
space consists essentially in single excitations that, when applied to
the model space, can be seen as an orbital relaxation effect which low-
ers the energy of ionic structures. It should be remarked that also in
the LMCT structures one of the metallic center bears two electrons,
resulting in an “ionic” nature.

In light of these results, it is possible to reconsider the different
coupling pathways discussed above. Table 7.9 contains the individual
contributions to the JHint2 value of the described mechanisms previ-
ously described in the frame of the two-band model. The evaluation
of each contribution follows equations 7.2-7.8, but using the interac-
tion parameters of the dressed, “rationally” selected, model space. It
is worth noticing that this small number of contributions provides a
significant fraction of the total J value, which means that a reduced
number of pathways involving only the CAS(6,4) determinants con-
densate the main physics effects contained in the CAS(6,4)+DDC2

calculation with almost 2 millions of determinants, and then, much
more pathways and of higher order. The results confirm the differen-
tial role of the LMCT s in these two systems: the pathways involving
the LMCT s have similar impact that those involving the LMCT p for
Cu2(OH)2, while for bisOH the LMCT s are significantly less impor-
tant for the coupling than the LMCT p. The large interaction between
the ionic and neutral forms in bisOH is also crucial, enhancing all
pathways involving this interaction. Such term is almost negligible
for Cu2(OH)2. Third-order pathways show different signs for Lp and
Ls: they almost compensated each other for Cu2(OH)2, while they in-
troduce an important ferromagnetic contribution in the case of bisOH.
Indeed, neglecting all pathways involving the LMCT s gives a J value
of -240 cm−1 for bisOH. Finally, as mentioned above, the double ionic
forms play a significant role in these two systems, an effect which
could be partially ascribed to the use of natural MOs.
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Table 7.9: Magnetic pathways and contributions to JHint2 (in cm−1) for the
CAS(6,4)+selected model space

pathway type bisOH Cu2(OH)2

2Kab 82.3 -9.7

N-I-N -884.4 0.006

N-CT-I-CT-N p -610.5 -1684.1

s -1.4 -569.2

s-p +58.1 +1958.1

N-CT-I-N p +1469.6 -6.2

s -69.9 +3.6

N-CT-CT-N via t ′ab p +1695.1 -330.9

s -52.0 +225.3

N-CT-CT-N via Kbl p +345.3 +249.2

s -13.0 +420.4

N-CT-DCT-CT-N p -2468.7 -7512.0

s -4.5 -4044.5

N-CTp-MCT-CTp-N p +130.5 +3194.8

N-CTs-MCT-CTs-N s +28.6 +2389.0

N-CTs-MCT-CTp-N s-p +122.2 +5525.3

Total -172.7 -190.9
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7.4 conclusions

In this chapter, we have applied a combined perturbative+variational
strategy to the evaluation of the magnetic coupling constant in two
antiferromagnetic systems. The method makes use of an OVB reading
of the wave functions and the Intermediate Hamiltonian theory to
select the set of key excitations which need to be treated variationally
together to the determinants of an extended active space. These key
excitations represent just a very small fraction (less than 0.05%) of the
whole CI space, but provide, once dressed, J values that quantitatively
reproduce the experimental ones.

The importance of this strategy is then twofold: (i) it is possible to
quantitatively estimate the coupling constants at very low-cost, essen-
tially the cost of the diagonalization of a matrix with a few hundred
determinants, and (ii) it is possible to isolate and characterize the
main excitations contributing to the coupling. Concerning this point,
the entanglement maps have proven to be a useful tool to identify the
orbitals, and hence the excitations, with a crucial role in the coupling.

The interaction between the LMCT, 1h1p and 2h1p excitations have
been invoked in our previous studies as responsible for the perfor-
mance of the DDCI approach when dealing with antiferromagnetic
systems (99–102). Here, we have demonstrated that among all 1h1p
and 2h1p excitations contained in the rather large DDCI space, those
with a key role are the local d → d∗ excitations, which introduce the
relaxation of the 3d shell completely filled in the ionic and charge
transfer forms. This result agrees with the recent studies by Giner
and Angeli (56, 57) on the impact of these excitations on the correct
description of the spin density.

The procedure requires the use of optimized molecular orbitals,
which are localized prior to the OVB reading of the wave functions.
Besides the satisfactory evaluation of J, the method provides also the
values of the interaction parameters among the determinants of the
model space, which allow for the identification of the main pathways
controlling the coupling.

Regarding the two molecular systems here considered, this study
supplies the clues of the difficulties found by Vancoillie et al. (111)
in their previous estimation of the coupling in the parent trisOH
compound. Fist, the use of an extended active space, including the
bridging OH orbitals is compulsory, the OMs need to be optimized to
correctly introduce the metal-ligand delocalization and finally, there
exists a non-negligible and surprisingly high effect of the Cu basis
functions.

In summary, the work reported here can be considered as a first
step towards a general tool to deal with polynuclear systems con-
taining localized spin moments and with the systems where calcu-
lations based on a minimal active space fail to quantitatively repro-
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duce the magnetic coupling constant, as many ferromagnetic systems
(137). Further work need to be done to optimize the molecular orbital
sets in a simple and low-cost way. In this regard, the recent proposal
by Giner and Angeli (56) for the orbital optimization in open-shell
systems seems to be a promising route. Once this issue has been
fixed, the here proposed perturbative+variational strategy could pave
the way for a general and powerful approach to study complex sys-
tems and close the gap between the systems proposed by experimen-
talists and those that are successfully affordable by state-of-the-art
quantum chemistry methods.





8
E N TA N G L E M E N T P R O P E RT I E S

Entanglement properties and mutual information have been intro-
duced in Section 2.9 of the chapter “Theoretical Methods”. In this
chapter, these tools are applied to several molecular systems, focussing
on the their dependence on the choice of the orbital set.

Homonuclear dimers such as H2, F2, N2 and Cr2 are analyzed
with regard to the internuclear distance, allowing to obtain insights
on how different kind of orbitals interact among themselves during
the bond formation. Moreover, the use of the entanglement maps com-
bined with different orbital schemes allows to clearly understand how
the interpretation of the electronic structure depends on the set of or-
bitals employed, especially in more complex molecular systems.

8.1 the hydrogen molecule : two different approaches

Since the dawn of modern quantum chemistry, the hydrogen molecule
has been widely studied, being one of the simplest molecular model
to which one may apply and test a new method.

Starting from the 1sA and 1sB atomic orbitals, where A and B in-
dicate the two hydrogen atoms, it is possible to define two different
molecular orbitals (MOs), a gerade σg and an ungerade σu:

σg =
1sA + 1sB√
2(1+ S)

(8.1)

σu =
1sA − 1sB√
2(1− S)

(8.2)

Then, an approximate wave function for the singlet ground state
(GS) can be written as a linear combination of the two gerade Slater’s
determinants obtained populating the σg and σu orbitals:

ΨMOGS = λΦg − µΦ
∗
g (8.3)

where λ, µ > 0 and the two determinants are Φg = ‖σgσ̄g‖ and Φ∗g =

‖σuσ̄u‖. This approach may be improved using a larger basis set of
atomic orbitals, {χr}, to define two more flexible symmetry adapted
molecular orbitals:

σg =
∑
r

crχr (8.4)

σu =
∑
r

c∗rχr (8.5)

131
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The energy of the two-electron in two-orbitals wave function ΨMOGS is
then variationally minimized with respect to both the coefficients λ, µ
and cr, c∗r. This is the well known (2 electrons, 2 orbitals) complete
active space self-consistent field method, CASSCF, that produces the
best minimal valence description for H2 and represents a routinely
used method in the field of molecular orbitals theory.

Starting from these molecular orbitals, it is possible to return to the
local description given by the minimal basis set {1sA, 1sB} defining
two new orthogonal atomic orbitals, OAO, as

a =
σg + σu√

2
(8.6)

b =
σg − σu√

2
(8.7)

and re-writing the wave function ΨMOGS as:

ΨOVBGS =
λ+ µ

2

[
‖ab̄‖+ ‖bā‖

]
+
λ− µ

2

[
‖aā‖+ ‖bb̄‖

]
(8.8)

which is equivalent (in terms of energy and properties) to Equation 8.3,
due to the invariance of a CASSCF wave function with respect to an
arbitrary rotation of the active orbitals.

This approach is usually referred to as orthogonal Valence Bond,
OVB, and allows a Valence Bond reading of a CASSCF wave function,
that establishes a direct link between the MO and VB theories. Indeed,
due to their different nature, the Slater’s determinant in Equation 8.8
may be labelled, in a VB-like fashion, as neutral and ionic, allowing a
more transparent interpretation of the wave function.

For instance, in the case of H2, from Equation 8.8 (where λ, µ > 0)
it is clear that the neutral determinants are more important than the
ionic ones for the description of the system, i.e the two electrons prefer
to occupy different orbitals rather than staying in the same one.

This technique has been firstly explored by the seminal works of
Malrieu et al. (51, 52) and subsequently received attention in several
fields: from a demonstration of the diabatic nature of the OVB struc-
tures of H2(23) to the study of the electronic structure of biradicals
(138) and the evaluation of magnetic coupling constants (20).

8.2 analytic entanglement in h2

Given the simplicity of the H2 molecular system, it is straightforward
to write an analytic expression for the one- and two-orbital reduced
density matrices and, therefore, for the entanglement. In the follow-
ing, these analytic expressions are obtained and analyzed both in a
molecular orbitals and in an orthogonal valence-bond scheme.
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8.2.1 Entanglement in the MO scheme

Starting from Equation 8.3 and given that the coefficients λ and µ are
normalized, one may write the ground state wave function as:

ΨMOGS = λ‖σg σ̄g‖ −
√
1 − λ2‖σu σ̄u‖ (8.9)

Here, λ2 represents the probability to find the two electrons in or-
bital σg, and 1− λ2 is the equivalent for orbital σu. In this wave func-
tion, there are no terms corresponding to singly occupied orbitals.
It is then straightforward to obtain the one-orbital RDM, whose di-
agonal elements (the eigenvalues) are reported in Table 8.1, the off-
diagonal elements being zero by definition, due to the need of pre-
serve the spin and the number of particles.

Table 8.1: Diagonal elements (eigenvalues) of the one-orbital Reduced Den-
sity Matrix for H2 using MOs.

σg σu

| 〉 1− λ2 λ2

|↑〉 0 0

|↓〉 0 0

|↑↓〉 λ2 1− λ2

Then, the one-orbital entropy is trivially obtained by applying Equa-
tion 2.123, that gives the same results for the two orbitals: s(1)σg =

s(1)σu = −λ2 ln
(
λ2
)
−
(
1− λ2

)
ln
(
1− λ2

)
.

Considering the two-orbital RDM, among the 162 elements only 4

are not vanishing. Indeed, the elements concerning singly occupied
orbitals are vanishing due to the vanishing coefficient, and the ele-
ment concerning more than two electrons are not relevant for H2.
Moreover, also in this case the spin and the number of the particles
must be preserved, that is, all the off-diagonal element between states
with a different number of electrons, or a different value of Sz, are
zero. One may write the resulting matrix as:

RDM(2) =

| ↑↓〉 |↑↓ 〉[ ]
1− λ2 −λ

√
1− λ2 | ↑↓〉

−λ
√
1− λ2 λ2 |↑↓ 〉

(8.10)

where, in the kets indicating the different states, orbital σg is on the
left and orbital σu is on the right. The diagonalization of this matrix
provides eigenvalues ω1,σg,σu = 0 and ω2,σg,σu = 1 for any value of
λ, resulting in a two-orbital entropy (according to Equation 2.124) of:

s(2)σg,σu = 0 (8.11)
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This result is not surprising, given that any orbital occupation is
totally determined at each internuclear distance: when σg is doubly
occupied, σu is empty; when σu is doubly occupied, σg is empty.
There are no possible intermediate situations.

Figure 8.1: Dependence of the mutual information on the coefficient λ.

At this point, the mutual information, Iσg,σu , between the two or-
bitals can be calculated according to Equation 2.125:

Iσg,σu = −
[
λ2 ln

(
λ2
)
+
(
1− λ2

)
ln
(
1− λ2

)]
(8.12)

and it turns out to be equal to the one-orbital entropies s(1)σg =

s(1)σu . In Figure 8.1, the dependence of the mutual information on
the coefficient λ is reported, and one may see (either from the graphic
or from a simple derivation) that the function shows a maximum
for λ = 1/

√
2 (' 0.7). This value of the coefficient is achieved when

the internuclear distance approaches infinity, that is, when the Φg
and Φ∗g determinants have the same weight, and the corresponding
maximum entanglement is I+∞

σg,σu
= ln(2).

The dependence of the mutual information with respect to the in-
ternuclear distance is reported in Figure 8.2. The wave function is
obtained at the CASSCF(2, 2) level using an ANO-L basis set with
contraction (8s4p3d)/[3s2p1d]. All the CASSCF calculations in this
work has been performed using the MOLCAS program package, ver-
sion 7.8 (48). As one can see, the entanglement is small when the two
atoms are close to each others, and increases when bond is stretched,
until it reaches the limit of 1/

√
2 at dissociation. At the equilibrium

geometry, marked in the Figure with a black dashed line, the mutual
information is rather small. This is an indicator of the fact that the
wave function is compact, that is, the weight of one determinant (Φg)
is much larger than the weight of the other.
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Figure 8.2: Dependence of the mutual information on the internuclear dis-
tance using MOs. The black dashed line indicates the equilibrium
geometry.

8.2.2 Entanglement in the OVB scheme

Similarly to what done for the MO scheme, the wave function of H2
may be rewritten, in OVB, as:

ΨOVBGS = λ
‖ab̄‖+ ‖bā‖√

2
+
√
1− λ2

‖aā‖+ ‖bb̄‖√
2

(8.13)

In this way there is only one coefficient to be taken into account, but
it should be noted that this λ is different from the one used in the MO
scheme.

The diagonal elements (eigenvalues) of the one-orbital RDM are
reported in Table 8.2. In this case, all the diagonal elements are non-
vanishing because all possible orbital occupations are represented in
the wave function. Moreover, due to the molecular symmetry, the
values are the same for the two orbitals.

Table 8.2: Diagonal elements (eigenvalues) of the one-orbital Reduced Den-
sity Matrix for H2 using OAOs.

a b

| 〉 (1− λ2)/2 (1− λ2)/2

|↑〉 λ2/2 λ2/2

|↓〉 λ2/2 λ2/2

|↑↓〉 (1− λ2)/2 (1− λ2)/2

As in the case of MOs, it is trivial to obtain the one-orbital entropies:

s(1)a = s(1)b = −λ2 ln
(
λ2

2

)
−
(
1− λ2

)
ln
(
1− λ2

2

)
(8.14)
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For what concerns the two-orbital RDM, the same considerations
made for the MO case still hold, with the only difference that there
are more non-vanishing elements involving singly occupied orbitals:

RDM(2) =
1

2

| ↑↓〉 |↑ ↓〉 |↓ ↑〉 |↑↓ 〉


1− λ2 λ
√
1− λ2 −λ

√
1− λ2 1− λ2 | ↑↓〉

λ
√
1− λ2 λ2 −λ2 λ

√
1− λ2 |↑ ↓〉

−λ
√
1− λ2 −λ2 λ2 −λ

√
1− λ2 |↑ ↓〉

1− λ2 λ
√
1− λ2 −λ

√
1− λ2 1− λ2 | ↑↓〉

(8.15)

Diagonalizing this matrix, one obtains the eigenvalues ω1,a,b =

ω1,a,b = ω3,a,b = 0 andω4,a,b = 1, that, according to Equation 2.124,
give a two-orbital entropy of:

s(2)a,b = 0 (8.16)

exactly as in the Molecular Orbital scheme. Even in this case, the
result is not surprising: any orbital occupation is totally determined
at each internuclear distance, depending only on the value of the
coefficient λ. The mutual information, Ia,b, is then easily obtained as:

Ia,b = −
[
λ2 ln

(
λ2
)
+
(
1− λ2

)
ln
(
1− λ2

)]
+ ln(2) (8.17)

It is interesting to note that the value of the entanglement between
orbitals a and b is the same as the one between orbitals σg and σu
(Equation 8.12), shifted by ln(2). This shift ensure that at dissociation,
when the coefficient λ is equal to 1, the entanglement is Ia,b = ln(2),
as in the case of the MO scheme.

The dependence of the mutual information on the internuclear dis-
tance is reported in Figure 8.3, both for MOs and OAOs. As one can
see, the OAOs shows a monotonically decreasing behavior when in-
creasing the nuclear distance, while for the MOs the function is in-
creasing. Both curves converge at dissociation to the limit of ln(2),
but at the equilibrium geometry the entanglement patterns are com-
pletely different. Indeed, using localized orbitals, at the equilibrium
the mutual information is almost at its maximum, while for delocal-
ized orbitals it is at its minimum. This behavior highlights the differ-
ences between the two wave functions: using MOs, at the equilibrium
the system is well described even with the sole ‖σgσ̄g‖ determinant;
using OAOs, instead, the bond is well described only if both the neu-
tral and ionic determinants are taken into account and the wave func-
tion results less compact. At dissociation, the situation is reversed:
with MOs, one needs both determinants to describe the separating
atoms, while with OAOs the wave function is represented only by
the two neutral determinants.
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Figure 8.3: Dependence of the mutual information on the internuclear dis-
tance using MOs and OAOs for H2 at the CASSCF(2, 2) level.
The black dashed vertical line indicates the equilibrium geom-
etry, the black pointed horizontal line indicates the limit value
ln(2).

8.3 entanglement for more complex wave functions

For the minimal valence description of H2 the entanglement proper-
ties can be calculated by hand starting from the coefficients of the var-
ious wave functions, thus leading to analytical expressions for the mu-
tual information such as Equations 8.12 and 8.17. For larger systems
and more complex wave functions, it is not straightforward to obtain
analytical expressions, but it is possible to extend this approach and
numerically calculate the mutual information between two orbitals.
This is done estimating the contribution of each determinant of the
wave function to the elements of the one- and two-orbital RDM. For
each orbital/pair of orbitals, the diagonal elements are obtained as a
sum of the squared coefficients (the weights) of all the determinants
which present a certain occupation for that specific orbital/pair of
orbitals. For the off-diagonal elements, instead, one simply takes the
sum of the product of the coefficients of the two determinants in-
volved.

To automatize this task, a new code has been developed during this
PhD thesis, and it has been interfaced both with the CASDI program
package (113, 114) and the Quantum Package (139). In the following
the entanglement analysis of H2 in a Full-CI scheme and other more
complex systems such as F2, N2, Cr2 and decapentene is discussed.

8.3.1 Entanglement in H2 using Full-CI

Using a full configuration interaction scheme (Full-CI) for the study
of the H2 molecule, the numbers of orbitals, in the chosen basis set,
becomes 28, and the number of determinants increases from 4 to 784.
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The most important determinants, however, remain the same as in
the CASSCF(2, 2), which covers, for both MOs and OAOs, more than
the 99% of the wave function for any internuclear distance.

The MOs used in the Full-CI calculation are the same obtained at
the CASSCF(2, 2) level, while the OAOs are obtained with a localiza-
tion method that maximize the overlap with the basis functions, with
the exception of orbitals a and b, which are maintained as the ones
used in the CASSCF(2, 2) calculation.

Figure 8.4: Dependence of the mutual information on the internuclear
distance using MOs and OAOs for H2: comparison between
CASSCF(2, 2) and Full-CI (between the most important orbitals,
see text). The black dashed vertical line indicates the equilibrium
geometry, the black pointed horizontal line indicates the limit
ln(2).

The mutual information between the most important orbitals (σg
and σu for MOs; a and b for OAOs) is reported in Figure 8.4 as a func-
tion of the internuclear distance. As one can see, the results obtained
using Full-CI and CASSCF(2, 2) are almost the same. This confirm
the fact that the physics of the system is already well described at the
CASSCF level and the dynamic correlation introduced with the Full-
CI does not affect the wave function and the orbital occupation in a
qualitative way. The mutual information between the other orbitals is
very small and not relevant for this analysis.

8.3.2 Entanglement in F2

The electronic configuration of fluorine is 1s22s22p5 and the bond
of the F2 dimer can be described by a minimal valence CASSCF(2,
2), in which the two unpaired electrons occupy the two pz orbitals
facing each others (OVB scheme) or combinations of them such as σ
and σ∗ (MOs scheme). The wave functions obtained with these ap-
proaches closely resemble those of H2 and one may refer to Equa-
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tions 8.9 and 8.13. For the CASSCF calculation, an ANO-L basis set
with contraction (14s9p4d3f)/[4s3p2d] has been used.

Figure 8.5: Dependence of the mutual information on the internuclear
distance using MOs and OAOs for both F2 and H2 dimers.
CASSCF(2, 2). The black solid and dashed vertical lines indicate
the equilibrium geometry for F2 and H2, respectively.

The mutual information between the active orbitals, both for MOs
and OAOs, is reported in Figure 8.5 as a function of the internu-
clear distance. For the sake of comparison, the same properties are
reported also for H2. As one may see, the entanglement behavior of
F2 is really similar to that of H2, reflecting the similarities in the wave
functions. However, the equilibrium distance of F2 is much greater
than in H2 (2.8 vs 1.4 a.u.), and it appears clearly that at the equilib-
rium the two systems present a different neutral/ionic (and therefore
bonding/anti-bonding) coefficients ratio. For instance, in the MOs
scheme, the mutual information between σ and σ∗ at the equilibrium
distance is higher than the corresponding entanglement between the
two MOs of H2 (at its equilibrium geometry). This is due to the fact
that the F2 wave function is less compact at the equilibrium, that is,
the determinant involving the anti-bonding orbital has a higher coef-
ficient, while for H2 the wave function is dominated by the ‖σgσ̄g‖
determinant. In other words, at the CASSCF(2, 2) level of calculation,
F2 has a more neutral nature than H2. This is evident from the OAOs
scheme, where the mutual information for F2 is lower than for H2 (at
the corresponding equilibrium geometries) because of the lowering
of the coefficient of the ionic determinant with respect to the neutral
(one should remember that, at the dissociation limit, only the neutral
determinant has a non-vanishing weight while at closer distances,
the weights of the neutral and the ionic determinants tend to be the
same).
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8.3.3 Entanglement in N2

The N2 dimer consists in a triple bond formed by the three unpaired
p electrons owned by each atom. A CASSCF(6, 6) treatment furnishes
a good approximation for the study of this system. An ANO-L basis
set with contraction (14s9p4d3f)/[4s3p2d] has been used.

In a OVB scheme, the σ bond is formed between the two electrons
occupying the two pz atomic orbitals, aligned with the internuclear
axis of the dimer. The other two are π bonds formed between the
equivalent px and py atomic orbitals, orthogonal to the internuclear
axis. In a MOs scheme, the p atomic orbitals are instead combined
in-phase or out-of-phase to obtain a bonding and anti-bonding pair
of σ and two bonding and anti-bonding pairs of π orbitals.

Figure 8.6: Dependence of the mutual information on the internuclear dis-
tance using MOs and OAOs for N2. CASSCF(6, 6). The black
dashed vertical line indicates the equilibrium geometry. y or-
bitals are not reported but have the very same behavior of x.

The mutual information between the two orbitals expanded on the
same atomic orbitals is reported in Figure 8.6 as a function of the in-
ternuclear distance. The general behavior is similar to H2 and F2: the
entanglement between OAOs decreases when the bond is stretched
and the one between MOs increases. The main difference lays in the
fact that at infinite distance the two functions does not converge to
the same value of ln 2 but to about 0.8 for MOs and 0.2 for OAOs.

For the OAOs case, this can be easily related to the nature of the
ground state of the N atoms (4S). At R = ∞, the wave function de-
scribing the singlet coupling of two spins with S = 3/2 has for each
OAO S(1) = ln 2, while for a couple of OAOs on different atoms, one
may demonstrate that s(2)a,b = −[(3/9) ln (1/9)+ (2/3) ln (2/3)], thus
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Iab = ln 2− s(2)a,b/2 = 0.191788. A similar derivation for two OAOs
on the same atom leads to s(2)a,a ′ = ln 3 and Iaa ′ = 0.143841.

It should be noted that the curves corresponding to the σ bond
(solid lines) are shifted with respect to the ones corresponding to the
π bonds (dotted lines). This is due to the different spatial extent of
the orbitals involved in the bond. Indeed, starting at R = ∞ and
approaching the two atoms, the orbitals contributing to the π bonds
start interacting (overlapping) at shorter internuclear distances than
those describing the σ bond.

Figure 8.7: Entanglement maps for N2, CASSCF(6, 6), at different internu-
clear distances, both for MOs and OAOs. The color of the lines
between the orbitals indicates the amplitude of the mutual in-
formation, the size of the red circles is proportional to the one-
orbital entropy.

The use of “entanglement maps” represents an alternative way to
visualize the mutual information between different orbitals, in addi-
tion to their respective one-orbital entropy. Figure 8.7 represents some
entanglement maps for N2 at different internuclear distances, both for
MOs than for OAOs. The color of the lines connecting two orbitals in-
dicates the amplitude of the mutual information and the size of the
circles around each orbital is proportional to its one-orbital entropy.

For what concerns the OAOs, one may see that at the equilibrium
geometry (2.10 a.u.) there is a strong entanglement between the p
atomic orbitals of the same symmetry, corresponding to the three
bonds. Moreover, the px and py localized on both atoms are weakly
entangled with each others. Stretching the bonds (3.00 a.u.), also the
pz starts to be weakly entangled with the px and py. At a very large
distance (40.00 a.u.), all orbitals present weak entanglement with each
others, and the one-orbital entropy is decreased with respect to the
equilibrium geometry.
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Looking at the MOs, the behavior is reversed. At the equilibrium
geometry there is a small entanglement between corresponding pairs
of bonding/anti-bonding orbitals, that gradually increases with the
distance. Even the one-orbital entropy shows the same pattern, small
at the equilibrium and large when the bond is stretched.

8.3.4 Entanglement in Cr2

The chromium molecule is one of the most challenging dimers in
quantum chemistry, being formed by two atoms with 6 unpaired elec-
trons each (the chromium electronic configuration is [Ar]3d54s1). The
minimal valence CASSCF(12, 12) is not sufficient to well describe its
bond and a more sophisticated method is required, such as multiref-
erence perturbation theory or DMRG with a large active space. How-
ever, the potential energy curve obtained with the CASSCF(12, 12),
although not being a binding curve, shows a shoulder around the area
where the real minimum is expected. Therefore, some hints on how
the bond is formed can be obtained from the entanglement maps even
at this low level of calculation.

Figure 8.8: Entanglement maps for Cr2 using orthogonal atomic orbitals at
different internuclear distances. CASSCF(12, 12).

The entanglement maps for Cr2 using orthogonal atomic orbitals
and molecular orbitals are reported in Figures 8.8 and 8.9, respec-
tively. An ANO-RCC basis set with contraction (21s15p10d6f4g2h)/[10s10p8d6f4g2h]

has been employed and the Douglas-Kroll Hamiltonian has been used
for the integral calculation. The maps correspond to three different
positions in the potential energy curves: 3.2 a.u., corresponding to
the shoulder; 6.0 a.u., corresponding to a small minimum; and 10.0
a.u.

Using orthogonal atomic orbitals, at 10.0 a.u., all orbitals are slightly
entangled with each others and the one-orbital entropy is the same,
and equally small, for all the orbitals. At 6.0 a.u. it appears clear that
the minimum is due to the approaching of the 4s orbitals forming
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Figure 8.9: Entanglement maps for Cr2 using delocalized orbitals at differ-
ent internuclear distances. CASSCF(12, 12).

a σ bond, given that their mutual entanglement and the one-orbital
entropies increase. This is not unexpected considering the wider spa-
tial extent of the 4s orbitals with respect to the 3d ones. At 3.2 a.u.,
finally, even the entanglement between the corresponding pairs of 3d
orbitals becomes noticeable, giving an hint of the expected sextuple
bond (140).

Using molecular orbitals, the picture is not as clear as with orthogo-
nal atomic orbitals, due to the presence of lots of small entanglements
without a recognizable and significant pattern.

8.3.5 Entanglement in decapentaene

Finally, the entanglement maps for decapentaene with three different
orbital sets has been analyzed, as an example of the insights that
can be extrapolated from entanglement for more complex and large
molecules. Decapentaene, C10H12, belongs to the series of all-trans
conjugated linear polyenes that has received lot of attention since the
dawn of Quantum Chemistry, being a model for the study of more
complex delocalized system. The same simplified geometry used in
Chapter 4 has been used, with all the 5 π bonds considered to be
equal, at a distance of 1.35 a.u., and the single bonds at 1.45 a.u. The
angles, both C-H than C-C, are all of 120 degrees. The calculations
have been performed at the full-valence CASSCF(10, 10) level, using
an ANO-L basis set with contraction (14s9p4d3f)/[4s3p1d] for the
Carbon atoms and (8s4p3d)/[2s1p] for the hydrogen.

Three orbitals sets have been considered: the symmetry adapted de-
localized molecular orbitals (DMOs); the orthogonal atomic orbitals
(OAOs), obtained localizing the DMOs on the pz atomic functions;
and the localized bond molecular orbitals (LMOs), obtained combin-
ing the OAOs, in-phase and out-of-phase, for each π bond (see Chap-
ter 4 for more details).
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Figure 8.10: Entanglement maps for decapentaene using three different or-
bital sets: delocalized molecular orbitals (DMOs), localized
molecular orbitals (LMOs) and orthogonal atomic orbitals
(OAOs). CASSCF(6, 6).

Figure 8.10 shows the entanglement maps obtained with the three
different orbital sets. In the DMOs scheme, the entanglement maps
consists of a lot of small contributions. It is clear that the more im-
portant orbitals are the HOMO and the LUMO (marked with H and
L, respectively), which have a larger one-orbital entropy and shows
a larger entanglement between each others, as expected. The LMOs
scheme is more intuitive from a chemists point of view: there is a
strong entanglement between π − π∗ pairs of orbitals, that stands
for the electron correlation internal to each double bond. In addition,
each π orbital is strongly entangled with the adjacent π∗ orbital, repre-
senting the charge delocalization between conjugated pairs of double
bonds. Finally, with OAOs, all the atomic orbitals show a large one-
orbital entropy and a strong entanglement is present between orbitals
involved in a double bond. These results are in complete agreement
with the OVB analysis of the wave function reported in Chapter 4,
where the most important OVB structures, besides the Lewis struc-
ture, are the IC determinants (double excitations on a given double
bond) and the CT determinants (single excitations from a given π

orbital to the neighbor π∗ orbitals). One should note that, both for
LMOs and OAOs, the entanglement maps are more compact than for
DMOs and allow one to get an immediate qualitative idea about the
wave function.
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I M P R O V I N G T H E D M R G E F F I C I E N C Y W I T H
O R B I TA L L O C A L I Z AT I O N

In this chapter, the dependence of the efficiency of the density ma-
trix renormalization group (DMRG) approach on the nature of the
orbitals is reported for the case of the full valence description of lin-
ear polyenes. The standard (delocalized) molecular orbitals and two
sets of localized orbitals are considered: orthogonal atomic orbitals
(OAOs) and localized molecular orbitals (LMOs). It is shown that
using localized orbitals improves considerably both the convergence
rate of the energy together with the ability of the DMRG algorithm to
reach the correct target value. More precisely, it is found here that the
use of LMOs, which follows the chemical description of a conjugated
π system, makes DMRG particularly efficient.

9.1 introduction

As already stated in several chapters of this work, an important prop-
erty of a FCI eigenfunction is its invariance under a unitary transfor-
mation of the one-electron basis (often identified with the molecular
orbitals, MOs) with which it is computed. It is worth stressing that
such an invariance concerns the wave function and, therefore, all its
properties, such as, for instance, the energy. Obviously, the represen-
tation of a FCI eigenfunction depends on the chosen basis for the
Hilbert space, but the eigenfunction itself does not.

The CASCI (possibly CASSCF) approach, being a FCI strategy in
a restricted set of MOs, benefits from a similar invariance property,
provided that the unitary transformation is restricted to the active or-
bitals. Actually, one can show that these wave functions are invariant
also for unitary transformations among the doubly occupied MOs,
but this aspect is not relevant for the present study.

The use of orthogonal localized orbitals obtained by a unitary trans-
formation of the standard delocalized orbitals in the framework of the
wave function approaches has been exploited in details in the above
chapters, in a strategy aiming at providing an analysis of the wave
function in terms of Valence Bond-like (VB) structures recalling the
Lewis description of the molecular architecture. Moreover, it is well
known that the use of localized MOs in a wave function frame allows
for a more compact description of the wave function, for an increased
computational efficiency, and for the possibility to take advantage of
the locality of the MOs for a rational selection of the Slater determi-
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nants to be considered in calculations trying to approach the linear
scaling limit.

The aim of this paper is to investigate how the choice of the start-
ing MOs affects the convergence rate of the DMRG approach and to
verify if one can take benefit from the flexibility offered by the start-
ing MO basis to improve the computational efficiency. In particular,
it is interesting to check how the use of localized orbitals, which are
able to reconcile quantum chemistry with the chemical description of
a molecule, can improve the efficiency of the DMRG algorithm.

9.2 the density matrix renormalization group

Density matrix renormalization group (DMRG) has been developed
by S. White in 1992 (14) in the field of condensed matter physics,
where nowadays it is considered one of the most efficient techniques.
Later it has been applied to quantum chemistry problems (15) and
since then it has received an increasing attention from the chemistry
community, due to its ability to treat very large systems at a very
high level of accuracy. It is indeed often compared to an approximate
CASSCF treatment able to considerably extend the dimension of the
active space.

In this chapter, the efficiency of DMRG is analyzed with respect
to the use of different sets of localized orbitals and the technique is
used almost as a black box. Thus, for these purposes it is not necessary
to dive into the complexity of this theory and the curious reader is
referred to other sources (such as the comprehensive review of U.
Schollwöck, (16)). Therefore, only a very short introduction to this
techniques is reported hereafter.

In the DMRG formalism, the wave function may be written as a
linear combination of Slater determinants using matrix product states
(MPS):

|Ψ〉 =
∑
σ

Mσ1Mσ2 . . .MσL |σ〉 (9.1)

where the coefficients of the linear combination are encoded in the
matrix product. Here, L is the number of orbitals and |σ〉 is the oc-
cupation number vector which refers to all the possible orbital oc-
cupations. For each orbital there is a set of four possible matrix cor-
responding to its four possible occupations (empty, with an α or β
electron, and doubly occupied) and the CI coefficients are obtained
from the contraction of the matrices via matrix-matrix product. In the
DMRG jargon, an orbitals is referred to as a site.

Then, the DMRG consists in an iterative procedure where the ma-
trices of orbital sites are variationally optimized with respect to the
energy. The particularity of this scheme is that not all the sites (their



9.3 computational details 147

matrices) are optimized at the same time, but only the active sites (here
corresponding to two sites at a time). Then, the matrices of these two
sites are updated in accordance to the variational procedure and other
two sites are taken into account as active sites. This task is repeated
for all the sites, from left to right and vice-versa (the so-called sweep-
ing) until convergence is reached.

Several parameters affect the result of a DMRG calculation, for in-
stance, the ordering of the sites, the starting orbitals and so on. A
central parameter is surely the maximum dimension m that a matrix
may assume, which basically controls the precision of the results. In-
deed, if m is large enough, that is, if it is equal to the Hilbert space
dimension of the system, DMRG becomes equal to the Full CI tech-
nique. Anyway, usually very low values of m are sufficient in order
to get very accurate energies and wave functions. It must be reported
that the m parameter is often referred to as the number of renormal-
ized basis states or as the number of the block states and that the
number of variational parameters corresponds to 16m2.

In the following, the accuracy of DMRG is analyzed using different
sets of molecular orbitals and different values of the m parameter.

9.3 computational details

The geometrical parameters of the all-trans polyenes studied in this
work are chosen to be fixed at standard values. Indeed, the purpose
is here to compare different strategies to perform a given calculation
rather than to have results comparable with the experimental find-
ings. For this reason, reasonable standard geometries are adequate to
describe our systems. Accordingly, as done in the preceding chapters,
all single C-C bond lengths are fixed to 1.45 Å, the double C-C bonds
to 1.35 Å, the C-H bond lengths to 1.08 Å and all CCH and CCC
angles to 120◦. The molecule lies in the xy plane.

For all calculations, the Atomic Natural Orbital (ANO) basis sets
(141) is used. The carbon atoms are represented by the ANO-L basis
set with the contraction (14s9p4d)/[4s3p1d], while the contraction
(8s4p)/[2s1p] is used for the hydrogen atoms.

The CASSCF calculations are performed using the MOLCAS 7.8
program package. DMRG results are obtained using the development
version (year 2014) of the QCMaquis program package (142). The ac-
tive space contains all π orbitals and electrons (full π active space).
The localized orbitals are obtained from the CASSCF delocalized or-
bitals using a procedure developed and implemented in the Theoret-
ical Chemistry group of the University of Ferrara. The details of this
procedure are described in the section 9.4.
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9.4 orbital localization

With the aim of analyzing the effect of the orbital localization on
the computational performances of the DMRG procedure, we explore
two different kinds of localized orbitals, namely the localized molecu-
lar orbitals and the orthogonal atomic orbitals. In both cases they are
obtained by a unitary transformation of the full valence delocalized
CASSCF active orbitals. Indeed, as said, the CASSCF wave function
and its properties are invariant with respect to an arbitrary orbital ro-
tation within each orbital class (doubly occupied, active, and virtual).
Hereafter, only the active orbitals are localized and this transforma-
tion is achieved maximizing, with the constraint of orthogonality on
the final orbitals, the overlap of the transformed orbitals with a set of
reference strongly localized orbitals (possibly not orthogonal).

In the present case (conjugated all-trans polyenes) the LMOs consist
of pairs of bonding and anti-bonding π-orbitals localized on the dou-
ble bonds of the chain. Their reference functions in the localization
procedure are the in-phase and out-of-phase combinations of the 2pz
basis functions centered on the carbon atoms involved in the double
bond. The OAOs, instead, consist in orthogonal pz orbitals localized
on the carbon atoms and their references are simply the pz basis func-
tions of the corresponding atoms.

For both the LMOs and the OAOs, it is worth stressing that, even if
they are local, they are of CASSCF quality and they are optimized in
the molecular reality. In this regard they are of higher quality that, for
instance, OAOs obtained by a simple orthogonalization of the strictly
atomic orbitals.

9.5 results and discussion

In what follows, the DMOs, LMOs, and OAOs are used as the MO
basis for a DMRG calculation in which a Full CI is performed within
the full-π active space. As the LMOs and OAOs are obtained from
the CASSCF DMOs by a unitary transformation within the active
space, the DMRG algorithm should formally provide the CASSCF
wave function and therefore the CASSCF energy.

The analysis of the calculations performed here on the all-trans con-
jugated polyenes of increasing size has shown that the effect of the
MOs used is meaningful only for the largest systems. Indeed, indicat-
ing with n the number of double bonds in the chain, for values of n
lower or equal to five the convergence rate of the DMRG energy is
very fast and the DMRG procedure reaches the CASSCF energy both
with localized and delocalized orbitals. This behaviour was also ob-
served for small values of the m parameter, which clearly indicates
that the localization of the MOs does not affect the DMRG conver-
gence rate for small polyenes.
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For values of n larger than five, instead, the differences between the
use of localized and of delocalized orbitals become more significant,
in particular for what concerns the dependence of convergence rate
of the energy on the m parameter.

Nevertheless, the request to perform the CASSCF step (required
to compute the delocalized orbitals) forces n to be not too large, the
limiting value being 8-9. It is worth noticing that this limitation comes
from the computational scheme here conceived (use of MO sets of
CASSCF quality) and it is not inherent to the DMRG step, for which
much larger active spaces are assailable.

In the following we focus on the polyene with 7 double bonds
(C14H16). The other systems of the conjugate polyenes series give
very similar results. The delocalized orbitals are obtained from a
CASSCF(14,14) calculation. If the molecular symmetry is not consid-
ered, the CAS space contains more than 11 million determinants. Us-
ing the CASSCF canonical delocalized molecular orbitals (DMOs), the
DMRG method requires quite a large number of preserved states (the
m parameter) to achieve the target energy. Indeed, in order to reach
the CASSCF energy up to the 6th digit, m must be equal to or larger
than 7168, which, for the system under study, implies a rather ex-
pensive computational effort. The convergence of the DMRG energy
using the three types of MOs here considered and a value of the m
parameter set to 7168 is reported in Figure 9.1.

In this calculation, a DMRG sweep (back and forth) consists in 26

microiterations. As it is apparent from Figure 9.1, in the first microiter-
ations the energy is lower using the DMOs (ordered following an en-
ergy criterion), while with the localized ones (both LMOs and OAOs)
the energy is much higher. This behavior has been observed with all
values of m and it indicates that the delocalized nature of the orbitals
(“sites” in the DMRG language) allows a better representation of the
system at the very beginning of the DMRG procedure. In the contrary,
with LMOs and OAOs, the sites are obviously localized and only a
portion of the molecule is correctly taken into account during the first
microiterations, thus requiring a complete sweep to lower the energy.
However, already after the first sweep, the DMRG energy is lower
with the localized orbitals (with the LMOs giving values lower than
the OAOs) than with the DMOs. Eventually, with the delocalized or-
bitals the energy achieves the CASSCF value after almost two sweeps,
while with localized orbitals, especially with LMOs, the convergence
is faster and it occurs just after a single sweep.

It is important to point out that the use of localized orbitals, be-
sides reducing the number of microiterations required to reach the
convergence, is also cheaper from a computational point of view. In-
deed, using LMOs and OAOs the average DMRG single sweep is
more than ten times faster than in the case of DMOs.
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Figure 9.1: Polyene with n = 7, convergence of the DMRG method (m =

7168) with different orbital sets (DMOs, LMOs, and OAOs) as
a function of the number of microiterations. The upper panel
reports the full convergence trend, while the lower panel shows
a zoom in the energy axis close to the convergence value. The
horizontal line indicates the CASSCF energy.

Moreover, the better performances of LMOs and OAOs with such
a large value of m (7168) do not fully account for the benefits one can
have with a localized MO basis. Indeed, the number of preserved
states required to converge to the CASSCF energy (up to the 6th
digit) is different for the various MO sets. Using LMOs, the smallest
value of m for which one obtains the CASSCF energy is 128, while
for OAOs it is 64. For instance, in the case of OAOs the calculation
with m equal to 64 is again ten times faster than the one with 7168

and the same set of orbitals. Therefore, one may say that, at least
for the system under analysis, using a set of localized MOs is more
than 100 times faster than using canonical orbitals. In the context of
optimization of the computational efficiency of the DMRG algorithm,
such results appear to be important.

The convergence behaviors for the three sets or orbitals with m =

128 and m = 64 are shown in Figures 9.2 and 9.3, respectively. In the
former case, the lowest energy achieved with DMOs shows an error
on the second decimal digit compared to the CASSCF value, while
with both OAOs and LMOs the DMRG energy converges to the right
value. With m = 64, the DMOs behaves even worse, with the energy
reaching a value ' 0.03 a.u. far from the CASSCF reference. On the
contrary, with LMOs and OAOS the error is on the sixth digit.
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Figure 9.2: Polyene with n = 7, convergence of the DMRG method (m =

128) with different orbital sets (DMOs, LMOs, and OAOs; see
text) as a function of the number of microiterations. The upper
panel reports the full convergence trend, while the lower panel
shows a zoom in the energy axis close to the convergence value.
The horizontal line indicates the CASSCF energy.

It is worth noticing that in all cases the convergence of the DMRG
energy with delocalized orbitals shows a “saw-tooth” shape, with
the lowest energy reached only for a few iterations, while in the other
iterations a higher value is computed. This effect, which appears with
a well defined frequency (twice a sweep), is due to the inadequacy of
the m states to represent the system in most of the microiterations.
Even if it is rather weak, this effect is observable also with m equal to
7168, and it can be removed only considering larger values for m.

In order to summarize the results commented above, Figure 9.4
shows the convergence behaviors of the DMRG energy for the lowest
value of m for which the CASSCF energy is achieved (up to the 6th
digit) for each set of orbitals. As one can see, the LMOs and OAOs or-
bitals also manifest some kind of instability in the convergence trend
of the DMRG energy, but this happens with very low values of m.
As in the case of delocalized orbitals, this problem is solved using
larger values of m. In all cases, however, the magnitude of this oscil-
lation in the energy is very low given that in hartrees it concerns the
sixth/seventh decimal digits.

As a final comment on the convergence trend of the DMRG en-
ergy, we want to remark that from Figure 9.4 one could think that the
behaviors of the OAOs and LMOs is worse than that of the DMOs,



152 improving the dmrg efficiency with orbital localization

Figure 9.3: Polyene with n = 7, convergence of the DMRG method (m = 64)
with different orbital sets (DMOs, LMOs, and OAOs) as a func-
tion of the number of microiterations. The upper panel reports
the full convergence trend, while the lower panel shows a zoom
in the energy axis close to the convergence value. The horizontal
line indicates the CASSCF energy.

because with localized orbitals the target CASSCF energy is obtained
with a larger number of microiterations. Actually, it is important re-
calling that, due to the much smaller m value, the CPU time per
microiteration is much shorter when using localized orbitals.

Given the complexity of the DMRG method, it is not trivial to fully
understand why with the localized orbitals such an improved conver-
gence is observed if compared with the delocalized orbitals. On can,
however, note that the all-trans conjugated polyenes are substantially
1D systems, and the use of localized orbitals brings back the DMRG
approach to a framework similar to the solid-state physics lattices, for
which this method has been initially developed.

To better clarify the consequences of the use of different orbital
sets (let us stress again that they are different but fully equivalent for
what concerns the final wave function) in the DMRG approach, an
important information can be deduced from the entanglement mea-
sures, namely the single-orbital entropy and the mutual information
(13, 17). The entanglement measures for the polyene with seven dou-
ble bonds (n = 7) described with the DMO is reported in Figure 9.5.
The single-orbital entropy is proportional to the dimension of the red
circles indicating the orbitals. The (canonical) orbitals are ordered ac-
cording to their energy (orbital 1 has the lowest energy, orbital 14 the
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Figure 9.4: Polyene with n = 7, convergence of the DMRG method with the
lowest m giving the CASSCF energy (up to the 6th digit) with
different orbital sets (DMOs, LMOs, and OAOs) as a function of
the number of microiterations. The upper panel reports the full
convergence trend, while the lower panel shows a zoom in the
energy axis close to the convergence value. The horizontal line
indicates the CASSCF energy.

highest). In a single reference description of the system and follow-
ing the aufbau principle (the first seven orbitals are doubly occupied,
the others are empty), the single-orbital entropy is vanishing for all
orbitals (the orbitals are either doubly occupied or empty). Actually,
at the DMRG level it is in all cases small, with the highest values
found for the HOMO and LUMO (number 7 and 8, respectively), for
which a sizeable modification of the occupation numbers is expected
when passing from the single determinant description to more re-
fined wave functions. Overall, one can observe a bell shape described
by the values of the single-orbital entropy, going from orbital 1 to 14.
The mutual information (represented by the lines connecting two or-
bitals in Figure 9.5, the nature of the line is related to the value of
the mutual information), instead, is quite chaotic. Indeed, it is clear
that the mutual information has a medium-weak value for all couple
of orbitals, with the only exception of the HOMO-LUMO couple, for
which a large value is found.

Using LMOs, the entanglement measures are strongly modified,
as is apparent from Figure 9.6. In this case the orbitals are ordered
following a space criterion, from the left to the right side of the
molecule: the orbitals with odd numbers are bonding orbitals, while
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Figure 9.5: Entanglement measures for the polyene with n = 7 using the
DMO set: the dimension of the red circles is proportional to the
single-orbital entropy, while the lines connecting two orbitals in-
dicate the mutual information (see text).

those with even numbers are the corresponding anti-bonding orbitals.
The single-orbital entropies are overall larger than in the DMOs case
and they have approximately the same value for each orbital. The mu-
tual information measures show a regular pattern: each bonding or-
bital has a strong mutual information with the anti-bonding centered
on the same double bond (like the couples 1-2, 3-4, and so forth) and
with the anti-bonding orbitals localized on the adjacent bonds (like 3

with 2 and 6, 5 with 4 and 8, and so forth). These patterns give an
indication of the fact that these couples are strongly involved in the
electronic correlation. Indeed, in a wave function treatment based on
the LMOs, one founds that the most important Slater determinants,
beyond the pseudo HF one, are those obtained from it by a double
excitation from a π to the π∗ orbital on the same bond and by a single
excitation from a π orbital to the π∗ orbitals of the neighbour bonds.

The use of the OAOs, similarly to what found with the LMOs, leads
to regular patterns in the entanglement measures, as apparent from
Figure 9.7. The atomic orbitals are spatially ordered from the left (or-
bital 1) to the right (orbital 14) of the molecule. The single-orbital
entropy measures are almost constant along the conjugate chain (this
is also an indication of the quasi equivalence of the different carbon
atoms) and their value is the largest observed in this study (even
larger than that observed with the LMOs). Concerning the mutual in-
formation measures, there are more strong values and less medium-
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Figure 9.6: Entanglement measures for the polyene with n = 7 using the
LMO set: the dimension of the red circles is proportional to the
single-orbital entropy, while the lines connecting two orbitals in-
dicate the mutual information (see text).

weak ones compared to what have been observed with the LMOs or
the DMOs. As found with the LMOs, it is easy to give a physical
interpretation to the presence of the large values of the mutual infor-
mation measure: indeed, a very large value is found between a given
OAO and the adjacent one when they are involved in a double bond.
Orbitals involved in a single bond, instead, shows “medium” values
of interaction. One should note, however, that this medium interac-
tion can be considered as strong if compared with the mutual infor-
mation plots obtained with DMOs and LMOs. Generally speaking,
indeed, the mutual information values are larger when one makes
use of OAOs.

In conclusion, it is straightforward to understand why the orthogo-
nal atomic orbitals requires a lower value of m to achieve the CAS-CI
energy, compared to the other localization schemes. Indeed, the de-
scription of only a portion of the molecule, implicit in the DMRG
algorithm in which the system is partitioned in the active part and
the environment, is more independent from the rest of the system
than in a more delocalized picture, as happens with DMOs (and par-
tially also with LMOs). The information of the system is, in a sense,
more “additive” or “transferable”, that is the properties of a group of
“sites” (orbitals) are less dependent on a detailed knowledge of the
properties of the other sites. Obviously, when the “sites” are delocal-
ized orbitals such a result is not expected. Moreover, using OAOs in
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Figure 9.7: Entanglement measures for the polyene with n = 7 using the
OAO set: the dimension of the red circles is proportional to the
single-orbital entropy, while the lines connecting two orbitals in-
dicate the mutual information (see text).

the DMRG sweep, each time a site is added to the active subsystem
one is sure that this site has a strong interaction with the subsystem.

The general behavior here reported for the case n = 7 has been
observed also for the other polyenes. A critical comparison of the
polyene series confirms the superiority of the localized OAOs and
LMOs (in particular the OAOs) for what concerns the convergence
properties of the DMRG approach. Indeed, one can reach the correct
CASSCF energy with less sweep steps and using a lower value for m
(a parameter which has a marked impact on the computational cost
of a single sweep step).

Moreover, a very important difference between the localized MOs
and DMO case is that in the former the mutual information follows
a regular pattern which is transferable from one polyene to another,
while with the DMOs it is much harder to anticipate its behavior.

9.6 conclusions

The dependence of the DMRG approach on the choice of the MO
basis has been studied, focusing on the effect of the number of pre-
served states (them parameter) and on the convergence speed. Among
the three sets of MOs, the LMOs and OAOs have shown to be much
more effective than the DMOs, both for the number of sweeps re-
quired to reach the exact energy and for the minimal value of the m
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parameter for which this energy is obtained at convergence. More pre-
cisely, it has been found that the use of OAOs allows one to strongly
lower the critical value of the m parameter for which the correct CAS-
CI energy is recovered. These results suggest that the building of
the CAS-CI wave function with the DMRG formalism is much more
compact using strictly localized orbitals rather than delocalized ones.
Such idea contrasts with what is found using the standard CAS-CI
approaches, as in such case the wave function is much more compact
using the DMOs or LMOs rather than using OAOs.

These results highlight the crucial role played by the nature of the
MO basis set in the DMRG calculations and indicate strategies to
further improve the efficiency of this approach.
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