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Chapter 1 

I. INTRODUCTION 

Research Project focused on developing innovative devices using the low-cost sensors to obtain the 

concentrations of greenhouse gases (GHGs) epecially carbon dioxide (CO2) and methane (CH4); devices 

suitable to measure water parameters related to gas migration by diffusion in aquifers.  Intelligent remote 

managed systems of the Global Navigation Satellite System (GNSS) are integrated with the new generation 

sensors for environment monitoring applications. In addition to sensor calibration, the multi-parameter 

monitor prototype has been tested in several contexts: a) Laboratory scale with natural soil columns, to figure 

out the sensor response under controlled conditions. The predefined parameters of porosity, permeability 

and physical-mechanical properties that control the hydraulic conditions have allowed to describe the gas 

diffusion into porous media. b) Field scale in many geological contexts, for Air-Soil quality: Natural Gas 

Storage Site in Minerbio, Italy; Drilling and Hydraulic Fracturing activities in Greeley, CO, USA; for Water 

Quality: Wastewater Treatment Plant in Algarve, Portugal. The monitoring system provides a huge set of 

data for which can be used statistical analysis, management and processing (Big DATA). The source 

identification of greenhouse gas emissions is identified in several IPCC reports that climate change is the 

major emergency for the socio / economic / environmental equilibrium of Earth planet. 

I.1 Natural Gas Storage Site Monitoring System in Minerbio, Italy 

I.1.1 Problem statement 

Monitoring is an essential element of geologic carbon storage (GCS) risk assessment, management and 

communication framework recommended by IEAGHG, and described in frameworks proposed by 

government agencies and authoritative organizations (IEA, 2009). Moreover, GCS monitoring plans have 

to be able to meet regulatory requirements, include various monitoring tools and approaches, and support 

site-specific risk assessment (Hovorka SD, 2012). A general and simpler model-based framework of 

Bayesian belief network was also proposed for CO2 leak detection at geologic sequestration sites and 

illustrated using ZERT-test-based near-surface CO2 seepage simulations and soil gas monitoring 

techniques (Yang et al, 2012). Besides these system frameworks, the detectability and spatial resolutions 

for several monitoring technologies have been evaluated using simulations of potential leakage response, 

such as near-surface soil flux and tracer measurement (Yang et al, 2012), pressure monitoring at different 

depths (Sun et al, 2013; Wang et al, 2014; Azzolina et al, 2014; Keating et al, 2014) and shallow 

groundwater monitoring (Keating et al, 2014, Dai et al, 2014; Yang et al, 2015). Among these, the concept 

of detection coverage or detection probability, typical objectives in groundwater monitoring network 

(Meyer et al, 1994; Reed PM et al, 2004; Bode et al, 2015), has been applied to evaluate GCS monitoring 

network design, such as the detection probability of a monitoring network for a leakage event (Yang at el, 

2012), monitoring effectiveness (ME) of a shallow groundwater wellbore leakage event (Yang et al, 2015) 
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and the overall detection probability (Keating et al, 2014) for stochastic simulations of groundwater 

wellbore leakage. In Minerbio city, a Methane Gas storage site is developed, so that soil-atmosphere 

measurements of methane and radon gas, at 10cm and 1m depth was the main purpose of the PhD research 

project. Measurements have been taken for radon concentrations with a Durridge RAD7 Company, Inc., 

USA instrument. It was used for atmosphere and soil gas monitoring system three Biogas ETG (Etg Risorse 

e Tecnologia, Italy) instruments, with nondispersive infrared sensor (NDIR) CH4 gas sensor. The 

measurements started in March 2016 and continued in July-August-September 2016, to determine methane 

and radon gas concentrations, their distribution and to understand the relationship among gases and 

atmospheric conditions. What distinguishes this study from those conducted at other gas storage site is the 

methodology used, the monitoring system was done in the same time in atmosphere and at different depths 

into the soil (10 cm and 1m depth) to understand the differences of methane gas concentration between 

atmosphere and soil. 

I.1.2 Geology Settings of Pianura Padana, Minerbio (BO), Italy 

It is well established that a thick clastic sequence fills the Po Plain flexural basin, burying the outermost 

thrust sheets of the Northern Apennines fold-and-thrust belt and the southernmost thrust sheets of the 

Southern Alps. Due to the combination of fast sedimentation rates and low deformationrates, the thrusts are 

buried and the surface evidence of their activity is faint and elusive. The tectonic setting of the buried 

Northern Apennines is characterized by three adjoining arcs: Monferrato, Emilia and Ferrara-Romagna, 

respectively from west to east (fig. 1).  

 

Fig. 1 - Simplified tectonic map of the Po Plain and surrounding regions, showing the Northern Apennines and Southern Alps main 

thrusts and faults as red lines. Yellow and orange polygons: individual seismogenic sources and seismogenic areas, respectively, 
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from DISS database (DISS WORKING GROUP, 2007; BASILI et alii, 2008). Structures: Monferrato Arc, MA; Emilian Arc, EA; 

Ferrara-Romagna Arc, FRA; Pedeapenninic Thrust Front, PTF; Western Southern Alps buried thrust, SABT; Schio-Vicenza line, 

SV; Thiene-Conegliano thrust front, TC; Cansiglio- Maniago thrust front, CAM. GPS vectors in the inset are from SERPELLONI 

et alii (2005). 

 

The Ferrara-Romagna arc is further subdivided into three second order structures: Ferrara, 

Romagna and Adriatic (BIGI et alii, 1990). These buried surfaces develop over large areas and are deformed 

in synclines and anticlines; these latter located above the ramps of the blind thrusts. From the deepest 

(oldest) to the shallowest (youngest), the most continuous surfaces are: 1) the bottom of the Pliocene marine 

deposits, a first order stratigraphic marker (fig. 2) overlain by sediments varying in age within the Pliocene 

succession at the scale of the entire Po Plain; 2) the bottom of the Quaternary continental deposits, which 

coincides with the bottom of the lower alluvial unit (ca. 0.65 Ma); and 3) the bottom of the upper alluvial 

unit (traditionally dated ca. 0.35-0.45 Ma). The overall sedimentary evolution of the Po Plain follows a 

regressive trend, from an open marine environment in the Pliocene to shallow marine, paralic and 

continental environments throughout the Quaternary. The Upper Quaternary sedimentary bodies are 

separated by major unconformities related to glacio-eustatic cycles (AMOROSI et alii, 2004). In cross-

section, the sedimentary bodies defined by the regional marker surfaces exhibit growth strata on the limbs 

of the anticlines, thus testifying the synsedimentary activity of these folds. Growth strata have been 

effectively used to quantify deformation rates after careful removal of differential compaction effects 

(SCROCCA et alii, 2007). 

 

Fig. 2 - Schematic structural sections across the study area. Section A (Bologna-Ferrara, see trace in fig. 2) has been interpreted 

and depthconverted from seismic data; section B was redrawn after MASSOLI et alii (2006). Labels: Pls=Pleistocene; uPl=Upper 

Pliocene; mPl=Middle Pliocene; lPl=Lower Pliocene; uMe=Upper Messinian; Ol-lMe=Oligocene-Lower Messinian; 

Ol=Oligocene; Ap-uCr=Aptian-Upper Cretaceous; mLs-uLs=Middle-Upper Lias; uCa-No=Upper Carnian-Norian; uPe-

lCa=Upper Permian Lower Carboniferous; pCa=pre-Carboniferous. group of ramp anticlines G1=group 1 of structures; G2=group 

2; G3=group 3. 

 

No faults involve the bottom of the Quaternary deposits, which appear to seal the brittle structures that were 
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active up to the end of the Pliocene. All the observed structural features join each other to form a main and 

wider structural arc, as highlighted also by the third group of ramp anticlines (group G3, fig. 10). This group 

includes the outermost thrusts, which again show the same structural style on both sections, with a deeper 

thrust and associated secondary structures. 

  

I.1.3 Natural Gas Storage site 

The Minerbio field, discovered in July 1956, lies under the Minerbio village, around 25 Km from Bologna 

and it is the most important underground Natural Gas Storage in Italy and Europe. The hydrocarbon bearing 

zone (seven pools) was discovered in the middle-upper Pliocene sediments at a depth of around 1300 

meters. The filling of the Pliocene-Pleistocene Apennine foredeep has been estimated to exceed 7,000 

meters in the thickest depocenters (Pieri and Groppi, 1981). Production started in March 1959 and continued 

until 1972. In the production period around 12.8 billion cubic meters were produced, equal to 90% of the 

original gas in place. The static pressure declined from the original 153.0 Kg/cmq to 30 Kg/cmq. The water 

table rose to 1260 meters. Gas injection started in April 1975; only three of sixteen existing wells were 

utilized. The stage of primary production of the field lasted until 1971, with the drilling of 36 wells, 

including 24 productions. Subsequently, in 1975, four levels, of which the most important are the ones 

called C1 and C2, were interested in converting storage activities, which currently employs 51 injection / 

supply wells arranged in clusters and 6 light-wells for monitoring reservoir pressures; all other wells drilled 

in the primary production were closed, (Fig. 3). 

 

 

Fig.3 Natural Gas Storage Site, Minerbio, BO, Italy. (www.stogit.com) 

 

     

http://www.stogit.com/
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I.1.4 Methodologies  

All the measurements have been done surrounding Minerbio city (fig.4) and nearby gas storage wells. Air-

Soil samples have been taken at the same daytime on each sampling visit between 9am to 4pm (U.T). Three 

instruments were used for the gas survey within Minerbio area, (fig. 5). A stainless-steel probe, diameter 

6.4mm, was used for the soil gas monitoring and the holes were augered to a depth of 1m.  The air pump 

into the instruments was used to draw the soil gas about 1L/min. A new device was built with low-cost 

sensors to measure the air quality and water parameters, (fig.6). Further information about the 

methodologies are specified in the Articles (on page 95, 101). 

 

Fig.4 Gas survey measurement, Minerbio area. The yellow color specify all locations under gas monitoring control, 

the green color specify the Wells used for the Gas Storage activities, all of them surrounding the Minerbio city. 

  

Fig.5 Instruments used during gas survey measurement, for methane and radon concentrations. The three ETG 

devices were used for methane concentrations and the Durridge RAD7 device with the drierite was used for radon 

concentrations. 
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Fig.6 Device that measure Air and Water Quality continuously, by using new low-cost sensors. This new Prototype 

was built at the University of Ferrara, Earth Sciences Department during my PhD research program. It was built and 

programmed in C++ language for Arduino microcontroller and Python for RaspberryPi3 micrcontroller for data 

transmission. It was presented at the International Conference in Texas, USA – Session Co-Chairs: NASA. 

       

I.1.5 Results   

The gas measurement survey carried out throughout the Minerbio area, no outliers have been identified. 

The measurements continued in March-July-August-September 2016, almost at the same time in the same 

place around the gas storage site, for fifteen minutes for each sampling. At a depth of 1 meter, the maximum 

soil radon gas concentration was about 1770 ±±582 Bq/m3, the soil consists of 64.31% sand, 20.75% silt 

and 14.94% clay, and with 0.526 ppm of Uranium. The maximum concentration of methane was about 

0.06% in September, into the soil at a depth of 1m, soil characterized by 83% sand, 8.96% silt and 7.89% 

clay and in atmosphere we had the same value. For the other months, the values have been on the range of 

0.01% to 0.03% CH4. Further information is specified on the Article (on page 101 ).    

    

I.1.6 Discussions 

The research focused on soil-atmosphere measurements of methane and radon. A possible methane gas leak 

detection can be imediatley understood my obtaing the methane concentrations into the soil and atmosphere. 

It is well known that we should expect higest concentrations of methane into the soil, considering the 

microbial soil activities as well. Methane (CH4) is formed in the final step of anaerobic microbial 

degradation of organic matter and is released from wetlands via different transport mechanisms. The most 

important transport mechanism in this context is diffusion along the concentration gradient between wetland 
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soil and atmosphere. As this process is very slow it allows up to more than 90 % of the available CH4 to 

be oxidized by methanotrophic bacteria to carbon dioxide (CO2) before it reaches the soil surface (Sundh 

et al. 1995, Roslev and King 1996). Aerobic microbial CH4 oxidation is considered as one of the key 

processes regulating wetland CH4 fluxes (Segers 1998, Whalen 2005). The extent to which the produced 

CH4 is oxidized, the CH4 oxidation efficiency, is controlled by the key factors: 1) rate of microbial 

oxidation (Wang et al. 2004) and 2) rate of diffusion of CH4 (Dueñas et al. 1994, Curry 2009). These rates 

are mainly governed by the abundance and composition of methane-oxidizing microbial communities and 

the environmental factors CH4 and oxygen (O2) availabilities, soil air-filled porosity and soil-water content. 

The reason why I focused on methane gas measurments, was because of Minerbio City surrounded by so 

many wells for the Gas Storage activities and mostly methane is an important greenhouse gas with a 

radiative efficiency of 3.7 x 10-4 W m-2 ppb1. OH radicals oxidize 85-90 % of atmospheric CH4 to CO2 

with the loss of CH4 reducing OH density (O'Connor et al. 2010). This feedback mechanism increases its 

atmospheric lifetime of 8.4 yrs to a perturbation lifetime of 12 yrs (Denman et al. 2007).  

       

I.1.7 Recommendations 

The Phd research focused on the new technology monitoring system, for methane especially. Three ETG 

commercial instruments were used for methane measurements, in order to understand all issues that these 

instruments could show up on a geologic field campaign. The idea was to build my own instrument, 

prototype, after the geologic field campaign. Most of the commercial instruments can be used for several 

hours, not continuously, since the battery need to be recharged. The instruments used were working for no 

more than 5 hours, so it meant I would never obtained diurnal variations of methane concentrations by using 

these devices. The first thing was to build my own prototype with a good battery, rechargeable by solar 

panel, or by using directly the electricity with 5V in output. The ETG devices showed on a digital screen 

the CO2%, CH4%, temperature and atmospheric pressure and the issue was that all data saved on USB did 

not present the temperature and pressure values, so I lost all meteorological data and I could not consider 

the methane values related to the temperature, humidity or pressure in that specific location, I had to obtain 

the data from a meteorological station in Minerbio. Furthermore, the microcontroller was programmed in 

order to obtain the gas concentration levels up to tenth decimal place value, instead of hundredth. This lead 

to the rounding off of the measurements and yielded incorrect results. For example a values of 0.14% was 

rounded to 0.1%. This issue also led to an incorrect time series and hence an inaccurate analysis on a 

Cartesian plot. In my Article (pag. 101), I had to consider just average values to have an idea about the 

methane gas concentrations. 

The instruments presented an internal air pump which had almost 2l/min, and could not be modified at all. 

From the literature, it is well known that the air pump should be around 1l/min. With high temperature 
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values the devices warmed up so fast and the battery run for no more than 4 hours. The devices were so 

heavy and difficult to work in the field in many locations. All these issues were considered and improved 

in my new Prototype device, real time data, continuosly monitoring, data saved with gas concentrations and 

meteorological data, as well as this Prototype could be modified anytime and reprogrammed again to record 

soil-atmopshere measurements in the same time and related to the aquifers for the water quality. With one 

device, one can use it for different environments, the only thing is to choose a good sensor and calibrate it. 

Further information about it is presented in my Article (on page 95). 
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I.2 Drilling and Hydraulic fracturing activities in Greeley, Colorado, USA 

 

I.2.1 Problem statement 

In Colorado and elsewhere in North America, the oil and gas production industry has been growing 

alongside and during increasing urban and rural populations.  These coinciding trends have resulted in a 

growing number of people living near petroleum production and processing activities, leading to potential 

public health impacts.  Combustion-related emissions from heavy-duty diesel vehicle traffic, generators, 

compressors, and production stream flaring can potentially lead to locally enhanced levels of nitrogen 

oxides (NOx), carbon monoxide (CO), and carbon dioxide (CO2).  Venting and fugitive emissions of 

production stream constituents can potentially lead to locally enhanced levels of methane (CH4) and 

volatile organic compounds (VOCs), some of which (like benzene) are known carcinogens. NOx and VOC 

emissions can also potentially increase ozone (O3) production. After learning of a large new multiwell pad 

on the outskirts of Greeley, Colorado, we could quickly mobilize portable air quality monitors outfitted 

with low-cost gas sensors that respond to CH4, CO2, CO, and O3.   The air quality monitors were installed 

outside homes adjacent to the new multiwell pad several weeks prior to the first spud date.  An anemometer 

was also installed outside one of the homes to monitor wind speed and direction.  Measurements continued 

during drilling, hydraulic fracturing, construction of the pipelines and production phases.  The sensors were 

periodically collocated with reference instruments at a nearby regulatory air quality monitoring site towards 

calibration via field normalization and validation.  As results are presented measurements of CH4ppm and 

CO2ppm in context with wellpad activities and local meteorology. Since we were using low-cost sensors, 

several experiments for temperature (T°C) and humidity (H %) were considered. It is well known the 

sensors are sensitive to atmospheric conditions, so that three experiments were done. First experiment with 

no T°C and H% control, the second experiment with just the T°C control and the third experiment with the 

T°C and H% control. During my PhD research I focused on methane and carbon dioxide gas sensors due 

to the high number of the instruments used, 25 devices divided in several experiments. In the near future 

we expect to analyze carbon monoxide and ozone, since the data are already available and we could 

understand the gas concentrations (CO an O3) related to the drilling and hydraulic fracturing activities. 

 

I.2.2 Geology settings of Denver basin, Greeley, Colorado, USA   

Drilling and Hydraulic fracturing activities in Greeley are part of the Niobrara formation. The Niobrara 

formation was deposited beginning nearly 90 million years ago. At that time, an inland seaway submerged 

all of what is today Colorado in shallow (<100 feet), to moderately deep (>1500 feet), salt water. For the 

next six to seven million years, calcareous debris from algae and the remains of abundant marine life living 
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in this seaway slowly accumulated. Additionally, sediment was shed from Utah mountain range growing 

to the west. When the sea finally withdrew, thick layers of clay, mixed clay and limestone, chalk, and 

smaller amounts of silt and sand were left behind to form some of the sedimentary rocks (Wrucke and 

Wilson, 1957; Brandt et al, 2003a; Madole et al. 1998). 

 

Figure 7. This cross section shows the accumulated sediments at about 60 million years ago in the inland seaway of 

the late Cretaceous. Toward the west, the Niobrara Formation is part of the Mancos Shale rocks. 

Interaction of cooler and warmer waters occurred around the latitude of present day Colorado and 

Wyoming, so that the alternating layers of shale and chalk generally coincide with the presence of cooler 

and warmer water respectively at the time of deposition, (Wrucke and Wilson, 1957; Brandt et al, 2003a; 

Madole et al. 1998). 

Figure 8. Niobrara Formation stratigraphy for northeastern Colorado. 

Shales (gray) usually act as source rock and fractured limestones (blue) act as reservoirs. In places, the limestones 
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can also act as lesser source rocks. In rock units below the Niobrara interval, the sandstones (yellow) can be good 

hydrocarbon reservoirs as well. 

 

The overall thickness of the Niobrara Formation varies between 200 and 400 feet in northeastern Colorado. 

In northwestern Colorado, however, thicknesses can be much greater in places more than 1500 feet, (Brandt 

et al, 2003a). The Niobrara Formation has long been recognized as a hydrocarbon producer in Colorado. 

The earliest oil production from the Niobrara was in the 1920s in the northwestern part of the state in Rio 

Blanco, Moffat, and Routt counties. Startingin the mid 1950s through the 1960s, the occasional Niobrara 

producing wells were drilled in the Denver Basin. As of November 2010, more than 900 wells have at one 

time produced oil from the Niobrara Formation in the Denver Basin, the overwhelming majority in Weld 

County. More than 4,000 Colorado wells have produced natural gas from the Niobrara. This is a minimum 

number, however, as it does not include Niobrara comingled wells (i.e. wells that produce from multiple 

rock formations). With these wells included, the total Niobrara gas well-count jumps to more than 15,000. 

In the last decade, 2,738 Niobrara-exclusive gas wells have been completed in Colorado. Horizontal drilling 

and artificially fracturing the rock have encouraged Niobrara drilling activity in recent years.  

 

 

I.2.3 Drilling and Hydraulic fracturing activities      

In the Denver Basin, the typical Niobrara Formation is approximately 400 feet thick and consequently the 

potential production zone exposure for a single well will be limited to 400 feet. A horizontal well, however, 

can increase this reservoir exposure by 10 to 12 times. Wells are often drilled, parallel to the producing 

layer after the targeted vertical depth is reached. Several newer technologies are used in horizontal drilling. 

A hydraulic motor just above the drill bit allows the bit to be rotated without rotating the drill pipe. The 

most recent generation of equipment can allow for a 90 degree turn in just a few feet. A suite of sensors 

provides the compass direction, the inclination of the drilling assembly, and can even provide the three-

dimensional position (x, y, and z location) of the drill bit. Other sensors let drillers know what the conditions 

are deep in the subsurface including the temperature and some important physical properties of the rocks. 
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Figure 9. Drilling horizontal versus traditional vertical wells, (Modified from EIA, Office of Oil and Gas, 1993). 

A horizontal well also increases the possibility that the wellbore will intersect naturally occurring fractures 

and positions it for better generation of artificial fractures. Additionally, horizontal wells reduce the surface 

footprint of wellhead operations as several wells can originate from the same point on the surface. Hydraulic 

fracturing is a critical technology for the generation of fractures in the Niobrara. Pumping water and other 

fluids into the formation to raise pressure and force localized cracks to penetrate farther into the reservoir 

formation is the first stage. Once the fractures are opened, a proppant such as sand is typically used to keep 

these fluid pathways open. The Colorado Oil and Gas Conservation Commission (COGCC) is responsible 

for reviewing the design and operation of artificially fractured wells to ensure their safety. 
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I.2.4 Y-PODs Platform, low-cost sensors     

The Y-Pods devices, (fig.10), that I used for the PhD research project, were developed in the Professor 

Michael Hannigan’s Research Group at University of Colorado Boulder, Mechanical Enginering 

Department, CO, USA. They are low cost (<$1,000) technology that is currently being field tested and 

refined for air quality research use. Pods can be used indoors or out, and use a wall outlet or car battery for 

a power source. The sensors that are used in the Pods are a combination of metal oxide semi-conductors, 

electrochemical, and non-dispersive infrared. Pods measure carbon dioxide, methane, carbon monoxide, 

total volatile organic compounds, ozone, (fig.11), Temperature, relative humidity, wind speed and 

direction, and have GPS capabilities. It was developed a web-based data visualization tool (only compatible 

with Y-Pod data) where one can upload and plot pod data, download simplified excel files, and view other 

user's data.  

 

Figure 10. Pod feature diagram. 

 

Figure 11. Gas-phase species sensors. 
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The picture above shows the locations of each sensor on the board. The Figaro VOC sensors have silver 

caps (not black caps). The ozone sensor has a black plastic cap, and the CO2 sensor is a gold square. The 

Figaro VOC 2602 is sensitive to heavy hydrocarbons only, whereas the Figaro VOC 2600 is sensitive to 

both light and heavy hydrocarbons. The ID of Y-PODs are: C1 – C2 – C3, G1 – G10, H1 – H6. 

 

I.2.5 Methodologies 

Field deployment and sensor experiments 

Y-POD devices were used for several experiments, air and soil monitoring system, that employ low-cost 

NDIR, metal oxide and electrochemical type gas sensors as well as temperature, pressure, and humidity 

sensors. The Research Project focused on:  

1st: Building 25 instruments (Air – Soil), Real time Data – Xbee; Prepare the cases for the temperature 

and humidity control; (fig.13) 

2nd: Air & Soil Quality Monitoring System in Greeley, Colorado; (fig.12 – 14) 

3rd: Field Calibration; (fig.12) 

4th: Humidity and Temperature control, Lab and Field experiments; (fig.15-16-17) 
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Figure 12. Gas survey measurement surrounding drilling and hydraulic fracturing activities, and field calibrations. 

First the devices were co-located with Picarro reference instrument and other more than 10 devices working for 

many years. It was deployed around the Drilling and Hydraulic activities three system monitoring. 
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Figure 13. The Y-PODs built for several experiments and for Air - Soil quality monitoring system. In the yellow 

cases one can notice different microcontrollers and boards with the sensors used. In the white case it can be noticed 

the location of the 3 boards with CO2 and CH4 sensors for temperature and humidity control experiment. 
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Figure 14. Air&Soil gas monitoring system. This device was built by myself, modifying the real device of 

University of Colorado in order to collocate the Prototype used in Italy (University of Ferrara, Earth Sciences 

Department) with their Prototype (CU Boulder, Mechanical Engineering Departmetn, USA). It was used an internal 

air pump, 1l/min. The measurements were recorded continuously in the atmosphere and into the soil, for more than 3 

months. 

The soil sampling systems were comprised of a stainless-steel probe, (diameter 1.2 cm), leading to an 

enclosure with gas sensors.  Each probe was installed at 1-meter depth and a pump was used to draw air 

(1L/min) from the probe to a sensor enclosure. In the box, it was set up the Y-POD and the system used in 

Italy with an Arduino microcontroller and low-cost gas sensors as MQ-4 for methane and MG8100 for 

carbon dioxide, as well as temperature, pressure and humidity sensors.  

The gas sensors were calibrated in the field in different weather conditions with a reference instrument 

Picaro of CDPHE Greeley, Colorado. Multiple linear regressions were used for the calibration which 

correlated the signal of the low-cost sensors with the concentration of the reference instrument in ppm. In 

the multiple linear regressions were considered the signal of the sensor, temperature, absolute humidity and 

time against the reference gas concentrations (Cheadle et al, 2017). For each sensor, it was evaluated the 

performance of the regression fit considering the root mean square error RMSE, coefficient of 

determination R2 and correlation coefficient. 



27 
 

 

Figure 15. First experiment. Y-PODs boxes for temperature and humidity control experiment. The red case was used 

outside without any temperature or humidity control for this experiment, instead the black case was used within a 

shelter where the temperature was controlled to be about 20°C. 

 

Figure 16. Second experiment. Y-POD box inside the cooler for temperature and humidity control experiment. The 

previous red case (fig.15) was set up into a cooler with many bottles of a water, trying to have a minimum control on 

the temperature. 

 

Figure 17. Third experiment. The box within a shelter (GRET CDPHE), had the humidity controlled by using a 

Drierite as well as for the box outside in the cooler. DRIERITE desiccants are made from the naturally occurring 

mineral, gypsum (Calcium Sulfate). 
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I.2.6 Results 

Temperature and humidity control 

The experiments on temperature and humidity control, with two instruments (three boards with methane, 

carbon dioxide, ozone gas sensors), gave us interesting results. For those sensors inside a shelter with 

temperature controlled (air conditioner ~20°C), calibration model was less accurate than those sensors 

deployed outside in the field (13°C – 45°C), as shown in fig.18. 

Multiple linear regression was used to generate a model to convert the raw sensor signal into a concentration 

(in ppm), (Piedrahita et al., 2015). We found the sensor resistance as a function of the logged voltages then 

normalized the sensor resistance, Rs, by the sensor signal in clean air at 298 K, Ro. The regression Equations 

(1)–(4) relate Rs/Ro to the reference instrument concentration (C), temperature (T), and absolute humidity 

(H); T and RH terms were included to account for the cross-sensitivities of heated metal oxide sensors to 

those parameters (Piedrahita, R. et al., 2014; Masson, N. et al, 2015). RH was converted to H using methods 

described by Murphy and Kook and assuming constant atmospheric pressure of 82 kPa Murphy, D.M, 

2005). The coefficients p1, p2, p3, p4, and p5 were computed each time a model was generated. 

Line 3: S = p1 + p2*x + p3*T + p4*absHum 

Line 3T: S = p1 + p2*x + p3*T + p4*absHum + p5*(time-time0) 

Line 4: S = p1 + x*(p2+p6) + p3*T + p4*absHum + p5*(time-time0) 

Line 4T:  𝑆 = 𝑝1 + x*(p2+p6*T) + p3*T + p4*absHum + p5*(time-time0) + p6*(time-time0) 

Line 5:   𝑆 = 𝑝1 + X* (p2 + p6*T) + p3*T + p4*AbsHum + p5*(time-time0) + p6*x(time-time0). 
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Figure 18. Sensor calibrations results for multiple linear regressions, line3-line3T-line4-line4T-line5. 
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Results, T°C and H% first experiment 

 

Figure 19. Temperature and humidity control experiment, results. 

Legend: T or H, G1, G4, H3 IN = temperature or humidity for the sensors on the three boards G1, G4, H3, 

IN – inside the shelter 

Legend: T or H, G0, H5, H6 OUT = temperature or humidity for the sensors on the three boards G0, H5, 

H6, OUT – outside in the field 

Two cases were build, each one had inside with three Y-PODs boards. One case was used to work outside 

in the field, without any temperature and humidity control, instead the second case was working for all of 

experiments inside a shelter with the temperature controlled at 22°C. These experiments help us to 

understand wich linear regression is the best to perform a good calibration, which temperature and humidity 

is the best for the sensor itself.  
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In the graph, we can observe the difference of T°C and H% between the sensors used inside the shelter and 

the sensors used outside. As we expected highest values of T°C, H% amd huge variability on sensors 

working outside, than for those working inside the shelter. The experiment run for almost one month. 

Results, T°C and H% second experiment 

 

Figure 20. Temperature and humidity control experiment, results. 

Legend: T or H, G1, G4, H3 IN = temperature or humidity for the sensors on the three boards G1, G4, H3, 

IN – inside the shelter 

Legend: T or H, G0, H5, H6 OUT = temperature or humidity for the sensors on the three boards G0, H5, 

H6, OUT – outside in the field 

One case was used to work outside in the field, with temperature controlled, by seting it up inside a cooler, 

instead the second case was working for all of experiments inside the shelter with the temperature controlled 

at 22°C. In the graph, we can observe the difference of T°C and H% between the sensors used inside the 
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shelter and the sensors used outside in the cooler. As we expected highest values of the T°C for the box 

used outside in the cooler, and lowest H% values, it meant that the cooler had a good effect on the humidity 

and not too much on the temperature as we wanted. The experiment run for almost one month. 

Results, T°C and H% third experiment 

 

 

Figure 21. Y-PODs used inside a shelter with temperature and humidity controlled; temperature and humidity 

control experiment, results. 

Legend: T or H, G1, G4, H3 IN = temperature or humidity for the sensors on the three boards G1, G4, H3, 

IN – inside the shelter 

Legend: T or H, G0, H5, H6 OUT = temperature or humidity for the sensors on the three boards G0, H5, 

H6, OUT – outside in the field 
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For this experiment, drierite was used in order to control the humidity. The experiment run for almost one 

month. As we expected highest values of the T°C for the box used outside in the cooler, and lowest H% 

values but a huge variability, than the box used inside the shelter. These differences on H% values, due 

probably to any leaks in the drierite system. Anyway, the humidity outside was about 70%, and our 

experiement by using the drierite was about 10H% - 20H%. 

 

Soil-atmosphere measurements of CH4 and CO2, surrounding Drilling and Hydraulic fracturing activities 

in Greeley 

- (these results are presented in the Article on page 114, the paper is still in progress, under review, 

since last measurements finished in November 2017) 

Methodologies 

The deployment of the six Y-PODs took place around a new multiwell pad in the Denver Julesburg Basin, 

in west Greeley CO, USA. Three sensor nodes were used for atmospheric measurements and the other three 

sensor nodes were used to monitor the soil gas concentrations at 1m depths into the soil. Measurements 

continued through drilling activities, hydraulic fracturing and construction of pipelines. The Y-PODs 

employed an Arduino microcontroller that acquires the signal from the sensors and saves them to a text file 

on a microSD card every 12 seconds. We used Figaro TGS 2600 metal oxide sensors to measure methane 

and elt S-300 NDIR sensors to measure Carbon Dioxide (CO2). The soil sampling systems were comprised 

of a stainless-steel probe, (diameter 1.2 cm), leading to an enclosure with gas sensors.  Each probe was 

installed at 1-meter depth and a pump was used to draw air (1L/min) from the probe to a sensor enclosure.  

The gas sensors were calibrated in the field via field normalization (Piedrahita et al, 2015), by co-locating 

them with reference measurement collected by a Picarro G2508 cavity ring-down spectrometer operated by 

Jeffrey Collett and Katherine Benedict of Colorado State University at a Colorado Department of Public 

Health and Environment (CDPHE) regulatory air quality monitoring site in Greeley, Colorado.  Multiple 

linear regressions were used for the calibration which mapped the signal of the low-cost sensors to 

concentrations measured by the reference instrument in ppm. The multiple linear regressions were included 

the signal of the sensor, temperature, absolute humidity, and time (Cheadle, L., et al 2017; Piedrahita et al, 

2015). For each sensor, we evaluated the performance of the regression fit using the root mean square error 

RMSE and the coefficient of determination r2. Field normalization-type calibration for CH4 and CO2 gas 

sensor, in all 25 Y-PODs, showed the agreement between the normalized sensor signal and the reference 

measurements in a time series, scatter plot, and residuals plot, respectively, (fig. 26-31). 
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Figure 22. Location of test site within Greeley area. 

Before and after Y-PODs were deployed at sampling sites around the multiwell pad, they were co-located 

at the CDPHE reference site with the Picarro reference instrument, as shown in fig.23. 

 

Figure 23. The deployment and co-location of the Y-PODs. 

Y-PODs were deployed at sites near the multiwell pad between the 6th of June and the 30th of September in 

2017, and we continued the mesurements until November 2017. Two sets of Y-Pods were used so that some 

were co-located at the CDPHE site while others were at the multiwell pad sampling sites, thus the multiwell 

sampling sites were active continuously during the hydraulic fracturing activities. For the soil gas 

monitoring, sampling was interrupted by calibration periods. The data from Picarro instrument, which 

logged data approximately once per second, were minute averaged.  The multiple linear regression used for 

the calibration: 

Line 4T:  𝑆 = 𝑝1 + X𝑝6 (𝑇 + 𝑝2) + 𝑇𝐴bsHum 𝑝3𝑝4 + (𝑡 –𝑡0) 𝑝5 

Line 5:   𝑆 = 𝑝1 + X* (p2 + p6*T) + p3*T + p4*AbsHum + p5*(time-time0) + p6*x (time-time0). 

For methane, S is the Figaro 2600 sensor signal in R/Ro, where R is the sensor resistance and Ro is the 

resistance of the sensor in clean air. X is the pollutant concentration in ppm, T is the temperature in Kelvin, 

Abs Hum is absolute humidity in mole fraction, and the P1 – Pi are multiple linear regression predictor 

coefficients. The field calibration of the Y-PODs took place between the 14th-31st of July and the 16th-30th 

of September in 2017. The Line 4T and Line 5 calibration models were used for CH4 and CO2, respectively. 
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Considering the CH4 calibration, R2 values ranged from 0.86 - 0.95 and RMSE values ranged from 0.07 - 

0.15 ppm. Considering the CO2 calibration, R2 values ranged from 0.64 - 0.95 and RMSE values ranged 

from 5ppm - 10 ppm.  An outlier, just one Y-POD (G3) had an RMSE of 17ppm, as shown in fig. 24.  

 

  

Figure 24. The R2 and RMSE of CH4 gas sensor. 
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Figure 25. The R2 and RMSE of CO2 gas sensor.  
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Figure 26. Field normalization-type calibration for CO2 gas sensor, G5 Y-POD, it show the agreement between the 

normalized sensor signal and the reference measurements in a time series, scatter plot, and residuals plot, respectively. 

 

Figure 27. Field normalization-type calibration for CO2 gas sensor, G8 Y-POD. 

 

Figure 28 Field normalization-type calibration for CO2 gas sensor, H0 Y-POD. 
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Figure 29. Field normalization-type calibration for CH4 gas sensor, G5 Y-POD, it show the agreement between the 

normalized sensor signal and the reference measurements in a time series, scatter plot, and residuals plot, respectively. 

 

Figure 30. Field normalization-type calibration for CH4 gas sensor, G8 Y-POD. 

 

Figure 31. Field normalization-type calibration for CH4 gas sensor, H0 Y-POD. 
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Sensors Validation 

During the validation, the YPOD G3 (fig. 32-33) presented RMSE 0.17146, adj R2 0.6302, slope 0.64355, 

intercept 0.77404. The YPOD G6 (fig. 34-35) presented RMSE 0.17429, adj R2 0.6131, slope 0.64166, 

intercept 0.77743. The YPOD G2 presented a negative validation, with negative adj R2, we already 

understood from the previous plots of methane concentration that this Figaro 2600 gas sensor did not 

worked good, showed most of the time methane concentration less than 1.5ppm. 

 

Figure 32. Validation of YPOD G3, temporal variation of the reference data Picarro and methane gas sensor. 
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Figure 33. Validation of YPOD G3. 

 

 

Figure 34. Validation of YPOD G6, temporal variation of the reference data Picarro and methane gas sensor.  
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Figure 35. Validation of YPOD G6. 

 

Weather conditions 

Figure 36 shows the wind directions during the sampling periods over the course of three months. East 

winds (E, ESE) were dominant in June, while north winds (N and NNW) were dominant in July and August. 

Sampling sites were located to the north of the multiwell pad (Greeley 1), to the east side of the multiwell 

pad (Greeley 2) and to the south of the multiwell pad (Greeley 3). 

 

Figure 36. Wind speed and direction measured at the Greeley CDPHE sampling site during June, July and August 

measurements. 
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Relative humidity in air quality monitors ranged from 7% to 90% and temperature ranged from 10°C to 

45°C, as shown in figure 37-38-39. Relative humidity in soil gas monitors ranged from 10% to 80%, and 

temperature ranged from 17°C to 58°C. During: 

- Drilling activities (from the 1st of June through the 3rd of July 2017), humidity range was between 

20% to 50% and temperature range between 18°C to 30°C;  

- Hydraulic fracturing activities (4th July to 26th August 2017) the humidity range was between 

30% to 70% and temperature range between 18°C to 30°C;  

- Construction of pipelines (27th August to 16th September 2017), the humidity range was between 

20% to 60% and temperature range between 18°C to 35°C.  

 

Fig. 37. The humidity and temperature boxplot values during drilling activities. Legend: 1st, 2nd, 3rdH = first, 

second, third Home where the Y-POD was located; H%, T°C Soil = the H% and T°C values recorded into the soil. 

In the yellow color soil values are highlighted. 
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The 3rd house presented small differences in humidity and temperature values since the Y-PODs were 

covered by trees in the garden, furthermore it was used often irrigation system so we expected highest 

humidity values. Instead, into the soil it can be observed that humidity and temperature values were different 

at the 3rd house than the other two places, due to the soil characteristic and chemical reaction into it, we 

expected highest temperature into an organic matter rich soil, as it is in the 3rd house garden. 

 

Fig. 38 The humidity and temperature boxplot values during hydraulic fracturing activities. Legend: 1st, 2nd, 3rdH 

= first, second, third Home where the Y-POD was located; H%, T°C Soil = the H% and T°C values recorded into 

the soil. In the yellow color soil values are highlighted. 
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Fig. 39. The humidity and temperature boxplot values during construction of the pipelines. Legend: 1st, 2nd, 3rdH = 

first, second, third Home where the Y-POD was located; H%, T°C Soil = the H% and T°C values recorded into the 

soil. In the yellow color soil values are highlighted. 

 

Methane gas concentrations  

The research focused on understanding the methane and carbon dioxide gas concentrations in atmosphere 

and into the soil, surrounding a well pad. The measurements were carried out during drilling activities, 

hydraulic fracturing activities and construction of pipelines, (fig. 40-41-42). The gas measurement survey 

carried out throughout the Greeley (Colorado, USA) area, presented 350 ppm - 500ppm CO2, and 1,5 ppm 

- 5,5 ppm CH4 in the atmosphere. Instead into the soil at 1m depth it was obtained almost 4ppm CH4 and 

300 ppm – 3000 ppm CO2. The highest value of CO2, 3000 ppm was obtained into a test site with a high 

concentration of organic matter into the soil as fertilizer.  
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Figure 40. The concentration of methane during drilling activities. Legend: 1st, 2nd, 3rd H = first, second, third Home 

where the Y-POD was located, CH4 Soil = soil measurements of methane. 

 

During drilling activities (6th June to 3rd July 2017), atmospheric methane ranged from 1 ppm to 5 ppm, 

with a range of 2 ppm to 2.5 ppm at the 1st H; 2 ppm at the 2nd H; 2.5 ppm to 4 ppm at the 3rd H. The 

concentration of methane in soil at 1m depth was lower than 1.5 ppm at the 1st H where there was silty soil 

with no organic matter; 1.5 ppm to 2 ppm at the 2nd H where there was silty soil with organic matter; 2.7 

ppm at the 3rd H, where there was sandy soil, rich in organic matter.  
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Figure 41. The concentration of methane during hydraulic fracturing activities. Legend: 1st, 2nd, 3rd H = first, second, 

third Home where the Y-POD was located, CH4 Soil = soil measurements of methane. 

 

During hydraulic fracturing activities (from the 4th July through the 26th August), the range of methane 

in the atmosphere ranged from 1 ppm to 4 ppm, with a range of 1 ppm to 3 ppm at the 1st H; 1 ppm to 3.5 

ppm at the 2nd H; and 0.05 ppm to 2 ppm at the 3rd H. The concentration of methane into the soil at 1m 

depth, at the 1st H was between 2ppm to 2.5 ppm; 1.9 ppm to 2.2 ppm at the 2nd H; 1 ppm to 2.5 ppm at 

the 3rd H.  
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Figure 42. The concentration of methane during construction of pipelines phase. Legend: 1st, 2nd , 3rd H = first, 

second, third Home where the Y-POD was located, CH4 Soil = soil measurements of methane. 

 

During construction of pipelines phase (27th August to 16th September), the concentration of methane in 

the atmosphere ranged from 1.8 ppm as minimum and 5.5 ppm, with a range of 2.4 ppm to 3.5 ppm at the 

1st H; 2.5 ppm to 3.5 ppm at the 2nd H; lower than 1.5 ppm at the 3rd H. The concentration of methane 

into the soil at 1m depth, at the 1st H was between 2.6 ppm to 3.4 ppm; 2.5 ppm to 3ppm at the 2nd H; 

1.5ppm to 2.2 ppm at the 3rd H.  

It is well known that the concentration of methane in atmosphere is about 1.8ppm, and the gas survey 

measurements around the well pad showed methane less than 1.5 ppm, it was probably due to the sensor 

signal response, not working well. Methane levels above the atmospheric background are thought to be 

plausible and may have been influenced by agricultural activities around the multiwell pad, as well as oil 

and gas production activities on the multiwell pad and in the surrounding Denver Julesburg Basin. 
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Carbon dioxide gas concentrations  

During drilling, hydraulic fracturing and construction of pipelines phase, the concentration of carbon 

dioxide in atmosphere ranged from 380 ppm to 450 ppm, as shown in the figure 43-44-45. The 

concentration of carbon dioxide into the soil present different results and were likely influenced by soil 

characteristics, temperature, and humidity. 

During drilling activities (June to 3th July), at the 1st Home the CO2 soil gas was 450 ppm, at the 2nd 

Home the CO2 soil gas was about 4300 ppm silty soil with organic matter, at the 3rd Home the CO2 soil 

gas was about 2250 ppm organic matter sandy soil.  

 

Figure 43. The concentration of carbon dioxide during drilling activities. Legend: 1st, 2nd, 3rd H = first, second, third 

Home where the Y-POD was located, CO2 Soil = soil measurements of carbon dioxide. 
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During hydraulic fracturing activities (4th July to 26th August), at the 1st H the CO2 soil gas was 450ppm, 

at the 2nd H the CO2 soil gas was between 400 ppm to 3250 ppm, at the 3rd H the CO2 soil gas was 

between 2750 ppm to 5250 ppm.  

 

Figure 44. The concentration of carbon dioxide during hydraulic fracturing activities. Legend: 1st, 2nd, 3rd H = first, 

second, third Home where the Y-POD was located, CO2 Soil = soil measurements of carbon dioxide. 
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During the construction of pipelines phase (27th August to 16th September), at the 1st H and 2nd H the 

CO2 soil gas was 450 ppm, at the 3rd H the CO2 soil gas was between 2400 ppm to 3200ppm.  

 

Figure 45. The concentration of carbon dioxide during construction of pipelines phase. Legend: 1st, 2nd, 3rd H = first, 

second, third Home where the Y-POD was located, CO2 Soil = soil measurements of carbon dioxide. 
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Diurnal variations of gas concentrations 

The average diurnal variations of gas concentrations are shown in fig.46. The diurnal variations for methane 

and carbon dioxide in atmosphere exhibit generally same shape. 

 

Figure 46. Diurnal variations of methane and carbon dioxide during the three months of measurements. 

The methane and carbon dioxide time series shows higher early morning and nighttime concentrations and 

lower levels from 10:00 to 20:00. Highest concentrations of methane appear during early morning hours 

(5:00 a.m.) and the same general trend is observed for carbon dioxide. Later, the concentration of gases 

gradually decreases to the lowest at noon and stays at a low value from 12:00 till 20:00, and then increases 

gradually to another high value in the night.  

The daytime low CH4 and CO2 mixing ratios could be due to the increased planetary boundary layer height 

in the afternoon, wind circulation, and the development of east and north winds which aid in dilution and 

ventilation of the pollutants in the area. Furthermore, plant and soil respiration also increases CO2 mixing 

ratios during the night (Chandra et al., 2016). However, Ganesan et al.  (2013) described that the morning 
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peaks could be due to the radiative heating of the ground in the morning, which breaks the inversion layer 

formed during night.  

The diurnal variations for methane and carbon dioxide in the soil measurements exhibit a different shape. 

The methane time series (at 1st Home and 2nd Home, silty soil) shows higher early morning and nighttime 

concentrations and lower levels from 10:00 to 20:00. The highest concentrations of methane appear in the 

early morning (7:00 a.m.). The methane time series at the 3rd Home shows higher daytime concentrations 

and lower nighttime concentrations, due to the soil characteristics, organic matter rich sandy soil. The 

carbon dioxide time series shows different shape for the three sampling sites. At the 1st H, higher nighttime 

concentrations, instead the lowest concentration was from 12:00 to 20:00. At the 2nd H, two higher 

concentration peaks are in the early morning at 3:00 and 11:00, instead the lowest concentration from 12:00 

to 17:00, to present again highest peaks at 21:00. At the 3rd H, shows higher daytime concentrations, from 

12:00 to 19:00. 

Gas concentrations related to the temperature and humidity 

A relationship is observed between CH4 and temperature (T°C). The highest values of T°C correspond to 

highest CH4 values, but not with CO2 values. The lower humidity values correspond to higher CH4 and 

CO2 values. The gas concentrations differ at the three locations, relating to soil characteristics and chemical 

properties, fig. 47.   
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Figure 47. CH4 and CO2 gas concentrations related to the temperature and humidity. 
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At each home location, average values of methane and T°C, H% were considered, as shown in the fig. 48. 

The methane concentrations (pink color highlighted) was about 3ppm at the three locations, in the 

atmposhere and into the soil, instead a difference on T°C and H% was at the third location where the Y-

POD air/soil quality monitor was deployed in a garden with tallest trees and irrigation system, as we can 

observe the humidity was higher and temperature lower than in the other locations.   

 

Figure 48. Mean values of Ch4, T°C, H% at the well pad, for almost 3 months of gas survey measurements. 

 

I.2.7 Discussions       

Demographic expansion and industrialization are responsible for changes in land use pattern, mainly to 

produce food and energy, occurring since the beginning of the industrial era. The changes in land use pattern 

have been the main causes of modifications in sources and sinks of greenhouse gases. According IPCC 

(2007), however, there is a netincrease in atmospheric GHG concentrations. High atmospheric GHG 

concentrations are responsible for high strength of green house effect which causes global warming /climate 
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change. Since the early 20th century, the Earth mean surface temperature has increased by about 0.8ºC, 

with about two third of the increase occurring since 1980. Consequently, identification and quantification 

of sources and sinks of greenhouse gases have become an important environmental/political/public issue. 

With a global warming potential 25 times as high as carbon dioxide (CO2) based on mass on a century 

time scale (Forster et al. 2007), methane (CH4) is an important greenhouse gas in the climate system. 

Research effort focuses on identifying the global CH4 sources and sinks to estimate not only their current 

strength, but also their potential in response to land-use change and global warming (Keppler et al. 2006, 

Walter et al. 2007, Dlugokencky et al 2009). The atmospheric concentration of CH4 has more than doubled 

since pre-industrial times (Bousquet et al. 2006) from 715 ppb in the 18th century to 1774 ppb in 2005 

(Forster et al. 2007) which gives a radiative forcing of at least 0.48 W m-2 and makes it the second most 

important greenhouse gas after CO2 (Forster et al. 2007). The increase in atmospheric CH4 concentration 

is mainly attributed to anthropogenic sources (Etheridge et al. 1992, Lelieveld et al. 1998) which include 

rice agriculture, livestock, landfills and waste management, biomass burning and energy production and 

make up 60 to 70 % of the estimated total global source of ~582 Tg CH4 yr-1 for 2000-2004 (Denman et 

al. 2007, O'Connor et al. 2010). Natural CH4 is emitted from oceans, hydrates, forests, termites, fires, 

geological sources and wetlands (Denman et al. 2007). CH4 sources can further be divided into biogenic 

and non-biogenic, the first accounting for more than 70 % (Denman et al. 2007). Since further 

measurements are needed during the Production phase at the Well Pad Greeley, CO, we cannot try a direct 

conclusion on the methane concentrations being responsible by drilling and hydraulic acitivities in that area. 

 

I.2.8 Recommendations  

Y-POD sensor systems were used to measure ambient CO2ppm, CH4ppm in Greeley (CO, USA) area for 

more than 4 months. Y-PODs were deployed near a new multiwell pad, to explore air quality impacts 

associated with hydraulic fracturing activities. Before and after sampling near the multiwell pad, Y-Pods 

were co-located with reference instruments at a CDHPE air quality monitoring site in Greeley, CO, about 

8km away from the multiwell pad. Field calibrations of sensor were performed for methane, resulting in r2 

values that ranged from 0.86 - 0.95 and RMSE values that ranged from 0.07 - 0.15 ppm.  Field calibrations 

of sensors were performed for carbon dioxide also, resulting in r2 values ranging from 0.64 - 0.95 and 

RMSE values ranging from 5ppm - 10 ppm.  Figaro2600 gas sensors were employed in the quantification 

of methane, resulting in some observations of atmospheric methane that were lower 1.8 ppm. It is extremely 

important to calibrate the low-cost sensors as often as possible. As results in calibration, each sensor had a 

unique response and a unique calibration, so it cannot be considered one calibration for all sensors used in 

the research. These sensors can be used in the field, without any control in temperature or humidity, but 

they need calibrations as often as possible and validation data.  
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The Y-PODs devices can be used in all environments conditions. The only thing it does not have 

incorporated an internal battery, that can be useful to use it with the GPS sensor, that is incorporated, and 

so that one can use the device in many locations in a single day, if desired. Some issues came out on SD 

card and data recorded, due probably to incorrect position of the SDcard into the shield. The Y-POD was 

prepared for Real Time monitoring, but the raspberry pi3 microcontroller presented some issues on saving 

the data, due probably to the code programing on the microcontroller. The sensor signal was recorded every 

12 seconds but it could have been modified as well. This device need as main microcontroller the Arduino 

UNO, and the shield for SDcard, as well as need an electronic two boards for the main sensor functions. As 

mentioned before this device was developed by the Prof. Hannigan research group at the Mechanical 

Engineering Department, University of Colorado at Boulder, USA. An investigation into the cross 

sensitivity of the different gases that the sensor will be exposed to, it is extremely important to be done. 

Cross sensitivity responses will vary from sensor type to sensor type, and suppliers often express the cross 

sensitivity in percentages while others will specify in actual parts-per-million (ppm) levels. Cross sensitivity 

is a sensor’s reaction to other gases which can “interfere” with how the sensor reacts. Exposing a sensor to 

a gas that is not the target gas can cause an undesirable effect; this may be a positive response, negative 

response or inhibition. A positive response means that sensors respond to not just the target gas but to 

another gas as well. This could give the user the impression that there is target gas present when there isn’t, 

or that there is more target gas present than is really the case. A negative response is when sensors produce 

a reduced response to the target gas if also exposed to a gas that causes a negative response. If this happens, 

the user may be exposed to the target gas and not know they are at risk, or it may reduce the level of gas 

seen on the instrument display as it is been reduced because of this negative effect. Inhibition is similar to 

a negative response; however what actually happens is the sensor will not respond at all to the target gas if 

exposed to the inhibitor at the same time, or the sensor may take hours if not days to recover before 

responding to the target gas again. 

Unfortunately, I did not have enough time to analyze the cross sensitivity for all sensors, since it was the 

last year of my PhD research program. Many issues came out with the codes for the calibration and 

validaton, so that there was not time enough to analyze the cross sensitivity for all sensors of the 25 

instruments used, this is expected to be done in near future since is continuing the collaboration with the 

University of Colorado.     
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I.3 Soil Acquifer Treatment – Waste Water Monitoring System, Algarve, Portugal 

 

I.3.1 Problem statement 

The Research program developed at National Laboratory for Civil Engineering, LNEC a public institution 

of scientific and technological research and development in Portugal, present methodologies on improving 

the water quality in a Wastewater treatment plant, in Algarve south of Portugal. The research was based on 

soil aquifer treatment, soil column laboratory experiments to obtain the best soil in contaminants retention 

for the infiltration basins, as a second wastewater treatment process. The wastewater after being treated, it 

flows directly into a river which is recharging a karstic aquifer.  A good water quality of the river, prior to 

its recharge into the aquifer, was the main objective of this research. Two infiltration basins were built at 

San Bartolomeo de Messines, and a real-time water monitoring system was used in input and in output, 

understanding immediately the results from the soil basins and the water parameters as potential of 

hydrogen, electrical conductivity, temperature and oxidation reduction potential. Further information is 

presented in the Articles (on page 115, 126, 143). Like CO2 and CH4, the atmospheric concentrations of 

nitrous oxide were reasonably stable before industrialization (typically quoted as 270 ppb). Since 

industrialization, nitrous oxide concentrations have increased by about 20 % due to agricultural/land-use 

practices (for example the use of nitrogenous fertilizers). It continues to rise approximately linearly 

(Montzka et al., 2011) to reach values as ~323 ppb in 2009. N2O can be produced during both nitrification 

and denitrification processes. Nitrification is an aerobic microbial process that converts ammonium (NH4+) 

to nitrate (NO3-) in the presence of oxygen. During denitrification, nitrates are transformed into nitrogen 

(N2). Denitrification requires anoxic conditions, but denitrifying bacteria are facultative anaerobes 

(Schlesinger, 1997; Hahn et al., 2000). Higher N2O emissions observed in tropical conditions could reflect 

the influence of temperature on nitrification and denitrification processes, as well as nitrogen availability, 

which is greater in tropical than in boreal and temperate forests (Sitaula and Bakken, 1993; Stange et al., 

2000; Clein et al., 2002). Production of N2O through nitrification or denitrification will depend on the 

presence of ammonium or nitrate, and on the soil moisture content. Agricultural and other human activities 

can increase nitrogen availability in the contributing area leading to significantly higher N2O emissions 

from agricultural soils. Intense rainfall can contribute to increase labile carbon and nutrients and subsequent 

N2O emissions.  

I.3.3 Geology settings  

The study area is in the northern limit of Querença – Silves aquifer system, a Jurassic calcareous formation, 

situated in the Algarve region, south of Portugal, fig. 49. The Querença – Silves aquifer is a karstic multi-

aquifer system, which its formation is due to the tectonic activity and divided in several subsystem aquifers 
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in hydraulic connections (Almeida et al., 2000, Monteiro et al. (2006), Monteiro et al. (2007) and Reis et 

al. (2007).  

 

Figure 49. Geologic map of the Algarve. 

This karstic multi-aquifer system is researched by surface groundwater, by Ribeiro Meirinho River. This 

research aimed to focus on soil characteristics of this aquifer, in the laboratory especially and build large 

infiltration basins, to improve wastewater quality through SAT processes so that to improve aquifer 

recharge through Ribeiro Meirinho river since São Bartolomeu de Messines Wastewater Treatment Plant 

(SBM WWTP) treated effluent is directly discharged to Ribeiro Meirinho. 

 

I.3.4 Methodologies 

The methodologies are completely presented in the Article (on page 126), and shown in the fig. 50.  

I.3.5 Results 

As results showed that the soil column, more than one month laboratory experiment, presented almost same 

average water parameter values as in the field scale infiltration basins, more than three-month field 

experiment. As contaminants we focused on ammonia, nitrates, nitrites, boron, copper and zinc values, the 

results showed a good contaminant retention for ammonia and copper. Further information is specified on 

the Article (on page 126). 
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Figure 50. Soil column experiments and infiltration basins in Algarve (Portugal) at the Wastewater Treatment Plant. 
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Results, Softwares used: 

For the Soil column experiments & Physical sand box (artificial aquifer), Hydrus and Feflow softwares 

were used in this research. 

Introduction to HYDRUS-1D  

HYDRUS-1D is a computer software package which may be used for simulating water, heat, and solutes 

movement in one-dimensional variably saturated porous media. It can be also used to simulate carbon 

dioxide and major ion solute movement. Basically, the Richardss equation for variably-saturated water flow 

and advection-dispersion type equations for heat and solute transport are solved numerically. To account 

for variability in the soil properties, many modifications are made to the flow equation, such as, a sink term 

to account for water uptake by plant roots, and dual-porosity type flow or dual-permeability type flow to 

account for non-equilibrium flow. The program can deal with different water flow and solutes transport 

boundary conditions (Šimůnek, et al., 2009).  

In addition to HYDRUS computer code, the HYDRUS-1D software has an interactive graphics-based user 

interface module. Basically, the module consists of a project manager and a unit for pre-processing and 

post-processing.  

HYDRUS-1D model development  

Input data 

Soil hydraulic properties 

Investigation of flow water in soli column was done for specific boundary conditions. An one layered soil 

profiles was used, 30 cm deep, as input data for HYDRUS-1D for 1 sites of interest, Sao Bartolomeu. Soil 

properties present sand 81.91%, silt 15.96%, clay 2.13% and bulk density 1.46 g/cm3. 

Volumetric water content for the soil was calculated according to van Genuchten formula. Van Genuchten 

hydrodynamic parameters θr and θs were predicted by Hydrus-1D from the particle size distribution and 

bulk density of the soils. 

Geometry information  

In HYDRUS-1D geometry of model can be defined. First, the number of soil types, the total depth of soil 

profile, and length units can be set under the geometry information dialog box. Then, finite element model 

can be constructed by subdividing each region into linear elements by means of soil profile graphical editor 

or soil profile summary dialog windows.  
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In this study, only one of soil profiles was used. The total depth of soil profile is 30cm. The finite element 

model was constructed by dividing the entire profile into 101 layers.  

Time information  

Under this section, time units, time discretization, and time-variable boundary conditions can be defined.  

The unit of time was selected in minutes and the period 26/02/2015 – 23/03/2015 was used for simulation 

purposes (22928 minutes). In HYDRUS-1D code, the maximum number of time variable records is 10000. 

Water flow  

Soil hydraulic property model  

Within this command window, hydraulic model and hysteresis can be defined. There are various hydraulic 

models that can be used. In this research, van Genuchten-Mualem single porosity model was selected, 

without hysteresis.  

Soil hydraulic parameters  

All the parameters needed for various soil hydraulic models are specified in this section. The parameters 

needed are residual and saturated water contents, saturated hydraulic conductivity, pore connectivity 

parameter, and empirical coefficients Alpha and n. To predict the values of these parameters, HYDRUS-

1D uses Rosetta DLL (Dynamically Linked Library), by Marcel Schaap (Šimůnek, et al., 2009). The 

Rosetta model can be used to estimate water retention parameters according to van Genuchten (1980), 

saturated hydraulic conductivity, and unsaturated hydraulic conductivity parameters according to van 

Genuchten (1980) and Mualem (1976). To achieve this, the model uses a database of measured water 

retention and other properties for a wide variety of media. For a given a medium’s particle-size distribution 

and other soil properties the model estimates a retention curve with good statistical comparability to known 

retention curves of other media with similar physical properties (Nimmo, 2006). As the model uses basic 

more easily measured data, it is considered as a pedotransfer function model (PTFs) (Schaap, et al., 2001). 

Percentage of sand, silt, and clay together with the bulk density for the soil layer were used to get values of 

all the parameters needed. 

Flow boundary conditions  

Water flow boundary conditions are selected under this section. The window contains upper and lower 

boundaries. For 1D modeling purposes, it was assumed to have: 

- an atmospheric BC with Surface Layer  as an upper boundary condition and  
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- seepage flux, h=0, at the bottom layer as a lower boundary condition. This type of boundary condition is 

often applied to laboratory soil columns when the bottom of the soil column is exposed to the atmosphere 

(gravity drainage of a finite soil column). The condition assumes that the boundary flux will remain zero 

as long as the pressure head is negative. However, when the lower end of the soil profile becomes saturated, 

a zero pressure head is imposed at the lower boundary and the outflow calculated accordingly. 

In HYDRUS-1D if you select “atmospheric boundary condition with surface layer”, the code uses applied 

flux, calculates the infiltration flux and, if lower than applied flux, allows excess water to accumulate at the 

soil surface (and infiltrates is after precipitation stops). We can then compare HYDRUS results with our 

measurement (or use the inverse HYDRUS option to calibrate the code).  

Outputs 

After HYDRUS-1D models have been prepared, simulations were performed to get the outputs. Generally, 

the HYDRUS code provides three different groups of output files, which are: T-level information, P-level 

information, and A-level information. Here, in this research, we made use of different output files from 

these three groups. 

Estimation of water retention was done with statistically calibrated pedotransfer function The Rosetta 

model. However it predicts water retention for a given soil from database of measured water retention for 

variety of porous media that is why it difficult to say how good the prediction is.  Soil hydraulic parameters 

obtained from Hydrus-1D, using the single porosity flow model:  ɵr 0.0388,  ɵs 0.389,  alpha 0.044,  n 

1.9251,  Ks 0.128424 and l 0.5.  

Legend in graphics: 

N1 (top)– N10 (bottom) represent the observation points in soil profile. 

T1 – T  number of print time in the profile information. 

Column5-1stage saturated soil. 
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Figure 51. In this figure we can see how is the behaviour of the pressure head after the water was completly 

infiltrated in the soil, at 230minute. It decreases in the top of the soil and is near to saturation at the bottom 

of the soil. We can notice, after the water was completely infiltrateted, the pressure head decreased 

relatively quickly in the top of the soil so a faster propagation of the wetting front. 

 

Figure 52. Distribution of the pressure head with time. 
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In this graph, when the pressure head is zero, saturation at the surface occurs. After 230 minutes 

approximately, pulse water stops, water drains and pressure head decreases. 

 

Figure  53. The water retention characteristic curve describes the ability of the soil to release and store 

water. For the simulations, homogeneous soil with vertical flow was assumed. Hysteresis was not taken 

into account. After the water was completely infiltrateted, the water content decreased relatively in the top 

of the soil. 
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Figure 54. In this graph we can notice that the T1-T4 have positive value of presure head due to the pulse 

water at the top of the soil. The pressure head at time 230 minute, represented by T5, has a value -14 h 

(cm) due to the water infiltrated completly in the soil, a negative value also for T6-T10. 

 

 

Figure  55. This graph explains the redistribution process of water content in the soil for one pulse 

injection water, that lasted about 230 minutes. The soil depth for this experiment is 30 meters. Notice that 

water redistributes in the soil during 6 hours. The water content profile has more water content at the 

surface T1-T4, with water above the soil, and moved downward with time, T5 – T10 no more water 

above the soil. 
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Therefore, water content measurements increased rapidly with water at the soil surface and then gradually 

decreased when water was infiltrated. 

 

 

Figure 56. The cumulative infiltration show a gradual increase with time over the whole infiltration 

process, and a linear relationship with time in the later infiltration stage. It is constant after the water was 

completly infiltrated at the soil top. 
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Figure 57. We can notice in this graphs that the K is constant for all the time, with water above the top 

soil (T0-T4). We can see the decreasing of K(cm/min) at the soil surface after the water was completly 

infiltrated at the soil top (T5-T10). 

 

 

Figure 58. The NH4 concentration during all the experiment. 
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Figure 59. The NH4 concentration when the experiment started and for the first 400 minutes. The N1 is the 

observation point at first 5cm into the soil and N4 is the last observation point at 25cm depth into the soil. 

We observe highest NH4 concentration in the upper part of the soil than in the lowest part of the soil. 

 

Figure 60. The NO2 concentration during all the experiment. 
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Figure 61. The NO2 concentration when the experiment started and for the first 500 minutes. The N1 at 

5cm depth into the soil and N4 at 25cm depth. In the upper part of the soil we notice lower concentration 

than in the lowest part of the soil. The  NO2 is increasing at the lowest part of the soil, about 15cm depth 

into the soil. 

 

Figure 62. The NO3 concentration during all the experiment. 
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Figure 63. The NO3 concentration when the experiment started. The NO3 is increasing in the powest part 

of the soil, after that it can be observed an equilibrium at 300minutes with same concentration in all soil 

column, then the NO3 is increasing in the upper part of the soil. 

In the previous figures, it was observed the transformation of ammonium into nitrite and nitrate by 

nitrification.  

 

NUMERICAL MODELLING FEFLOW 6.2 SOFTWARE  

The Feflow 6.2 license at University of Ferrara, Earth Sciences Department (for 6 months). 

Modeling of Water Flow and Pollutants Transport in Porous Media, FEFLOW 6.2 

This software, in license for 6 months, was important to learn the numerical modeling of groundwater 

movement and mass transport in soils. The main purpose was to learn the theoretical fundamentals and 

practical applications of groundwater flow and pollutants transport in soils, both in the saturated and 

unsaturated zones and the main rules of numerical model development. Definition of required input data, 

water-transport parameters of soil, initial and boundary conditions, simulation calculations as well as results 

presentation were conducted with the license and in demo version of FEFLOW 6.2, DHI-WASY. 

Problem statement 

Numerous authors (e.g. de Wit and Goudriaan, 1978; Heinrich and Pepper, 1999; Grabarczyk, 2000; 

Karafiat, 2000; Knapik, 2000; Cook, 2002; Kulbik, 2004; Król, 2006; Gromiec, 2007) state that modeling 
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may be very useful and convenient in irrigation and drainage of agricultural areas planning, designing of 

building excavations drainage, localization of various objects of water supply or sewage systems, spatial 

planning of objects potentially hazardous to the natural environment (municipal solid waste landfill sites, 

petrol stations, fertilizers and pesticides warehouses and reloading points). Modeling may also improve the 

assessment of agricultural and transport operations effects on water resources condition and characteristics, 

calculation of required pressure head of pumping devices, selection of disinfectants doses, analysis of water 

quality onside distribution systems, assessment of thermal isolation efficiency etc. Thus, introduction of 

modeling may result in reduction of management costs and shortening of designing time, in many cases 

eliminating the expensive and time-consuming pilot, in-situ tests (M.K. Widomski et al, 2013). FEFLOW 

was many times positively verified in numerous scientific and engineering applications (e.g. Diersch and 

Kolditz, 2002; Zhao et al., 2005; Mazzia and Putti, 2006; Trefry and Muffels, 2007; Widomski et al., 2013). 

Description of FEFLOW 

FEFLOW (Finite Element subsurface FLOW systems) developed by WASY Institute for Water Resources 

Planning and Systems Research Ltd., nowadays owned by DHI Germany is an interactive, based on 

graphical user interface (GUI) tool for two (2D) and three-dimensional (3D) modeling of water flow in 

saturated, partially saturated or unsaturated, isotropic or anisotropic soil domain. FEFLOW allows also the 

numerical calculations of mass and heat transport in porous media. The model is based on finite 

elements/volumes method – FEM/FVM (Huebner, 2001; Zienkiewicz et al. 2005a; Zienkiewicz et al., 

2005b) and was developed in ANSI C/C++ which allows its application by Windows and Linux OS users. 

Mathematical description of water flow in porous media applied to FEFLOW is based on Darcy and 

Richards equations, also with sink/source term, solved basing on soil media parametrization, applied set of 

input data, initial and boundary conditions. Parametrization of the modeled porous media may be performed 

according to the following models: van Genuchten, Brooks-Corey, Haverkamp, exponential and linear 

Diersch, 2005; Diersch 2005a). It is also possible to reflect the phenomenon of capillary hysteresis in the 

calculations.  

FEFLOW, based on finite elements/volumes method, requires creation of the model in three different stages 

described below (Diersch, 2005a): 

 preprocessor allowing determination of geometric characteristics of modeled domain, generation 

of finite elements mesh, edition of problem class, method of solution, temporal and control data 

setting, determination of hydraulic properties of the domain, characteristics of pollutants and 

models of their propagation, definition of initial and boundary conditions.  
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 processor allowing the main numerical calculations of water flow, saturation dynamics and mass 

transport in the studied domain of porous media, 

 postprocessor allowing graphical or numerical visualization of calculation results. 

The data set required to numerical calculations in FEFLOW’s finite elements method covers (e.g. Diersh, 

2005a): 

 physical and hydraulic parameters of soil: porosity, hydraulic conductivity in saturated conditions, 

anisotropy ratio, saturated and residual saturation as well as shape parameters of water retention 

curve and unsaturated hydraulic conductivity model  

 initial conditions for water flow: saturation, volumetric moisture content, pressure head and 

pressure are allowable 

 mass transport parameters of soils, including porosity, sorption model, longitudinal and transverse 

dispersivity, model of dispersion, molecular diffusion coefficient and type and coefficients for 

decay reaction 

 initial condition for mass transport, and characteristics of soil may be prescribed to model area in 

several ways: to the single nodes, to selected elements of FEM mesh, to the greater area selected 

by the popular window tool, globally to the whole area and finally data may be imported from data 

base prepared in ESRI, dBASE or ASCII formats.  

Introduction of the boundary conditions to models in FEFLOW is based on selection of one of four offered 

types of boundary condition, definition of its value (constant of time varied) and assignment of the condition 

to FEM mesh. Available in FEFLOW types of boundary conditions for water and mass transport are as 

follows (Diersch, 2005; Diersch, 2005a): 

• First type (Dirichlet) describing pressure head (water) and concentration (mass) for the given node. 

• Second type (Neuman) determining water flux or mass flux leaving or entering the modeled domain 

through the selected limit of the model. 

• Third type (Couchy) defining reference pressure head (water) and concentration (mass) of the area 

located outside the modeled domain allowing inflow or outflow. 

• Fourth type, a single well allowing water and mass inflow or outflow through a single node. 

Objective 

It was set up a physical sand box (artificial acquifer) 2D model, and basic FEFLOW operations were 

practiced. First, the geometry of the model was defined and a finite-element mesh was generated. The model 
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properties, initial boundary conditions and material properties were applied. The 2D flow model was 

extended to a 2D mass-transport model.  

 

Model Scenario 

The model domain is the physical sand box model with an area of approx. 1000 m2 for each section A, B, 

C. 

 

Figure 64. The physical sand box model for Feflow.  

The main flow direction follows the hydraulic head gradient vertically. Tap water was applied as a constant 

value all over the model domain during the experiment (irrigation system) and the contaminant 

concentrations during the experiments. Figure 1 illustrates the scenario.  

The contaminant sources applied during the experiments affected the water quality in the artificial sandy 

aquifer.  

Supermesh 

The supermesh defines the geometry of the model. In the simplest case, a supermesh consists of only one 

polygon that defines the outer boundary. The design of the supermesh also influences the generation of the 

finite-element mesh. More complex supermeshes contain several polygons and many lines and points. In 

this experiment, the supermesh consisted of three square polygons with a lateral length of 1000 m as its 

outer boundary for section A, B, C.  

Finite-Element Mesh 
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The finite-element mesh is the basis of the numerical simulation. FEFLOW can work with quadrilateral as 

well as with triangular meshes. Triangle can handle very complex geometries and is extremely fast, but 

yields elements of slightly lower quality. It was entered 500 elements in the total elements field and it was 

generated the Mesh.  

Problem Settings 

All general settings of the model were specified, for instance flow only or flow and transport, the temporal 

domain (steady state or transient) or numerical properties like accuracy settings and the choice of the 

equation solver.  

Problem Class 

Both flow and transport simulations, a steady-state or a transient solution, mass solute transport were 

computed.  

Saturated/Unsaturated 

The Darcy equation was used for the entire model domain. In unsaturated mode, Richards’ equation was 

applied for the unsaturated parts of the model. 

Steady state/Transient 

In steady state mode, FEFLOW calculates the state of a model with time-constant boundary conditions and 

material properties after an infinitely long time, e.g. to simulate average conditions for an aquifer. In 

transient mode, the simulation is done for a specified time. This time is divided into time steps for which 

results are computed (temporal discretization). The steady flow/transient transport mode requires a steady 

state solution of the flow simulation as initial condition. 

Model Properties 

Physical conditions in the model area were specified, as initial conditions, boundary conditions and material 

properties. Additional model properties related to the solute transport model were specified. 

Conditions for section A, B, C 

As boundary conditions, the fluid flux was 8.29 m/d; mass transport HC concentration 7 mg/l; Mg 0.84 

mg/l; P2O5 8.32 mg/l. 

Material properties, mass transport Cl, porosity 0.372; longitudinal dispersivity 1m; transverse dispersivity 

2055m.  
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Results  

The Solute transport, HC, Mg, P2O5 concentration, in section A, B, C, 8 observation points with different 

color that represent the depth into the physical sand box model, as showed in the fig. 65. 

 

Figure 65. The observation points into the section C, physical sand box model. 

The HC, Mg, P2O5 concentration in each section A, B and C has different behavior related to the soil 

characteristics. The section A is sand-based, section B organic matter-sand based, section C present layers 

of sand -organic matter – sand.  

The HC concentration behavior in section A is increasing immediately in the first 30 cm depth into the 

soil, observation point 1, and it is not increasing going deep into the soil. In section B, as input of HC was 

7 mg/l and one can observe that in upper part of the soil we have highest concentrations than in the lowest 

part pf the soil, due to chemical reaction of sand and organic matter. In section C, the behavior is so 
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different, in the lowest part seem to be increasing the HC concentration and after going slowly down. Since 

this model is not calibrated, we can not consider 100% of these results, just to have an idea about the solute 

transport into the soil. The research did not focus on calibrating the results of this model.  

 

Figure 66. HC concentration and the time simulation of the experiment, in section A. 

 

 

Figure 67. HC concentration and the time simulation of the experiment, in section B. 
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Figure 68. HC concentration and the time simulation of the experiment, in section C. 

 

The Mg concentration behavior in section A is increasing immediately in the first 30 cm depth into the 

soil, observation point 1, and it is not increasing going deep into the soil, same behavior as HC 

concentration. In section B, as input of Mg was 0.7 mg/l and one can observe that in upper part of the soil 

we have highest concentrations than in the lowest part of the soil, due to chemical reaction of sand and 

organic matter. In section C, we have almost same behavior of the Mg concentration as in section B. The 

research did not focus on calibrating the results of this model.  

 

Figure 69. Mg concentration and time simulation of the experiment, in section A. 
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Figure 70. Mg concentration and time simulation of the experiment, in section B. 

 

 

Figure 71. Mg concentration and the time simulation of the experiment, in section C. 

 

The P2O5 concentration behavior in section A is increasing immediately in the first 30 cm depth into the 

soil, observation point 1, and it is not increasing going deep into the soil, same behavior as HC, Mg 

concentration. In section B, as input of P2O5 was 7 mg/l and one can observe that in upper part of the soil 

we have highest concentrations than in the lowest part of the soil, due to chemical reaction of sand and 
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organic matter. In section C, we have almost same behavior as in section B. The research did not focus on 

calibrating the results of this model.  

 

Figure 72. P2O5 concentration and the time simulation of the experiment, in section A. 

 

 

Figure 73. P2O5 concentration and the time simulation of the experiment, in section B. 
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Figure 74 P2O5 concentration and the time simulation of the experiment, in section C. 

 

In section A, B, C as results, presented in the technical report of LNEC (Leitao et al, 2016, Deliverable 

12.5), for nitrites, nitrates and ammonia, an increase of concentration was observed immediately in the 

upper part of the soil, and a decreasing in concentrations right after the experiment stopped.  

 

 

I.3.6 Recommendations 

Soil column experiments in the laboratory gave us good results after caried out different tests. The only 

issue presented, since these experiments were done in just 30cm of soil, we did not have the opportunity to 

use smart sensors to obtain more data, especcialy diurnal variations on water parameters. At the infiltration 

basins, smart sensors were used but I am not sure if the calibration procedure was done precisely, so that 

pH values would have not presented outliers when the temperature was changing. I would recommend for 

this research to be used ammonia sensor as well, in order to determine the concentration for a long period 

of monitoring. In general, the sensors worked well and the system of a sensor node lost data just for 2 weeks 

in almost 4 months of monitoring. In this research I did not calibrate the input data in the Hydrus and Feflow 

softwares, so that it is recommended to have a good calibration in order to be sure of results presented. 

These software were choose to determine the water flow and have an idea about the behavior of the 

contaminants into the soil.  
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Chapter 2 

II. SMART SENSORS TECHNOLOGY 

 

1. Background and Motivation 

 

A wide range of Smart Sensor Network (SSN) applications have been developed in recent years, in 

which smart sensor devices are embedded in interconnected devices to sense, monitor, measure, 

communicate, and exchange information. This enables the collection, processing, analysis, and 

dissemination of valuable information gathered in various industrial environments. SSN systems offer the 

ability to perform computations, make intelligent decisions and control industrial equipment to promote the 

progress of the enterprise or manufacturing unit (Da-Xu L et al, 2014; Echanobe J et al, 2014; Gubbi et al, 

2013). Smart sensors must sense, exchange information, transmit useful collected information, and 

automatically assign roles to manage, deploy, and schedule the behaviors of industrial devices over a 

network. In an industrial SSN system, different things have different communication functionalities. A 

gateway must be able to facilitate the communication or interaction of various devices; furthermore, it must 

connect up to the cloud and down to smart sensors and existing controllers embedded in the network system. 

Consequently, smart sensors and gateways (Sanislav T et al, 2016; Xia F., 2009) play a crucial role in IoT 

applications. Perera et al (2014), presented the design of a generalized, low-cost, reconfigurable, and 

reprogrammable SSN and used a ZigBee with FPGA to develop smart sensor node based on the IEEE1451 

family of standards.  

Environmental monitoring can be defined as the systematic sampling of air, water, soil, and biota to 

observe and study the environment, as well as to derive knowledge from this process (Artiola et al., 2004; 

Wiersma, 2004). Monitoring can be conducted for many purposes, including to establish environmental 

“baselines, trends, and cumulative effects” (Mitchell, 2002), to test environmental modeling processes, to 

educate the public about environmental conditions, to inform policy design and decision-making, to ensure 

compliance with environmental regulations, to assess the effects of anthropogenic influences, or to conduct 

an inventory of natural resources (Mitchell, 2002). Knowledge-based regulation and benefits of 

environmental monitoring, as protection of public water supplies weather forecasting, hazardous and non-

hazardous and radioactive waste management, natural resources protection and management, global climate 

change, urban air quality, economic development and land planning, population growth, endangered species 

and biodiversity. This previous list helps to underscore the importance of monitoring and how its results 

are ubiquitous in our daily lives (Artiola et al., 2004).  Monitoring programs can vary significantly in scope, 

ranging from community based monitoring on a local scale, to large-scale collaborative global monitoring 
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programs such as those focused on climate change (Conrad & Daoust, 2008; Lovett et al., 2007). 

Monitoring need to be conducted under a rigorous application of the scientific method (Artiola et al., 2004) 

and that it is a “fundamental component of environmental science and policy” (Lovett et al., 2007). There 

are multiple programs operated by the United Nations that participate in global environmental monitoring 

activities, such as the World Meteorological Organization (WMO), the Global Atmosphere Watch, and the 

World Conservation Monitoring Centre (Artiola et al., 2004; UNEP, 2011). The WMO, the World Weather 

Watch, and the World Health Organization collectively manage the Global Environment Monitoring 

System (GEMS), which is responsible for monitoring and reporting on the “global state of water, air, 

climate, atmosphere, and food contamination” (Artiola et al., 2004). Through the administration of these 

programs, the United Nations is providing a valuable mechanism for data collection and dissemination on 

a global scale, making it possible to address global scale issues such as water security and climate change 

(GEMS, 2011). The sampling of air, water, and soil through environmental monitoring can produce data 

that can be used to understand the state and composition of the environment and its processes (Artiola et 

al., 2004; Wiersma, 2004). Despite criticisms that environmental monitoring can be ineffective and costly 

when programs are poorly planned, well-planned monitoring programs cost little (especially by using the 

low-cost monitoring system) in comparison to the resources that can be protected and the policy design that 

can be informed (Lovett et al., 2007). Despite the challenges that are faced by environmental monitoring, 

monitoring remains an important tool in the achievement of major advances in environmental science 

(Lovett et al., 2007).  

The most important part of Smart Sensor Network on data transmission is the wireless sensor network. 

Wireless sensor networks (WSN), C.-Y. Chong et al (2003), are collections of resource constrained sensing 

and processing devices that have a variety of different successful applications, including environmental 

monitoring (monitoring of floods, K.S. Chiang Kuang et al (2008) , an active volcano, G. Werner-Allen et 

al (2006), monitoring of zebra migration, P. Zhang et al (2004), safety and security (monitoring of 

radioactive materials, F. Ding et al (2009), wildfire A. Somov et al (2011), and buildings E. Jafer et al 

(2011), assisted living (smart medication system W.-W. Chang et al (2011), control (light control in tun-

nels L. Mottola et al (2010). Among these, hazardous/combustible gas monitoring, e.g., ethylene A.B.A. 

Dow et al (2011) and methane V.V. Volkov et al (1997) is particularly promising for WSNs, since it requires 

capillary sensing capabilities in often difficult or harsh environments, low-maintenance units. There are 

many reasons why one would like to replace the available wired solutions for gas monitoring in favor of a 

WSN approach. The principal one is that the major drawbacks of wired monitoring systems are their 

maintenance cost and their large demandin terms of cables, which constrain the way the system can be 

deployed. The WSN paradigm, in contrast, enables easy deployment of sensor nodes anywhere they are 

required and provides high flexibility and easy of maintenance. The use of this technology is possible today 



83 
 

thanks to semiconductor and catalytic sensors with low power consumption on board of a WSN node that 

can meet the Standard EN 50194 (2000) of gas monitoring and energy aware sensing A. Somov et al (2012) 

requirements, in terms of accuracy and response time. 

 

2. Methodologies 

In this Ph.D. thesis, several prototypes have been proposed for environmental monitoring, which will 

measure parameters as temperature, humidity, air pressure, gas concentrations present in atmosphere and 

into the soil, water quality. The data was collected from sensor nodes to Arduino UNO microcontroller and 

to the Raspberry pi3, ZigBee network and then retransmit the data to smart phones, tabs and PCs using wifi. 

Sensor node contains analog output sensors.  

 

a. Microcontroller and Sensors 

A microcontroller contains all components which allow it to operate standalone, and it has been designed 

for monitoring and/or control tasks. In consequence, in addition to the processor it includes memory, 

various interface controllers, one or more timers, an interrupt controller, and last but not least general 

purpose I/O pins which allow it to directly interface to its environment. Microcontrollers also include bit 

operations which allow you to change one bit within a byte without touching the other bits [1]. The 

microcontrollers are integrated into many appliances, like household appliances (microwave, washing 

machine, coffee machine, telecommunication (mobile phones), automotive industry (fuel injection, ABS), 

aerospace industry, industrial automation. We need microcontrollers for periodically read the temperature 

(analog value, is digitized by sensor; uses 4-bit interface), control heating according to the temperature (turn 

heater on/off; 1 bit), display the current temperature on a simple 3-digit numeric display (8+3 bits), allow 

the user to adjust temperature thresholds (buttons; 4 bits), and be able to configure/upgrade the system over 

a serial interface.  

The Arduino microcontroller is an easy to use yet powerful single board computer that has gained 

considerable traction in the hobby and professional market. The Arduino is open-source, which means 

hardware is reasonably priced and development software is free [2].  

The Arduino project was started in Italy to develop low cost hardware for interaction design. The 

Arduino hardware comes in several flavors. In the United States, Sparkfun (www.sparkfun.com) is a good 

source for Arduino hardware. With the Arduino board, you can write programs and create interface circuits 

to read switches and other sensors, and to control motors and lights. The Arduino Uno is a microcontroller 

board based on the ATmega328 (datasheet). It has 14 digital input/output pins (of which 6 can be used as 

PWM outputs), 6 analog inputs, a 16 MHz crystal oscillator, a USB connection, a power jack, an ICSP 
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header, and a reset button. It contains everything needed to support the microcontroller; simply connect it 

to a computer with a USB cable or power it with a AC-to-DC adapter or battery to get started. 

 

Fig.75 Arduino microcontroller. 

The Uno differs from all preceding boards in that it does not use the FTDI USB-to-serial driver chip. 

Instead, it features the Atmega8U2 programmed as a USB-to-serial converter. "Uno" means one in Italian 

and is named to mark the upcoming release of Arduino 1.0. The Uno and version 1.0 will be the reference 

versions of Arduno, moving forward.   

The Arduino programming language is a simplified version of C/C++. Programs are created in the Arduino 

development environment and then downloaded to the Arduino board. Code must be entered in the proper 

syntax which means using valid command names and a valid grammar for each code line [3].  

Based on information in the current technical literature, the committee chose to adopt the following 

definitions: [4]. 

 Sensor element: The fundamental transduction mechanism (e.g., a material) that converts one form 

of energy into another. Some sensors may incorporate more than one sensor element (e.g., a 

compound sensor). 

 Sensor: A sensor element including its physical packaging and external connections (e.g., electrical 

or optical). 

 Sensor system: A sensor and its assorted signal processing hardware (analog or digital) with the 

processing either in or on the same package or discrete from the sensor itself. 

One of the most important advances in sensor technology in the last years has been the focused development 

of smart sensors, [4]. The definition of "smart" and "intelligent" sensing can be debated. In general, it is 

difficult to identify any features in a smart sensor that parallel intelligence in natural systems. The basic 

tenet of smart sensors is that the sensor complexities must be concealed internally and must be transparent 
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to the host system. Smart sensors are designed to present a simple face to the host structure via a digital 

interface, such that the complexity is borne by the sensor and not by the central signal processing system.  

The basic requirement for a smart sensor is that it be a system with dedicated "on-chip" signal processing. 

Realization of this concept simply means that electronic (or optical) signal processing hardware is dedicated 

to each sensor and miniaturized to the point that it becomes a part of the sensor package.  A smart sensor 

would include the sensor, interface circuit, signal processing, and power source. The subsystems of a smart 

sensor include: 

 a primary sensing element; 

 excitation control; 

 amplification (possibly variable gain); 

 analog filtering; 

 data conversion; 

 compensation; 

 digital information processing; 

 digital communications processing; and 

 power supply. 

It is clear, however, that the smart-sensing concept creates new opportunities for using novel materials for 

sensors. The smart-sensing concept makes it possible to avoid the constraint of the paradigm that sensor 

elements must be linear and noise-free; however, the cost of the added electronics must be considered in 

the sensor system design analysis. 

Potential advantages of the smart-sensor concept include: 

 lower maintenance; 

 reduced time; 

 higher reliability; 

 fault tolerant systems; 

 adaptability for self-calibration and compensation; 

 lower cost; 

 lower weight; 

 fewer interconnections between multiple sensors and control systems; and 

 less complex system architecture. 

These advantages of smart sensors are application specific. There is certainly justification for many 

applications in distributing the signal processing throughout a large sensor system so that each sensor has 

its own calibration, fault diagnostics, signal processing, and communication, thereby creating a hierarchical 

system. Innovations in sensor technology have generally allowed a greater number of sensors to be 
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networked or more-accurate sensors to be developed or on-chip calibration to be included. In general, new 

technology has contributed to better performance by increasing the efficiency and accuracy of information 

distribution and reducing overall costs. However, these performance enhancements have been achieved at 

the expense of increased complexity of individual sensor systems. Currently, the practical utility of smart 

sensors seems to be limited to applications that require a very large number of sensors. [4]. 

 

b. Gas sensors 

 TGS 2600 - for the detection of Air Contaminants 

 The sensing element is comprised of a metal oxide semiconductor layer formed on an alumina substrate of 

a sensing chip together with an integrated heater. In the presence of a detectable gas, the sensor's 

conductivity increases depending on the gas concentration in the air. A simple electrical circuit can convert 

the change in conductivity to an output signal which corresponds to the gas concentration. The TGS 2600 

has high sensitivity to low concentrations of gaseous air contaminants such as hydrogen and carbon 

monoxide which exist in cigarette smoke. The sensor can detect hydrogen at a level of several ppm. Figaro 

also offers a microprocessor (FIC02667) which contains special software for handling the sensor's signal 

for appliance control applications. 

Due to miniaturization of the sensing chip, TGS 2600 requires a heater current of only 42mA and the device 

is housed in a standard TO-5 package. The figure to the left side, below represents typical sensitivity 

characteristics, all data having been gathered at standard test conditions (see reverse side of this sheet). The 

Y-axis is indicated as sensor resistance ratio (Rs/Ro) which is defined as follows:  

Rs = Sensor resistance in displayed gases at various concentrations  

Ro = Sensor resistance in fresh air 

 

Fig.76 Sensitivity characteristics of Figaro 2600. 
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The Fig.2 above, to the right side, represents typical temperature and humidity dependency characteristics. 

Again, the Y-axis is indicated as sensor resistance ratio (Rs/Ro), defined as follows:  

Rs = Sensor resistance in fresh air at various temperatures/humidity  

Ro = Sensor resistance in fresh air at 20°C and 65% R.H. 

The sensor requires two voltage inputs: heater voltage (VH) and circuit voltage (VC). The heater voltage 

(VH) is applied to the integrated heater to maintain the sensing element at a specific temperature which is 

optimal for sensing. Circuit voltage (VC) is applied to allow measurement of voltage (Vout) across a load 

resistor (RL) which is connected in series with the sensor. DC voltage is required for the circuit voltage 

since the sensor has a polarity. A common power supply circuit can be used for both VC and VH to fulfill 

the sensor's electrical requirements. The value of the load resistor (RL) should be chosen to optimize the 

alarm threshold value, keeping power consumption (PS) of the semiconductor below a limit of 15mW. 

Power consumption (PS) will be highest when the value of Rs is equal to RL on exposure to gas.  

Sensor resistance (Rs) is calculated with a measured value of Vout by using the following formula: 

RS = ((Vc*RL)/Vout) – RL. 

 

Fig.77 Basic measuring Circuit. 

 

 Carbon Dioxide (CO₂), Module, Model: S-100 

S-100 is one of the world’s smallest models, of which Persistent stability and Temperature Effect Resistance 

besides various outputs are much favored by customers in stocks raising, greenhouse, scientific projects, 

etc. S-100A has Automatic calibration software turned for HVAC customers who want easier monitoring 

with less management cost, etc. Features like non-Dispersive Infrared (NDIR) technology used to measure 

CO₂ levels, pre-calibrated, available outputs: Analog Voltage, TTL-UART, I2C, gold-plated sensor 
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provides long-term calibration stability, installed calibration function, periodic automatic Calibration 

(ACDL) and non-periodic manual re-calibration(MCDL) are available. Sensing method NDIR (Non-

dispersive Infrared), measurement range 0 to 2,000/3,000/5,000/10,000 ppm, 2%, 3% (Optional), accuracy 

±30ppm ±5%, response time (90%) 60 seconds, sampling interval 3 seconds. 

 

 MG811 CO2 Sensor 

Good sensitivity and selectivity to CO2, low humidity and temperature dependency, long stability and 

reproducibility. Sensor structure and testing circuit in the Fig.4. It is composed by solid electrolyte layer 

(1), Gold electrodes (2), Platinum Lead (3), Heater (4), Porcelain Tube (5), 100m double-layer steeless net 

(6), Nickel and copper plated ring (7), Bakelite (8), Nickel and copper plated pin (9).  

 

Fig.78 Gas sensors, MG811 CO2 Sensor. 

 

Sensor adopt solid electrolyte cell principle. It is composed by the following solid cells:  

Air Au|NASICON|| carbonate|Au, air，CO2. 

When the sensor exposed to CO2，the following electrodes reaction occurs：  

Cathodic reaction：2Li + + CO2 + 1/2O2 + 2e - = Li2CO3  

Anodic reaction：2Na+ + 1/2O2 + 2e- = Na2O  

Overall chemical reaction：Li2CO3 + 2Na + = Na2O + 2Li + + CO2  

The Electromotive force (EMF) result from the above electrode reaction, accord with according to Nernst’s 

equation: 

EMF = Ec - (R x T) / (2F) ln (P(CO2))  

P(CO2) - CO2 partial Pressure; Ec - Constant Volume; R - Gas Constant volume; T - Absolute Temperature 

(K); F - Faraday constant. 

Sensor heating voltage supplied from other circuit. When its surface temperature is high enough, the sensor 

equals to a cell, its two sides would output voltage signal, and its result accord with Nernst’s equation. In 
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sensor testing, the impedance of amplifier should be within 100 - 1000GΩ. Its testing current should be 

control below 1pA. 

 

Fig.79 Sensitivity of MG811 CO2 Sensor 

Sensitivity in Fig.5 shows gas sensor sensitivity curve. Conditions Temperature 28℃,RH 65%,Oxygen 

21%, sensor EMF under different gas and concentration. 

 

 MQ-4 (methane) gas sensors 

Sensitive material of MQ-4 gas sensor is SnO2, semiconductor sensor, with lower conductivity in clean air. 

When the target flammable gas exists, the sensor’s conductivity gets higher along with the gas concentration 

rising. MQ-4 gas sensor has high sensitivity to methane, also has anti-interference to alcohol and other 

gases. It has good sensitivity to methane in wide range, and has advantages such as long lifespan, low cost 

and simple drive circuit &etc.  

 

Fig.80 The basic test circuit of MQ-4. 

 

The sensor requires two voltage inputs: heater voltage (VH) and circuit voltage (VC). VH is used to supply 

standard working temperature to the sensor and it can adopt DC or AC power, while VRL is the voltage of 

load resistance RL which is in series with sensor. Vc supplies the detect voltage to load resistance RL and 

it should adopt DC power, Fig.6. 
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Fig.81 Typical Sensitivity Curve of MQ4. 

In the Fig.7, the ordinate is resistance ratio of the sensor (Rs/R0), the abscissa is concentration of gases. Rs 

means resistance in target gas with different concentration, R0 means resistance of sensor in clean air. Rs 

means resistance of sensor in 5000ppm methane (CH4) under different tem. and humidity. Rs means 

resistance of the sensor in 5000ppm methane under 20℃/55%RH.  

 

c. Soil sensors 

 Soil moisture 

Soil moisture sensor measure the water content in soil. The module uses LM393 comparator to compare 

the soil moisture level with the preset threshold. When the soil moisture deficit module outputs a high level, 

and vice versa. The sensor has 3-Pin male header. The pins are as follows VCC (external 3.3V-5V) GND 

(external GND) and DO-board digital output interface (0 and 1). The pin explanation for each pin is shown 

below, Fig.8. 

 

Fig.82 Soil moisture sensor pin layout. 
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 Soil temperature DS18B20 Digital temperature  

The DS18B20 digital thermometer provides 9-bit to 12-bit Celsius temperature measurements and has an 

alarm function with nonvolatile user programmable upper and lower trigger points. The DS18B20 

communicates over a 1-Wire bus that requires only one data line (and ground) for communication with a 

central microprocessor. It has an operating temperature range of -55°C to +125°C and is accurate to ±0.5°C, 

over the range of -10°C to +85°C. In addition, the DS18B20 can derive power directly from the data line 

(“parasite power”), eliminating the need for an external power supply. Each DS18B20 has a unique 64-bit 

serial code, which allows multiple DS18B20s to function on the same 1-Wire bus. 

 

d. Water sensors 

 pH 

Sensor type combination electrode, measurement range 0~14pH, temperature of operation: 0~80ºC, zero 

electric potential: 7±0.25p, response time: <1min. internal resistance: ≤250MΩ. repeatability: 0.017, reader 

accuracy up to 0.01 (in function of calibration), cable length: < 300 cm. The pH sensor integrated in the 

Smart Water board is a combination electrode that provides a voltage proportional to the pH of the solution, 

corresponding the pH 7 with the voltage reference of 2.048V of the circuit, with an uncertainty of ±0.25pH. 

To get an accurate value from these sensors it is necessary both to carry out a calibration and to compensate 

the output of the sensor for the temperature variation from that of the calibration moment.  

 

 temperature 

Specifications measurement range 0 ~ 100ºC, accuracy: DIN EN 6075, resistance (0ºC) 1000Ω, diameter: 

6mm, length: 40mm, cable: 2mm, cable lenght: < 150mm. Measurement process, the PT1000 is a resistive 

sensor whose conductivity varies in function of the temperature. The temperature sensor is directly powered 

from the 5 V supply, so is no necessary to switch the sensor ON, but it is advisable to not keep the Smart 

Water board powered for extended periods and switch it OFF once the measurement process has finished. 

No calibration is needed. 

 

 electrical conductivity 

Sensor type two electrodes sensor, electrode material platinum, conductivity cell constant: 1 ± 0.2 cm-1, 

cable length: < 500 cm. The conductivity sensor is a two-pole cell whose resistance varies in function of 

the conductivity of the liquid it is immersed in. That conductivity will be proportional to the conductance 

of the sensor (the inverse of its resistance), multiplied by the constant cell, in the case of the Libelium sensor 
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around 1cm-1, leading to a value in Siemens per centimeter (S/cm). To power the conductivity sensor an 

alternating current circuit has been installed in order to avoid the polarization of the platinum electrodes. 

 

 oxidation reduction potential 

Sensor type combination electrode, electric potential: 245~270mV, measurement range 0 ~ ±1999mV, 

reference impedance: 10kΩ, stability: ±8mV/24h, cable length: < 300 cm. Like the pH sensor, the ORP 

probe is a combination electrode whose output voltage is equivalent to the potential of the solution. The 

output of the circuitry to which it is connected is directly read from the analog-to-digital converter of the 

Smart Water sensor board, being the 2.048V reference subtracted to obtain the actual oxidation-reduction 

potential in volts (in this case, since this parameter is directly a voltage it is not necessary to call a conversion 

function). 

e. Meteorological sensors 

 Barometric pressure 

GY-65 BMP085 Barometric digital pressure sensor module board for Arduino is a high precision, ultra-

low power consumption pressure sensors. The absolute accuracy of the minimum can reach 0.03hPa, only 

3uA low power consumption and the pressure range is 300 - 1100hPa. 

 

 Air temperature/humidity 

The DHT11 is a relatively cheap sensor for measuring temperature and humidity, with a calibrated digital 

signal output. This sensor includes a resistive-type humidity measurement component and connects to a 

high performance 8-bit microcontroller, offering excellent quality, fast response, anti-interference ability 

and cost-effectiveness. Its small size, low power consumption and up-to-20-meter signal transmission. 
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1. Laboratory Calibration 

1.1 Gas sensors 

The gas sensor is typically calibrated by the manufacturing company and is accompanied by the technical 

documentation, datasheet, which provides the calibration values. In this case a user should program these 

values into the memory of the sensor node or microcontroller. Nevertheless, the sensor degrades with time 

and requires periodical calibration. Calibration consists in measuring the output response voltage for a 

defined and known methane concentration in the environment and recording the obtained values in the 

memory of the sensor node. To perform the sensor calibration using the wireless channel we must first 

wake up the sensor node and set it in calibration mode by a command within 20 s after it is awoken. As 

soon as the sensor node is in calibration mode, the user can remotely adjust the thresholds for gas detection 

as well as set other parameters such as the address of the device and the measurement time. To set up the 

gas detection thresholds we identify two points in the sensor characteristics the sensor response in the air, 

the sensor response at the gas concentration in the atmosphere. For most of the gas sensors the dependency 

of the sensor response to concentration in the atmosphere is almost linear. Therefore, the sensor response 

at the concentration knew in the atmosphere, which we need to set one of the thresholds, is calculated 

automatically. It is essential to achieve a stable sensor response during the calibration.  

Further information about the gas sensors calibraton are in the articles submitted. 

 

 

1.2 Water sensors calibration 

 pH sensor 

A periodic calibration is highly recommended for the pH sensors if an accurate measurement is desired. If 

the sensor is going to be deployed in an environmental with a changing temperature or the calibration is 

going to be carried out under a different temperature from the operation conditions, it will also be required 

a temperature compensation to update the sensitivity of the sensor to the actual conditions. The required 

material for the pH sensor calibration consists of three pH buffer solutions, one of 7.0pH and two of higher 

and lower values (4.0pH and 10.0pH). It is recommended that the solutions are at the temperature that will 

be found at the installation environment. Make sure the sensors are completely immersed in the solution. 

When there is a stable output for the sensors, annotate the value in volts obtained. 

 

 Electrical conductivity (EC) 

There are three different Calibration kits for electrical conductivity probe K=0.1, K=1; K=10. The K factor 

is related to the salinity of the water we want to measure. Each calibration kit takes two solutions: K=0.1 

around μS 220 - around μS 3000; K=1 around μS 10500 - around μS 40000; K=10 around μS 62000 - 
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around μS 90000. We have as the relation between conductivity and dissolved solids is approximately: 2 

μS/cm = 1 ppm (which is the same as 1 mg/l). In order to get an accurate measurement, it is recommended 

to calibrate the conductivity sensor to obtain a precise value of the cell constant. Although a single point 

calibration should be theoretically enough, a two-point calibration is advisable to compensate for side 

effects of the circuitry, such as the resistance of the sensor wire or the connector. For a proper calibration 

two solutions of a conductivity as close as possible to that of the target environment should be used.  

 

 Oxidation reduction potential probe sensor (ORP) 

The calibration process will consist in a verification of the proper operation of the sensor with an ORP 

calibration standard solution, which will lead to the application of a correction offset in the code or in the 

data processing in the receiver. Libelium provides a standard solution of 225mV at 25ºC. Introduce the 

sensor into the calibration solution and wait for the output value to stabilize. If the test is being carried out 

with the solution provided by Libelium at approximately 25ºC, the output should be around the 225mV, 

with a 10%~15% error.  
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Abstract 

This paper focus on the development of a new 

device suitable to detect and measure methane 

gas in areas of natural gas storage site. This 

device, the Smart Gas Detection system, can 

measure the air and water quality, including all 

the parameters that can have outliers by an 

eventual gas leak in the aquifer or atmosphere. 

The air quality parameters measured by low cost 

sensors, include CH4 and CO2 gas, while for 

water quality parameters measured include 

temperature, pH and electrical conductivity. The 

sensor node is based on Arduino UNO 

microcontroller, receiving the data from the 

sensors and transmitting to the database on 

Raspberry pi 3, remotely accessing all the data. It 

is extremely important to develop devices with 

the new commercial low-cost sensors to detect 

and measure gases in atmosphere for monitoring 

the carbon dioxide and methane due to their role 

as greenhouse gases and also gas leaks from 

wellbores can severely affect the health of people 

and animals too.  

 

Index Terms— carbon dioxide gas sensor, 

methane gas sensor, microcontroller Arduino, pH 

sensor, EC sensor, raspberry pi 3, real time 

monitoring. 

 

 

1. INTRODUCTION 

Greenhouse monitoring system is important to 

ensure the stabilization of the environment [1]. 

Greenhouse monitoring system can also be web-

based system (remote system) [2] to allow user 

access, control and monitor of greenhouse 

laboratory using Internet connection. [2]. Current 

climate trends augur for considerable increases in 

atmospheric methane abundance from 

anthropogenic sources, such as fossil fuel 

production, and natural sources such as the 

release of gas sequestered in and below 

permafrost due to warming trends [3-4]. 

Although carbon dioxide is significantly more 

abundant than methane and has a considerably 

longer atmospheric residence time, the relative 

potency of methane as a greenhouse agent is 
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approximately 100 times that of carbon dioxide 

on decadal timescales [5]. Because of its short 

lifetime, and the current dominance of 

anthropogenic sources, methane has greater 

potential return on investment for regulatory 

efforts to mitigate greenhouse warming [6]. The 

use of inexpensive sensor networks and 

embedded systems are quickly emerging as a key 

player in the monitoring of local and regional air 

quality as lower cost monitoring equipment 

enables new spatial resolution of pollutants [7-8].  

 

2. ARCHITECTURE 

The system architecture is based on an Arduino 

Uno microcontroller-board, programmed in a 

simple integrated development environment 

(IDE). The Arduino project development 

environment, or integrated development 

environment (IDE) is a free download for 

Windows system [9]. The microcontroller 

receives the signal from sensors, save the data on 

a SD card and transmit the data to the Raspberry 

pi 3. 

2.1. Microcontrollers 

Arduino is open-source electronics prototyping 

platform based on flexible, easy-to-use hardware 

and software [9]. The heart of the Arduino is a 

microcontroller board based on the ATmega328. 

The memory based on ATmega328 has 32 KB 

(with 0.5 KB used for the bootloader). It also has 

2 KB of SRAM and 1 KB of EEPROM (which 

can be read and written with the EEPROM 

library). Arduino hardware is programmed using 

a Wiring-based language (syntax and libraries), 

similar to C++ with some slight simplifications 

and modifications, and a Processing-based 

integrated development environment. This allows 

the broad to communicate with computer through 

programming. It receives the input signals from 

the sensors, and then produces output voltages 

that are translated into numbers shown by the 

digital display [9].  

The Raspberry pi 3 has a 1.2GHz 64-bit quad-

core ARMv8 CPU, 802.11n Wireless LAN, 

Bluetooth 4.1, Bluetooth Low Energy (BLE), 

1GB RAM, 4 USB ports, 40 GPIO pins, full 

HDMI port, Ethernet port, combined 3.5mm 

audio jack and composite video, camera interface 

(CSI), display interface (DSI), Micro SD card 

(32GB), video Core IV 3D graphics core [10]. 

The Raspberry pi 3 is used in this project to store 

the data on MySQL database and check data out 

through the web server that present web pages to 

the other computers. 

2.2. Arduino-based datalogger 

A "datalogger" is defined as a device which will 

operate independently to store analog data in 

digital form. The datalogger application may also 

include programming to do some internal data 

processing of input, such as averaging multiple 

values collected over a specified time interval. In 

general, such a project requires four components 

microcontroller, analog-to-digital (ADC) 

converter, clock, data storage device (an SD 

card). The datalogger shield includes a real-time 

clock, an essential component of a system for 

logging data. The coin cell battery will last for 

several years, so it is simply left in place once 

installed. Communications with the clock are 

handled through the widely used "Inter-

Integrated Circuit" (I2C) protocol, which allows 

various devices to communicate with each other 

[11]. 

2.3. Arduino Sensor shield 

An easy way to connect many input devices and 

output devices to Arduino, not just sensors, which 

is called Sensor shield. The Sensor Shield’s 

purpose is make it easy to connect cables and 

devices to the correct Arduino pins. It is a passive 

circuit board that simply connects the Arduino 

pins to many connectors [12].  

3. LOW-COST SENSORS 

3.1. MQ-4 gas sensor 

This sensor is an electrochemical sensor, it has a 

high sensitivity to CH4, natural gas, small 

sensitivity to alcohol, smoke, fast response, stable 

and long life, simple drive circuit. The sensor’s 

output is an analog resistance. Structure and 

configuration of MQ-4 gas sensor, is composed 
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of micro AL2O3 ceramic tube, Tin di-oxide 

(SnO2) sensitive layer, measuring electrode and 

heater are fixed into a crust made by plastic and 

stainless steel net. The heater provides necessary 

work conditions for work of sensitive 

components. The MQ-4 can detect natural gas 

concentrations anywhere from 200 to 

10000ppm.The Gas Sensor Module is designed to 

allow a microcontroller to determine when a 

preset gas level has been reached or exceeded. 

Interfacing with this sensor is done through a 4-

pin SIP header and requires two I/O pins from the 

host microcontroller [13].  

3.2. MG-811 Gas Sensor 

This sensor is a metal oxide sensor, which output 

voltage of the module falls as the concentration 

of the CO2 increases. The potentiometer onboard 

is designed to set the threshold of voltage. It has 

MG-811 sensor module onboard which is highly 

sensitive to CO2 and less sensitive to alcohol and 

CO, low humidity & temperature 

dependency. MG-811 Metal Oxide sensor 

module manufactured by Sandbox electronics. 

Onboard heating circuit brings the best 

temperature for sensor to function. Internal power 

boosting to 6V for heating sensor best 

performance [14]. 

3.3. Analog pH Meter and EC probe Sensors 

This industrial pH electrode is made of sensitive 

glass membrane with low impedance, with fast 

response and excellent thermal stability. In 0 pH 

to 14 pH range, the output voltage is linear. The 

reference system which consist of the Ag/AgCl 

gel electrolyte salt bridge has a stable half-cell 

potential and excellent anti-pollution 

performance. An electrical conductivity (EC) 

probe sensor meter measures the concentration all 

soluble salts dissolved in a solution. The passage 

of an electric current through a solution is 

measured via the probe with two metal prongs 

one centimeter apart. Electrical conductivity is 

measured in millisiemens per centimeter 

(mS/cm) [15].  

3.4. Temperature Sensor 

The DHT11 is a relatively cheap sensor for 

measuring temperature and humidity, with a 

calibrated digital signal output. This sensor 

includes a resistive-type humidity measurement 

component and connects to a high performance 8-

bit microcontroller, offering excellent quality, 

fast response, anti-interference ability and cost-

effectiveness. Its small size, low power 

consumption and up-to-20-meter signal 

transmission making it the best choice for various 

applications [16].  

3.5. Barometric digital pressure sensor  

GY-65 BMP085 Barometric digital pressure 

sensor module board for Arduino is a high 

precision, ultra-low power consumption pressure 

sensors. The absolute accuracy of the minimum 

can reach 0.03hPa, only 3uA low power 

consumption and the pressure range is 300 - 

1100hPa [17]. The prototype design is shown in 

the Fig.1 with all the sensors used in this 

monitoring system. 

 

Fig.1 Prototype design monitoring system. 

3. Design of the Smart Gas Detection 

System 

 

This device system, Smart gas detection, as 

shown in Fig.2, is organized in 3 units the 

microcontroller board Arduino UNO, the 

expansion boards with data logging shield and the 

sensors shield, including the sensors to detect 

methane and carbon dioxide gas, temperature, 

humidity and air pressure with the pH and EC 

probes.  
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Fig.2 Smart gas detection device. 

The prototype put on a waterproof box IP55 

allows it to be placed anywhere outdoor. The 

mechanical dimensions of this box are 240 mm 

height x 190 mm width x 90 mm thickness, easy 

to be used in any environment conditions and in 

any place.  

4.1. Gas Sensors Calibration 

All sensors must be configured with some 

parameters before starting the measurements 

process. The MQ-4 uses the circuit stages, based 

in voltage divider, which consists in two resistors. 

One of this resistor, is the sensor resistance (RS), 

and the other is the load resistance (RL). The RS, 

changes depending on the concentration of the 

gas, and the RL resistance can be configured by a 

digital potentiometer. The value of the RL sensor 

is minimum 0.45kΩ to 100K, [13]. Once the 

voltage is measured by the analog-digital 

converter, the RS can be calculated using the 

simple formula, Rs=((Vc*RL)/Vout)-RL, where 

VC its power, Vout is the output voltage 

measurement, RL the load resistance which has 

been defined. The RO is the value of the sensor 

resistance at a known concentration without the 

presence of other gases or in fresh air [18]. This 

value must be measured and stored to calculate 

the concentration of the gas. It was measured the 

RO resistance at 100 ppm CH4 in the fresh air. 

Once the Ro resistance is obtained, is necessary 

to obtain some values to generate an 

approximation of the response of the sensors. At 

least is necessary 3 points of calibration with the 

concentration knew. Once the Rs is calculated for 

the three points, then is calculated the relation 

between Rs and Ro (Rs/Ro) of each point, Point1 

= Rs(100ppm) / Ro; Point2 = Rs(1000ppm) / Ro; 

Point3 = Rs(10000ppm) / Ro. These points are 

the values introduced in the calibration code to 

obtain the logarithmic approximation and by 

using a function to obtain directly the conversion 

from sensor resistance in kilo ohms in ppm. The 

CO2 don't need a load resistance and the 

measurement and calibration process is different. 

The CO2 sensor returns a voltage value, and this 

value is used to calculate the concentration.  

4.2. Analog pH meter and EC probes 

Calibration 

The pH and ORP probe were immersed in 

reference solutions and the probe readings were 

assigned to specific variables in the embedded 

program, where raw electrode voltage values 

were transformed into values, expressed in proper 

units (e.g. μS/cm for conductivity) [15]. The 

conductivity calibration kit includes two 

reference solutions with nominal values 60μS/cm 

and 1400μS/cm. The reference solutions are 

fitting for drinking water values. There are three 

reference solutions for the pH probe which have 

nominals values of 4 pH, 7 pH and 10 pH. A 

periodic recalibration of the sensors is highly 

advisable in order to maintain an accurate 

measurement along time, allowing correcting 

changes owed to a drift output, polarization or 

wear [18]. 

4.2. Web Server and PHP 

The web server was set up to explore the data 

collected in the MySQL database, an IP address 

was fixed for the Raspberry Pi , and it will be 

browsing within the network. At the same time 

was set up the database administration tool 

phpMyAdmin, free software written in PHP to 

carry out administration of a MySQL database. 

Thus one insert the IP address/phpmyadmin on 

the browser it start up the phpMyAdmin 

interface, as shown in Fig.3. To access to the 

database remotely occurs by referencing the host 

computer that the database is on (IP address).  

Next step was to connect the Raspberry Pi with 

Dropbox. We did it through the Dropbox API. 

After created a new directory on Raspberry it was 

created the python script that have different 

functions for uploading files to Dropbox (all the 

data from the sensors). 
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Fig. 3. PHP web interface. 

 

5. RESULTS AND DISCUSSION 

In order to have a preliminary study, it was 

performed a field experiment of this device that 

can automatically detect gas concentrations and 

determine the water quality parameter as pH and 

EC. The device has been tested into a private 

well, close to the natural gas storage, and it was 

tested from 09/19/2016 to 10/10/2016, with no 

outliers identified, as shown in the Fig.4.  

 

 

Fig.4 Parameters measured T °C, CH4, pH, EC 

μS/cm. 

 

The CO2 concentrations were less than 400 ppm, 

in accordance with the output value of the MG-

811 gas sensor. The CH4 concentrations were in 

the range from 0 ppm to 400 ppm. The pH probe 

presented values from 6.5 pH to 7.5 pH, and EC 

probe values from 1050 μS/cm to 1085 μS/cm. 

Thus, no outliers were detected. We configured, 

programmed and implemented this Smart gas 

detection system, to have an idea about the state 

of the air and of the aquifer. This device is a low-

cost monitoring system, as shown in fig.2, a low-

power sensor node and WiFi connection by using 

the phpMyAdmin web interface one can see all 

the information or by connecting to the drobox. 

Even if the WiFi is not working, all the data will 

be stored on the database and in the SD card, no 

data will be lost. Thus, eventually leaks can be 

detected and measured. Even though 

measurements obtained from these low-cost 

sensors are not so accurate, they can still provide 

useful information of water and air quality close 

to oil and gas industry. Nowadays there are many 

natural gas storage sites, and it is important to 

develop devices that allow to measure the air and 

water quality in real time, close to the gas 

industry. One has to be sure there are not gas 

leaks, having a high impact on the environment 

and on health of the people. Since the wellbore 

actually are so close to the house people, would 

be important to monitor with many devices in 

many places and understand the distribution of all 

of the gases in atmosphere and the distribution of 

all the water parameter in the aquifer, at different 

depth levels. These systems can also be used in 

ex oil extraction areas to identify the location of 

the abandoned wells very dangerous for 

urbanization. 
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Abstract 

Cities are major contributors to greenhouse gas emissions due to high density of urbanization, numerous 

industrial centers, concentrated breeding of chickens, pigs and intensive agricultural activity. These 

anthropic GHG sources overlap to the endogenous sources of methane related to peat degradation hosted 

in the test site, Pliocene and Holocene sediments or to dispersion from buried methane deposits that 

characterize the outermost, NE-verging fronts of the Northern Apennines. Demonstrative activities were 

carried out in an area with high density of abandoned wells used before 1962 for the extraction of methane, 

whose emission contributions are currently unknown. Air quality monitoring and soil gas monitoring 

system for methane and radon gas, at 10cm and 1m depth was the main purpose of this paper. Measurements 

have been taken for radon concentrations with an Durridge RAD7 Company, Inc., USA, instrument. It was 

used for atmosphere and soil gas monitoring system three Biogas ETG (Etg Risorse e Tecnologia, Italy) 

instruments, with nondispersive infrared sensor (NDIR) CH4 gas sensor. The measurements started in 

March 2016 and continued in July-August-September 2016, to determine methane and radon gas 

concentrations, their distribution and to understand the relationship among gases and atmospheric 

conditions. What distinguishes this study from those conducted at other gas storage site is the methodology 

used, the monitoring system was done in the same time in atmosphere and at different depths into the soil 

(10 cm and 1m depth) to understand the differences of methane gas concentration between atmosphere and 

soil. 

 

Keywords— greenhouse gas, methane, radon, soil gas monitoring system 

 

INTRODUCTION 

Gas migration through wellbore failure, from abandoned wells, is repeatedly identified as the highest risk 

mechanism (Bachu et al, 2009; Benson et al, 2006). The relative importance of monitoring for wellbore 

The Concentration of Methane in Atmosphere and at Different Depths into 

the Soil surrounding Natural Gas Storage Site  
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failure is highlighted by experiences in the natural gas storage industry (Conley et al, 2016; IPCC, 2007), 

including the recent wellbore blow-out and sustained CH4 venting of the Aliso Canyon underground gas 

storage facility in California (Conley et al, 2016). In (Perry, K.F., 2015) review of 600 natural gas storage 

facilities operating over 90 years it was found that, of ten recorded gas migration incidents, five were 

associated with well-bore failure, with the rest attributed to poor reservoir selection and cap rock issues. 

Methane is a greenhouse gas (GHG) and its oxidation produces ozone (O3) that degrades air quality and 

adversely impacts human health, agricultural yields, and ecosystem productivity (Mary et al, 2014). 

Therefore, it is important to understand methane emission sources so that appropriate mitigation strategies 

can be developed and implemented (Mary et al, 2014). Methane (CH4) is radiatively important trace gas 

that is currently increasing in their atmospheric concentration at relative rates of 0.6 and 0.5% year_1 

respectively (IPCC, 2007). Increased anthropogenic activity is generally given as the reason for this 

increase. For methane, the recent growth could be due to a decrease in concentration of the hydroxyl radical 

which is the largest CH4 sink or an increase in CH4 emission rate (Rigby et al, 2008). Methane is 25 times 

greater relative to the global warming potential of CO2 for a 100-year time horizon (Rigby et al, 2008; 

Forster et al, 2007).  Most studies have shown greater CH4 emissions under high CO2 (Inubushi et al, 2003; 

Cheng et al, 2006; Lou et al, 2006) and elevated temperature (Inubushi et al, 1984; Ziska et al, 1998; Allen 

et al, 2003). A temperature rise stimulates microbial activity in submerged soils, which may lead to higher 

rate of CH4 production Fey et al, 2000). Increased soil moisture under elevated CO2 reduces the rate of 

diffusion and therefore decreases CH4 oxidation in the soil (Ambus et al, 1999; Phillips et al, 2001a). 

However, if the rising temperature due to the global climate change makes the soil drier, CH4 oxidation 

may be enhanced (Dijkstra et al, 2010). Most experimental designs till date have studied the impact of 

single climate variable (e.g. increased temperature) on CH4 cycling. However, for a more accurate 

explanation it is essential to investigate microbial responses in multi-factorial experimental designs in 

which several interacting climatic variables could be studied (Singh, 2010). Among the sub-terrestrial 

gases, helium (He), radon (Rn) and carbon dioxide (CO2) are the most reliable geochemical signals for fluid 

circulation, particularly as fault tracers. Since faults and fractures can act as preferential fluid-flow 

pathways, their locations may be assessed by detecting gases on the surface which use such discontinuities 

to move upward. The soil-gas method seems to provide good information on gas-bearing faults, even in 

basins filled with clayey sediments where the mapping of tectonic discontinuities by direct methods is made 

difficult by the homogeneity and plastic behavior of the clayey cover (Lombardi et al, 1993; Lombardi et 

al, 1996; Etiope et al, 1995). In this project, it was monitored the Rn with CH4. 222Rn is a radioactive gas 

that is produced by the decay of radium (226Ra) within the uranium (238U) decay series. Typical soil air Rn 

values in Italian sedimentary basins (up to 15 Bq=l; Lombardi et al, 1996) are related to the content of 

parent radionuclides in the surface rocks (with 1–2 ppm of U). However, some surface radon anomalies can 

be related to the upward migration of gas along fault zones (Abdoh et al, 1989). The short half-life of 222Rn 
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(3.85 days) limits its migration distance in the subsoil, and thus, radon measured in the soil air cannot be 

produced at great depth unless it is lifted upward by a relatively fast-flowing carrier gas, such as CO2, CH4, 

or N2 (Wilkening et al, 1980; Durrance et al, 1990). Three main factors are known which predispose 

elevated radon levels. First, the regional and local geochemical and geological characteristics of the 

soil/rock will establish the in-situ conditions. For example, uranium (238U, 235Th) and radium (226Ra) content 

will control the amount of radon generated. Uranium and radium occur in all rocks at concentrations from 

0.5 to 5 mg/kg, depending on the rock type. Igneous and metamorphic rocks (granites, acid lavas, tuffs, 

etc.) typically have very high uranium/radium contents and sedimentary rocks generally have lower 

contents (but high in some types like organic rich rocks, phosphates, reworked igneous or magmatic clastic 

rocks, etc.) (Drolet et Gregory, 1990). The pre-glacial sediments of the Po plain are rich in uranium, while 

the post-glacial are poor because the main alpine rivers flow into the large glacial lakes that are anoxic 

environments where the uranium becomes not soluble for the reduction from hexavalent to tetravalent so it 

can be trapped in the sediment of the lakes. Second, environmental conditions will control the rate of 

movement of soil radon toward the surface. The escape of radon atoms at the grain scale is controlled by 

porosity, water content and grain-size, whereas migration toward the shallow environment is controlled by 

large scale geological features like rock thickness, permeability, fractures and karst (Castelluccio et al, 

2012; Nazaroff, W.W., 1992; Etiope and Martinelli, 2002; Nazaroff et al, 1988; Tanner, A.B., 1980). 

Meteorological parameters like wind, barometric pressure, relative humidity and rainfall can also affect 

radon exhalation from the soil to the atmosphere (Piersanti et al, 2015; Szabo et al, 2013; Vasilyev and 

Zhukovsky, 2013; Zafrir et al, 2012; Baykut et al, 2010; Crockett et al, 2010; Fujiyoshi et al, 2006; Al-

Shereideh et al, 2006; Winkler et al, 2001).  

Abandoned oil and gas wells provide a potential pathway for subsurface migration and emissions to the 

atmosphere of methane and other fluids (Nordbotten et al, 2009). Paths of potential methane leakage include 

point and line sources such as boreholes and faults, area sources caused by diffusion or permeation across 

the sealing rock formation, or a combination of both (Celia and Bachu, 2003). The risk of leakage from 

boreholes and faults is of concern as they could provide conduits from the target formation directly or 

indirectly to the surface (Celia and Bachu, 2003; Bradshaw et al, 2004). Air quality has a tremendous effect 

on public health and the environment (Künzli et al, 2000). One of the primary tools for assessing air-

pollution patterns is continuous monitoring of pollutants’ ambient levels. To accomplish that, numerous 

chemical-physical methods have been developed and standardized Air Quality Monitoring (AQM) station 

networks have been spread around the world. Air quality and the vadose zone was subject to monitoring 

system close to the wellbores in Minerbio, nearby methane gas storage site. Measurements taken of the near 

surface vadose zone are ideal for multiple reasons. Firstly, the vadose zone is quick and easy to sample, as 

it represents the bounding zone between sub surface storage and the atmosphere (Romanak et al, 2012).  
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Geology of the experimental site  

Minerbio Methane Gas Storage Site 

The Minerbio field, discovered in July 1956, lies under the Minerbio village, around 25 Km from Bologna 

and it is the most important underground gas storage in Italy and Europe. The hydrocarbon bearing zone 

(seven pools) was discovered in the middle-upper Pliocene sediments at a depth of around 1300 meters, (G. 

Cau, 1978). The filling of the Pliocene-Pleistocene Apennine foredeep has been estimated to exceed 7,000 

meters in the thickest depocenters (Pieri and Groppi, 1981). The main pool, which was conventionally 

called “C”, afterwards used for storage, contained practically all the original reserves. The reservoir is 6 

Km x 2 Km; the main axis is in a NW – SE direction. The reservoir has an edge aquifer; the original gas 

water contact was at 1368 mt below sea level. The maximum thickness of the hydrocarbon bearing reservoir 

was around 180 mt. The cap rock consists of a shale bank, more than 100 meters thick. The porosity and 

water saturation are 30% and 20% respectively; permeability is in the range of 60 – 300 Md. Production 

started in March 1959 and continued until 1972. In the production period around 12.8 billion cubic meters 

were produced, equal to 90% of the original gas in place. The static pressure declined from the original 

153.0 Kg/cmq to 30 Kg/cmq, (G. Cau, 1978). The water table rose to 1260 meters. Gas injection started in 

April 1975; only three of sixteen existing wells were utilized. The stage of primary production of the field 

lasted until 1971, with the drilling of 36 wells, including 24 productions. Subsequently, in 1975, four levels, 

of which the most important are the ones called C1 and C2, were interested in converting storage activities, 

which currently employs 51 injection / supply wells arranged in clusters and 6 light-wells for monitoring 

reservoir pressures; all other wells drilled in the primary production were closed. In the field, there is a 

lateral aquifer of medium intensity which led to an important entrance of water during the primary 

production period. The ingress of water has continued even during the period of closure of the camp, 

attenuated gradually until it reaches zero by the middle of 1981, being charged. The entry of water into the 

reservoir led to a considerable irreversible reduction in the usable volume for storage, equal to 

approximately 55% of the pore volume occupied by gas in the original conditions. During the storage phase, 

no major movements of the face of water, but only cyclical variations of the saturation in the gas to a 

negligible lateral band which surrounds the storage area. The seismic interpretation showed that the 

Minerbio structure is an anticline asymmetrical affected by fault planes which result in maximum vertical 

discards up to a hundred meters. The fault planes have a trend sub-parallel to the front of the structure and, 

to the south-east of the deposit limit, bending towards the south. The traps have been linked to simple 

elements stratigraphic (lateral variations in porosity of the sediments) and are bounded by faults on the edge 

of the structures whose seismic activity has been carried out only in the distant geological past, while 

generating the trap (G. Cau, 1978). 
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Methods 

Field site and measurements 

The measurements were carried out surrounding the methane gas storage site in Minerbio (BO), Italy, Fig.1, 

during March-July-August-September in 2016. All the measurements have been done around the Minerbio 

city and close to the gas storage wells. Air-Soil samples have been taken at the same daytime on each 

sampling visit between 9am to 4pm (U.T). Since all the measurements were done in private wells and 

houses, for their privacy, monitoring points are not showed in this map. 

 

Fig.1 Location of field site within Minerbio area. 

 

Soil Gas monitoring system 

Three instruments were used for the gas survey within Minerbio area. A stainless-steel probe, diameter 

6.4mm, was used for the soil gas monitoring and the holes were augered to a depth of 1m.  In March 2016, 

the measurements were done in atmosphere and into the soil at 1m depth. Instead, in July-August-

September 2016 the measurements were done in atmosphere and into the soil at 10cm – 1m depth, Fig.2. 

The three instruments, ETG BioGas (www.etgrisorse.com), measures CO2%, CH4% concentrations by 

using an infrared sensor (accuracy 1.5%) and O2% concentration using an electrochemical O2 sensor 

(accuracy of 1%). Each sample was controlled between 10 and 15 minutes. The air pump into the 

instruments was used to draw the soil gas about 1L/min. In this paper, we focused on methane gas 

concentrations, since the main objective was to determine eventual gas leaks from the natural gas storage 

activities within Minerbio city. Before taking each measurement, the four instruments were purged with 

dry, fresh air for 15 minutes.  
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Fig.2 Design of the air and soil gas monitoring system. 

Radon gas control 

A RAD7 Durridge® alpha spectrometry instrument was used for 222Rn-220Rn soil gas surveys. Soil-gas 

samples of 60 cm3 were extracted from soil at a depth of 1m. Soil radon gas measurements were carried out 

at 8 different places around the gas storage site. The multipurpose electronic radon detector with real-time 

monitoring and spectral analysis (RAD 7, Durridge Company, Inc., USA) (www.durridge.com), can be 

considered as a comprehensive system for radon allowing measurements in air, soil and water. During soil 

gas survey, water samples were collected to measure the radon concentration, in eight private wells. 

As for the detection systems used, three modes of soil gas measurement were used, namely: (1) the grab 

sampling mode, (2) continuous monitoring using standard protocols, and (3) the thoron mode. The soil 

probe was connected through the desiccant to absorb the moisture. Before taking measurements, RAD7 

was purged with dry, fresh air for 20 minutes. Then, the device was set at grab protocol and the measurement 

started. Radon (222Rn) values were measured every 15 minutes (third cycle reliable for the final reading of 

the two components) pumping from the steel probe. The ionization chamber of the detector is protected by 

the > 10% humidity by a “drierite” trap and a “gasoline” type pre-filter. Radon particles generate positive 

charged 218Po and 214Po ions after entering the chamber and they are collected on the detector by electrical 

High-Voltage field sources. Radon calculation is based on the sum of 218Po and 214Po peaks.  

 

 Soil analysis 

A total of thirty-seven shallow soil samples were analyzed in the field, by understanding the humidity and 

texture of the sediments, and just fifteen samples, in which we found higher gas concentrations, were 

collected at 10cm and 1m depth, to be analyzed in the Sedimentological Laboratory. The soil texture was 

analyzed and first procedure was to separate the sandy fraction from the muddy fraction through a wet 

sieving (net light of 63μm). A further division of the sands was determined by using a mechanical quencher 

to obtain a fraction of 2.8-3g.  It was used an instrumentation based on the principles of Stokes law, an 

Sedimcol software to obtain the data and elaborate Folk and Ward (Folk and Ward, 1957) textural 

http://www.durridge.com/
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parameters, to determine the relative percentages of the granulometric classes per the size scale of 

Wentworth (Wentworth, C.K., 1922). The X-ray Sedigraph product by Micromeritics (Model 5100) was 

used to analyze the mud fraction with dimensional range from 0.0884 mm to 0.00049 mm and value 

standard of density about 2.7 g / cm3. Shepard's diagram was used to classify the sediments, (Evans, G., 

1965; Frey and Basan, 1978). 

ICP-MS analysis was done in the Chemical Laboratory to obtain the Uranium and Thorium concentration 

into the soil samples (at 1m depth). Soil samples were analyzed by inductively coupled plasma-mass 

spectrometry (ICP-MS) using a Thermo Electron Corporation X series spectrometer (Thermo Fisher 

Scientific, Waltham, Massachusetts). 

 

 

Results 

Soil analysis 

The eight places that showed high methane concentration, soil samples were analyzed for texture analysis 

(samples at 10cm and 1m depth) and chemical analysis (samples at 1m depth). Through the granulometric 

data it is possible to calculate the percentages of sand, silt and clay for the construction of the Shepard 

diagram, in which there are defined the percentage limits of a sediment, M06 sandy soil, M03, M07 and 

M12 silty sand, and the other samples Loam, as in Fig.3. 

 

Fig.3 Shepard diagram, the percentage limits of sediment. 

 

Since soil–gas distribution is affected by soil texture were analyzed all the fifteen sample. The samples 

M03, M06 and M07 are sand-based soils, estimating a highest permeability. 
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Fig.4 a) Thorium and Uranium in the soil samples, b) Radon gas concentrations. 

In the Fig.4 one can observe higher concentrations of thorium and uranium in the soil samples correlated 

to the fine granulometry as clay-silt, Fig.3. Average values of uranium and thorium concentration in 

sedimentary rocks (sand stones and shale other than black are reported to be 3.7 ppm and 12 ppm, 

respectively) (Report No. 094, 1987). On the other hand, the average value of uranium concentration in 

Earth's crust is reported to be 2.8 ppm. The most common sources of uranium and radium are heavy minerals 

and iron-oxide coatings on rock and soil grains and organic material in soils and sediments. Less common 

are phosphate and carbonate complexes and uranium minerals (De Voto, R.H., 1984; Nagda, N.L., 1994). 

These lithological units may potentially be the cause of soil radon concentrations, Fig.4. Highest radon 

concentrations were observed in August, as shown in the Fig.4. 

Measurements of methane gas concentration were done surrounding gas storage activities to understand 

which area present highest methane concentrations in atmosphere and into the soil. The data were analyzed 

by using OriginPRO 2017, to compare atmosphere and soil gas concentration in all places monitored. It can 

be observed in the Fig.5, atmospheric methane gas concentrations are lower than soil methane gas 

concentrations. At 1m depth into the soil there are highest concentrations, 0.020 CH4% - 0.030 CH4%. It is 

well known the methane concentration in atmosphere is about 1.85 ppm or 0.0185 %, in this gas survey we 

did not have outliers. 
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Fig.5 The average concentration of methane in atmosphere and in the soil, at the thirty-seven places within 

Minerbio area, March 2016. 

 

Gas measurement survey continued in July (07/18/2016 to 07/25/2016), August (08/01/2016 to 08/05/2016) 

and September (08/28/2016 to 09/01/2016) surrounding gas storage activities in eight places with highest 

gas concentrations during previous measurements. The measurements were done in the morning since we 

had afternoons with high temperature values so the instruments warmed up to 44°C and the battery was 

working for almost 5 hours. For this gas survey, CH4 concentrations, it was used a different soil gas 

monitoring system at 10cm and 1m depth and for 222Rn Bq/m3 at 1m depth. Measurements were taken 

between 10 and 15 minutes for each sampling, to determine the gas concentration, distribution and the 

relationship among methane gas and atmospheric conditions. All the data were collected for a week period, 

after rainy days, by using the same instrument for air and soil gas at 10cm and 1m depth.  

 

 

Fig.6. The methane gas concentrations in atmosphere, at 10 cm and 1 m depth into the soil. 
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Fig.7 Temperature and humidity values during the gas survey. 

 

In the Fig.6, the corresponding value on the Y-axis is the concentration of CH4 % v/v and on the X-axis, 

we have the places monitored during the week, measurements at 1m depth, at 10cm and in the atmosphere. 

Typically, surface ground methane gas concentration varies between 0.2 and 1.6 ppm (mean concentration 

in air), with no external source of CH4, the concentration is not expected to exceed 0.1% v/v (Hooker and 

Bannon, 1993). During the measurements, as shown in Fig.7, temperature and humidity were almost 

constant. In July, the methane concentration in the soil was higher than in the atmosphere, about 0.03%. In 

August, the methane concentration was highest in atmosphere, with a maximum concentration about 0.05 

%. Methane concentrations were higher into the soil to a depth of 1m than to a depth of 10cm, as one can 

expect since the 10cm into the soil are influenced by the atmospheric conditions. 

Many private water wells, within Minerbio area, were under control during the gas measurement survey. 

Water samples were collected from domestic wells, aquifer depths from 8m to 100m. Water temperature, 

potential of hydrogen (pH), electrical conductivity (EC), oxidation reduction potential (ORP) were 

determined in situ by using Hanna instrument. The pH is defined as the negative logarithm of the hydrogen 

ion and can be utilized to measure the balance of acids and bases (Trevathan et al, 2012). The oxidation 

redox potential (ORP) measures the water capability of providing electrons to an oxidizing agent, or of 

removing electrons from a reducing agent, thus characterizing the oxidation-reduction state in the water. 

The ORP is usually expressed in mV (Arizaga et al, 2012). Water in its pure state has the capability of 

solubilizing substances, particularly salts, thus causing some natural waters to having great values of 

electrical conductivity. This electrical conductivity (EC) depends on the stoichiometry of the dissolved 

mineral (anions or cations) and on its concentration (Rand et al, 1999). 
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Fig.8 Water parameters in private wells, pH and temperature values. 

 

 

Fig.9 Water parameters in private wells, ORP and EC values. 

 

The pH values, as provided in Fig.8, are in the range of 6.69 to 8.2 pH. The pH of pure water is 7. The 

normal range for pH in surface water systems is 6.5 to 8.5, and the pH range for groundwater systems is 

between 6 to 8.5.  The temperature ranged between 10° C and 22° C, Fig.8. The electrical conductivity 

depends on the water temperature and at the 3rd and 7th place monitored we had water samples with high 

values of EC. In the Fig.9, it can be observed the positive values (oxidation reaction) and negative values 

(reduction reaction), ORP values measured in millivolts (mv), in most of the water samples. All the 

measurements presented good values and the highest methane gas concentrations within Minerbio area, 

were considered relating to agricultural activities. 
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 Discussion and Conclusions 

The gas measurement survey within Minerbio area was done to understand if the methane gas 

concentrations were connected to the gas storage activities or agriculture activities or soil characteristics. It 

is well known that soil can act as a sink or a source for CH4, with the former occurring primarily in well-

drained, oxic, upland soils (methanotrophy) and the latter in water saturated, anoxic, organic rich soils like 

peats and bogs (methanogenesis) (Jean and Roger, 2001). Methanotrophy depends on both soil moisture 

content and temperature. It occurs most strongly under optimal moisture conditions, with microbial 

metabolism being limited under very dry conditions and CH4 and O2 transport to active sites being impeded 

by very wet ones (Stein and Hettiaratchi, 2001). Methanotrophy has been found to increase with 

temperature (Stein and Hettiaratchi, 2001) although some authors state that the effect is more pronounced 

with methanogenesis (Jean and Roger, 2001). Land use also affects methane oxidation. For example, 

methanotrophy rates decrease in the order forest soil, grasslands and agricultural soils (Hutsch, 2001), with 

the last having the lowest rates due to the inhibiting effect of fertilizers, tillage, and compaction of the 

surface soil (Jean and Roger, 2001; Hutsch, 2001). The soil texture, organic matter content and structural 

features affect the concentration at a specific depth into the soil. It can be observed that the highest methane 

concentrations were for sand-based soils, with a highest permeability. The Minerbio site is characterized 

by alluvium sediments that consists of silt, clay, sand and gravel. Eventual gas leaks by the gas storage 

activities, one should notice increasing concentrations and anomalous concentrations into the atmosphere 

and into soil with depth (the maximum depth was 1m monitored), the highest methane concentration was 

only 0.06% v/v in function of processes in the soil. The high concentration of methane into the soil can 

induce explosions in indoor ambient and it can induce to liquefaction too during earthquakes, that is why it 

is important to have a continuous monitoring of soil gas concentrations. About the liquefaction, many 

research were done with the aim to understand the relationship between high concentration of methane into 

the soil and liquefaction, (Sciarra et al, 2013; Sciarra et al, 2014; Di Giuseppe et al. 2016). 

To be precisely, carbon isotopic analysis of atmospheric and soil methane should be done to understand if 

the methane is biogenic or thermogenic. Since no outliers were identified, in this research, no isotopic 

analyses were considered. The measurements were carried out in March-July-August-September 2016, 

almost at the same time in the same place within Minerbio area, values measured almost for fifteen minutes 

for each sampling. At a depth of 1m, the maximum soil radon gas concentration was about 1770 ±±582 

Bq/m3, the soil consisted of 64.31% sand, 20.75% silt and 14.94% clay, and with 0.526 ppm of Uranium. 

The maximum concentration of methane was about 0.06%, into the soil at a depth of 1m, soil characterized 

by 83% sand, 8.96% silt and 7.89% clay. The gas measurement survey presented generally values on the 

range of 0.01% to 0.03% CH4.  

Since this gas storage site is the most important in Italy, a continuous monitoring system was done after 

this field campaign. Several experiments were done for this target by using new low-cost system for water 
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monitoring, using pH and electrical conductivity sensors, parameters that can be affected having gases 

dissolved in water (Ilie et al, 2017). It was presented a new device that measured the air and water quality 

(Ilie and Vaccaro, 2017), it was built in a way to resolve all the issues that we had during the gas 

measurement survey with the portable gas monitoring devices, no heavy cases, no pump inside the box with 

the sensors that can induce high temperatures, data saved on SD card each twelve second, so large amount 

of data by using statistical analysis. This device useful to determine the behavior of methane in atmosphere, 

into the soil as well as the water parameters for a long period monitoring, so one can determine diurnal and 

seasonal variations of methane in different environments conditions.  
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Abstract— This paper aims to present a 

Wireless Sensor Network using a Libelium Smart 

Water kit to allow remote water quality 

monitoring communication in real time. 

Equipped with multiple sensors that measure the 

most relevant water quality parameters, the Smart 

Water kit can be connected to the internet (using 

a mobile broadband connection) for real-time 

water quality control. The water quality 

parameters measured include pH, oxidation-

reduction potential (ORP), electrical conductivity 

(EC) and temperature. The Smart Water platform 

includes three ultra-low power sensor nodes 

designed for use in rugged environments. The 

sensor nodes communicate through low power 

radio (802.15.4) sending data to the Meshlium 

Internet Gateway. This Gateway then sends the 

data to the Cloud or an external database via 3G 

or GPRS cellular connections. Sensor data is 

available in real time, even from sensor nodes 

situated in remote locations. This specific 

solution was implemented for three experiments 

performed in a physical sandbox model or 

artificial aquifer built in the laboratory. 

Keywords— sensors, water quality 

monitoring, wireless sensor networks 

Introduction  

Annually, there are approximately 250 million 

cases of water-related diseases, with roughly five 

to ten million deaths worldwide. The rapidly 

increasing environmental pollution problems in 

recent years raise an urgent need for research and 

policy-making to conserve the global 

environment. The increasing water pollution in 

river areas increases the importance of 

environmental monitoring systems [1]. In our 

study, the water quality data such as hydrogen ion 

exponent (pH), electrical conductivity (EC), 

oxidation reduction potential (ORP), and 

temperature are used to monitor the water 

flowing through the artificial aquifer by using 

Libelium monitoring system [2].  

The used water for human consumption must be 

free of microorganisms and chemicals that cause 

risk in human health. Absences of turbidity, 

color, smell and unpleasant taste are the most 

important parameters in quality of public 

drinking water sources [3]. Due to the great 

importance of water for the planet’s life, it has 

become the focus of discussion in several forums 

mainly with the goal of finding solutions for the 

water contamination. It is known that only 3% of 

mailto:liinrc@unife.it
mailto:vcr@unife.it
mailto:jrogeiro@lnec.pt
mailto:tleitao@lnec.pt
mailto:tmartins@lnec.pt
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the existing water is appropriate for consuming, 

thus to be shared between animals and humans. 

This is not only for drinking, but for all the 

activities in which clean water is necessary. With 

the increasing of Earth’s population, pollution 

and contamination of sources of water by human 

action is another problem that appears. The lack 

of sanitation and industrial waste dumped into 

rivers, lakes and the soil yet further decreases the 

amount of clean water available for drinking. 

Environmental pollution directly affects the 

volume of water available for drinking and may 

destroy the ecosystem if the concentrations of 

these pollutants reach higher levels. The 

published experimental studies emphasize the 

need for continuous water quality monitoring 

with sufficient spatial and temporal resolution 

and demonstrate that the state of art sensing 

technologies fail to satisfy this requirement 

[4,5,6]. The rapid development of sensor and 

wireless communication technologies has 

increased the use of automatic (wireless) sensors 

in environmental monitoring. The availability of 

smarter, smaller and cheaper sensors measuring a 

wider range of environmental parameters has 

enabled continuous-timed monitoring of 

environment and real-time applications. Along 

with developments in sensor and communication 

technology, complex environmental problems 

have rapidly increased the need for temporally 

and spatially accurate data [7]. The intrinsic 

problems of wireless sensor networks have often 

been tackled in the literature, for instance in 

[8,9,10], in [11,12,13] for reliability and energy 

efficiency or in [14,15,16,17,18,19] for the 

analysis of environmental condition effects on the 

WSN. Systems known as RTRM (Real Time 

Remote Monitoring) are interesting solutions for 

remote acquisition of data for water quality 

analysis. Last developments on wireless network 

communication have enabled substantial 

advances in this field and it is fundamental in the 

design and construction of these monitoring 

systems [20]. In water monitoring sensor 

networks are used for monitoring water quality 

and hydrology of rivers, lakes and reservoirs and 

for flood warning [7,21,22- 25]. The acquisition 

of remote data from continuous in situ monitoring 

offers important early warning information to 

decision-makers, which facilitates quick and 

adequate management responses. RTRM 

technologies have lately emerged as 

economically-viable means of recording key 

hydrological parameters [26]. The need to 

continuously protect, regulate and monitor the 

quality of water in both marine water and 

freshwater environments is being recognized 

with the introduction of a growing body of 

legislation such as the EU Water Framework 

Directive(http://ec.europa.eu/environment/water/

waterframework/info/intro en.htm) issued in 

2000. New technologies are emerging to enable 

remote autonomous sensing of our water systems 

and subsequently meet the demands for high 

temporal and spatial monitoring. Advances in 

communication and sensor technology have 

provided a catalyst for progress in remote 

monitoring of our water systems [27]. Wireless 

sensor networks have the potential to be very 

powerful tools to address several operational 

issues, including pollution monitoring [35,36], 

emergency response during catastrophic events 

[37] or environmental monitoring [38]. To 

function properly, sensor networks for water 

monitoring normally require a relatively dense 

deployment of sensors [39]. In MARSOL project 

(http://www.marsol.eu/), a Libelium Smart Water 

kit have been used, which included low-cost 

sensors, waterproofed, capable of monitoring 

water physical parameters (i.e., pH, EC, ORP and 

temperature) in water environments. The 

objective of this work has been the configuration, 

programming and implementation of a WSN 

using three Libelium Smart Water sensor nodes, 

recording and wirelessly transmitting the data on 

water content at different depths, in the artificial 

aquifer built at LNEC, Lisbon (Portugal). 

Monitoring water quality in real time is the best 

method to use it and understanding the eventual 

contaminations in different aquifers with 

different soil characteristics. 
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Materials and methods 

Architecture 

The Libelium Smart Water kit [2], a commercial 

platform, was selected to build a wireless sensor 

network (WSN) used in this project. Several tests 

to evaluate the performance of the system have 

been conducted. Monitoring the parameters of the 

tap water flowing through the physical sandbox 

model was the main focus, collecting 

measurements from sensors in real-time. The 

real-time remote monitoring network comprised 

three different stations or Waspmote, node A-B-

C, which provides water quality information. The 

term “Waspmote” encompasses both the 

Waspmote device itself and its modules and 

sensor boards, in Fig. 1. The Waspmote consists 

of the sensor probes, the box where the electronic 

components (including the battery) are enclosed 

and an external solar panel. 

 

Hardware 

The Libelium Smart Water kits allow to build a 

small and simple Wireless Sensor Network, 

offering a complete range of features, which 

make them very useful and practical systems. The 

used kit, Smart Water, includes three sensor 

nodes, also known as Waspmotes, and a 

Gateway, called Meshlium, as shown in Fig. 2. 

These two components have very different roles, 

while the waspmotes are in charge of the 

sampling process, having the sensor probes 

attached, the meshlium's goal is to capture all 

waspmotes sample data and their local archiving, 

optionally uploading them to some external 

place. Waspmotes consume very low power, they 

are equipped with a 6600mAh battery and a 2W 

solar panel, which can make them autonomous 

and very easily deployed in the sampling site. The 

waspmotes also include an Arduino-like 

microcontroller (Atmega 1281 running at 14Mhz 

with 32Kb of RAM), the device's brain, 

connecting the sensor probes and an 802.15.4 

low-power radio used to send sampled data to the 

meshlium. The meshlium, on the other hand, is a 

far more capable and powerful device, a small 

computer running Linux Operating System, 

OLSR Mesh communication protocol, and 

comprising a bunch of network interfaces, 

802.15.4 radio to receive waspmote sample data, 

and RJ45 Ethernet, WiFi and GPRS/3G modem 

for LAN and WAN networking. Acting as a 

logger and gateway, the meshlium doesn't give 

the same degree of autonomy as a waspmote, 

lacking the battery and the solar panel power 

source, with a maximum power consumption of 

about 5W (18V). It still offers Power Over 

Ethernet (POE) as a way of ease the installation. 

The meshlium’s x86 CPU runs at 500MHz it has 

256MB of memory RAM, and 8GB of flash 

memory for internal storage (including the 

operation system). Another big difference 

between the two is the storage, where meshlium 

has internal storage, waspmotes are completely 

volatile and limited to sample and send data. 

Wospmotes can withstand harsh environments, 

being water and dust proof, allowing them to be 

placed outdoor.   

 

 

Fig 2: The Gateway and Sensor nodes.  

 

Wireless Sensor Networks with Waspmote 

and Meshlium 

The Smart Water kit includes everything to build 

a Wireless Sensor Network, from the hardware 

radio to the software infrastructure. Both the 

Waspmotes and the Meshlium come with low-

powered radio 802.15.4 hardware installed, 

needing only a minor software setup to be ready 

to communicate. The low-power radio covers a 

radius of a few hundred meters (line of sight) with 

a low rate transmission, up to 250Kbps, but 

plenty enough for the purpose. The connection 

between the waspmotes and the meshlium is 

encrypted using AES128 with a pre-shared key 



118 
 

[2], to ensure that only somebody who is 

authorized to access data will be able to connect 

to the network and on a best-effort delivery basis, 

which means the network does not provide any 

guarantees that data is delivered. Since 

waspmotes don't store sample data, every sample 

the meshlium doesn't receive is lost. As long as 

the sample data reach the meshlium they are 

stored internally, and in case of having an active 

WAN connection, typically a GPRS/3G, and an 

external database or a cloud service, properly 

configured, sample data are also exported, as 

shown in Fig. 3. Either RJ45 ethernet, WiFi or the 

GPRS/3G interfaces can also be used to connect 

to the meshlium web interface, called Meshlium 

Manager System, for configuration and access 

internal stored sample data. 

 

 

Fig 3: Meshlium Sensor Parser receives data 

frames from WiFi modules and sends to the 

Cloud. 

 

Frame Structure 

  The data are ordered in a frame having the 
structure as shown in Fig. There are two kind of 
frames ASCII and Binary. These frames facilitate 
the comprehension of the data to be sent. As the 
frame is composed by ASCII characters is easier 
to understand all the fields included within the 
payload. 

 

Fig 4: ASCII Frame structure. 

It is recommended to use the official Data Frame 
format of Libelium, because Meshlium parses 
frames in an automatic way thanks to a feature 

called “Sensor Parser”. That is, as long as the 
frame format is familiar to the meshlium, 
received frames are parsed and stored in its 
internal database without any kind of setup or 
configuration, independently of the radio 
technology being used. These frames formats are 
used by the waspmote firmware APIs to achieve 
an easy way of sending data to the meshlium. 
Inside the frame structure one can identify two 
different parts. The first one corresponds to the 
header and the second part corresponds to the 
payload and is where data values are included. In 
the structure fields as shown in the Fig. 4, the 
start delimiter is composed by three characters 
“<=>”, it is a 3-Byte field and it is necessary to 
identify each frame starting. The Frame Type 
Byte [1 Byte] field is used to determine the frame 
type (ASCII or Binary) and the aim of the frame 
(event frames or alarm frames). The Number of 
Fields Bytes [1 Byte] is used to specifies the 
number of the sensors fields sent in the frame and 
to determine the frame length. The Separator [1 
Byte] with the “#” character defines a separator. 
The Serial ID [10 Byte] field which identifies 
each Waspmote device. Waspmote ID is a string 
defined by the user which may identify each 
Waspmote inside the user’s network. The field 
size is variable [ 0Byte-16Bytes]. The Frame 
Sequence [1Byte-3Bytes], field indicates the 
number of sequence frame and it is used to detect 
loss of frames [2]. The frame payload is 
composed by several sensor data. All data sent in 
this field correspond to a predefined sensor data 
type in the sensor table. This sensor table is stored 
in Meshlium and it will be used to interact with 
the database. 

The Web Interface and storage of sensor data 

All the networking options can be controlled 

from the Manager System, a web interface which 

is available in Meshlium [2], as shown in Fig. 5. 

It allows to control all the interfaces and system 

options in a secure and easy way the WiFi, 

802.15.4 and 3G/GPRS radio interface 

configurations along with the storage options of 

the sensor data received. The Waspmotes come 

configured to send frames to the Gateway. The 

configuration where to store the sensor data 

captured need to be added, in an automatic way 

with any type of frame thanks to the new Sensor 

Parser. In just one minute we can get an external 

data base being updated with the data coming 
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from the Waspmote network. Later, once the 

code was developed for transmitting to the 

Gateway, it can be switched to transmit to the 

Meshlium. Meshlium will receive the sensor data 

sent by Waspmote using the radio module and it 

will store the frames in the Local Data Base. 

Sensor Parser, which is a new software system 

able to receive frames from XBee, GPRS, 3G or 

WiFi (with the Data Frame format), parse these 

frames, stores the data in a local Database, 

(MySQL), and synchronizes the local Database 

with an external Database, (MySQL). All mysql 

databases were managed in Meshlium using 

“phpmyadmin”. All data sent using the 

Waspmote Frame to Meshlium is stored in the 

Meshlium’s database using the Frame Parser. 

Therefore, it is possible to access to this database 

or synchronize it to an external Cloud Partner. 

The sendFrameToMeshlium() function sends the 

HTTP GET request to the specified host and port.  

 

Fig 5: Meshlium Manager System. 

 

Sensor probes 

The Waspmote equipment installed used 4 

sensing probes: a) the temperature probe, a 

resistive sensor whose conductivity varies in 

function of the temperature, this probe is directly 

powered from the 5V supply with a range from 0 

ºC to 100ºC and 3.5 mA consumption; b) the 

electrical conductivity probe, a two-pole cell 

whose resistance varies in function of the 

conductivity of the liquid in which is immersed, 

this probe is powered by an alternating current 

circuit to avoid the polarization of its platinum 

electrodes and with a range from μS/cm 220 to 

μS/cm 90000 and 2.5 mA consumption; c) the 

potential-of-hydrogen (pH) probe, a combination 

electrode that provides a voltage proportional to 

the pH of the solution corresponding the pH 7 

with the voltage reference of 2.048 V of the 

circuit with a range from 0 to 14 and 170 uA 

consumption; d) the oxidation-reduction 

potential (ORP), a combination electrode whose 

output voltage is equivalent to the potential of the 

solution and with a range from 0 to ± 1999 mV 

and with a 170 uA consumption. The 

consumption of the sensors shown corresponds to 

the maximum current measured when the sensors 

relate to the board and its circuit on. It is possible 

to completely disconnect the Smart Water board, 

thus reducing its consumption to zero. To get 

accurate measurements from these probes it is 

necessary to perform a calibration taking into 

consideration the temperature variation from that 

of the calibration moment. 

 

Calibrating Sensors 

For each sensor node, it was done the calibration 

for each probe as shown in Fig. 6. The pH, EC 

and ORP probes have been immersed in reference 

solutions and the probe values were inserted in 

the embedded program. For the conductivity 

calibration were used two reference solutions 

with nominal values 84μS/cm and 1413μS/cm, 

values for tap water. There are three different 

calibration kits for conductivity: K=0.1, K=1; 

K=10. The K factor is related to the salinity of the 

water to be measured. Each calibration kit takes 

two solutions: K=0.1 around μS 220 - μS 3000; 

K=1 around μS 10500 - μS 40000; K=10 around 

μS 62000 - μS 90000.  To get an accurate 

measurement, it is recommended to calibrate the 

conductivity sensor to obtain a precise value of 

the cell constant. Although a single point 

calibration should be theoretically enough, a two-

point calibration is advisable to compensate for 

side effects of the circuitry, such as the resistance 

of the sensor wire or the connector. 
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Fig 6: Calibration sensors EC, pH, ORP, and 

Waspmote node with the Meshlium (Gateway). 

For a proper calibration, two solutions with an 

electrical conductivity range as close as possible 

to that of the target environment should be used. 

The ORP probe calibration, was used the 

reference solution with value 0.225V at the 

temperature of 25 degree Celsius. The precision 

of the ORP probes is in the range of 10% and 

15%.  In the pH probe calibration kit one should 

use three reference solutions with values of 4 pH, 

7 pH and 10 pH. The accuracy of the calibration 

can be understand immerging each probe in the 

reference solutions and figure out if the values are 

correct. 

Sensors deployment 

The main problems regarding the setup of the 

sensors concern both the way and the place they 

are deployed in. First, they must be installed in a 

way in which there is no interference between the 

sensor and near objects, making sure that the 

sensing parts (the bulb of the pH and ORP sensors 

and the electrodes of the electrical conductivity 

sensor) are not in touch with the objects nearby. 

In the case of the electrical conductivity sensor, it 

will have to be placed at certain distance from 

other objects in order to not interfere with the 

sensor magnetic field. Secondly, it must be made 

sure that the sensors are completely submerged in 

the liquid all the time or the sensors may give an 

incorrect output [2]. The sensors were deployed 

in the artificial aquifer facility (or physical 

sandbox model) used to conduct laboratory large 

scale infiltration and tracer tests [40]. This facility 

is approximately 3.5 m long, 1 m wide and 2 m 

high, as shown in Fig. 7, and can be filled with 

the porous medium soil to be studied (soil from 

Melides in South Portugal). The area can be 

divided in up to three different compartments to 

perform simultaneous experiments. The facility 

was equipped with three piezometers and 

monitoring devices such as multiparametric 

probes (pH, temperature, electrical conductivity 

and oxidation reduction potential). 

 Section A – Melides soil in all the 
vertical profile; 

 Section B – 30 cm top layer of a mixture 
of Melides soil (60%) and vegetal compost (40% 
with 65% organic matter), followed by Melides 
soil in the remaining depth;  

 Section C – two layers of the same 
vegetal compost about 3 cm separated by 17 cm 
of Melides soil, followed by Melides soil in the 
remaining depth. 

 

Fig 7. Schematic diagram of the physical 

(sandbox) model dimensions and soil mixtures 

used in MARSOL SAT experiments [40]. 

 The sensors were deployed in a large scale, after 

the laboratory experiment, in São Bartolomeu de 

Messines (South Portugal) with two SAT (Soil 

Aquifer Treatment) basins Fig. 8, constructed 

under MARSOL project.  
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Fig 8. MARSOL SAT basins at São Bartolomeu 

de Messines waste water treatment plant (South 

Portugal) [41]. 

This project is focused on building these 
basins with a precise soil characteristic to retain 
contaminants and to improve the waste water 
treatment plant (WWTP) effluent quality, prior to 
its discharge into Ribeiro Meirinho, a stream 
which naturally recharges the karstic aquifer in 
part of its river bed. The SAT system design, built 
in June 2016, consists of two SAT basins 15 m x 
7 m designed to work continuously with 
gravitational water flow, without any pumping 
requirements and to work either in parallel 
(simultaneously) or in series, in case a second 
round in the treatment is proved to be necessary. 
The monitoring boxes were built to collocate the 
sensors inside and to collect water samples. In 
each box, one for inflow and two for outflow, was 
used a Smart Water quality monitoring system in 
real time. Each Smart Water node was connected 
to several sensors, as electrical conductivity, 
temperature, pH and redox potential [41]. 

 

Results 

To understand the functionality of the three 
Waspmote or Smart Water sensor nodes A-B-C, 
an experiment with salt tracer was tested in a 
physical sand box, created in laboratory [39]. For 
that, the quality of the tap water flowing through 
the artificial aquifer was assessed for different 
kinds of soils. Water quality was measured in the 
piezometer tube by the sensor nodes. The probes 
remained immersed in each piezometer tube from 
4 June to 18 June 2016, with one exception in 7 

June, to understand the time response of the 
sensors. The depth of the sensor probes was fixed 
at approximately 0.600 m in the saturated zone. 
Nodes A-B-C worked continuously with a 
constant sampling interval of 10 seconds and an 
upload interval of 5 minute to the external 
database MySQL. Each monitoring node was 
related to four sensors (water temperature sensor, 
pH probe, ORP probe and EC probe) as 
mentioned. In the Fig. 9, Fig. 10 and Fig. 11 it can 
be observed the behavior of each parameter 
measured by the node. During the test the water 
level was flowing up and down in the piezometer 
tube. When the water level is below the sensor, 
one figures out the fast response time of it giving 
negative values. The node A and node B present 
the same behavior in the water system 
monitoring. 

 
Fig 9. Sensor node A monitoring system. 
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Fig 10. Sensor node B monitoring system. 

  

Fig 11. Sensor node C monitoring system. 

 

The node C, as shown in Fig. 11, one observe 
distorted values. For example, the pH level is 
almost negative for a long time. Also, a decrease 
in the temperature and conductivity values has 
taken place. The biggest variation has occurred in 
this node C, maybe it could not stabilize, more 
attention should be considered when the sensors 
are going to be deployed in the piezometer. 

The pH is defined as the negative logarithm of 
the hydrogen ion and can be utilized to measure 
the balance of acids and bases [28]. The pH range 
is from 0 to 14, and as we can see in graphs, there 
are negative values, which are related directly 
with the flowing down of water level. When the 

water level is flowing up in the piezometer tube, 
there is a fast response of the sensors, there are 
positive values about 7 pH typical tap water 
value. The water flowing direction influences the 
Ph values. This system could be configured to 
cope with these variations by pushing the sensors 
deeper in a piezometer, the sensor must remain 
inside the water. 

The oxidation redox potential (ORP) 
measures the water capability of providing 
electrons to an oxidizing agent, or of removing 
electrons from a reducing agent, thus 
characterizing the oxidation-reduction state in the 
water. The redox potential is usually expressed in 
mV [33]. Moreover, from the ORP values, it is 
possible to analyze the existence and state of 
metals such as iron and manganese [34]. In our 
experiment the ORP shows a subtle variation, 
because of water level beneath of the sensors. The 
ORP values are about 250 mV. 

Temperature affects the measurement, and the 
effects of it can diminish the accuracy and speed 
of response of the electrode and the temperature 
coefficient of variation effects on the material 
being measured by the sensor [29]. The water can 
be classified as cold when the average annual 
temperature is 19 ºC or lower. Brazilian laws do 
not establish a maximum temperature for water. 
Canadian and American standards stipulate a 
maximum value of 15 ºC [31]. In the experiment 
the temperature is stable about 20 ºC is related 
also to the flowing up and down of water level, 
since the temperature of the water is colder than 
the soil temperature. The temperature graphics 
vary considerably.  

Water in its pure state has the capability of 
solubilizing substances, particularly salts, thus 
causing some natural waters to having great 
values of electrical conductivity. This electrical 
conductivity (EC) somewhat depends on the 
stoichiometry of the dissolved mineral (anions or 
cations) and on its concentration [30]. EC also 
increases with temperature [31]. It is expressed in 
micro Siemens per centimeter (µS/cm) presenting 
similar characteristics to the dissolved total 
solids. In natural waters, they can be present 
values below 100 µS/cm, and reaching up to 1000 
µS/cm [32,31]. The electrical conductivity in our 
experiment present values related to the salt 
tracer testing placed on the surface soil, to be 
flushed by the water flowing down into the 
aquifer through the soil. From this we figured out 
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a different values of EC probes in the node A-B-
C, because of different chemical properties of soil 
used. In the node A the EC probe had a fast 
response when the salt tracer has reached the 
aquifer, we had 2 peaks values from 500 µS/cm 
to 350 µS/cm. In the node B the EC probe had a 
fast response to the salt tracer with values from 
650 µS/cm to 630 µS/cm, consider that in this 
compartment there is an organic soil layer about 
30 cm. In the node_C, we had problems with the 
stabilization of the probe. In general, during the 
all experiment, the parameters in the nodes 
present a range of values as the level standards, 
confirming a tap water quality.  

 

 

Discussion and Conclusion 

In this paper was configured a Wireless Sensor 

Network using a Libelium Smart Water kit to 

allow remote water quality monitoring 

communication in real time. The Libelium Smart 

Water kit was used in the laboratory for a real-

time monitoring system including temperature 

sensor, pH probe, ORP probe and EC probe, with 

low power consumption. A periodic recalibration 

of the sensors is highly advisable to maintain an 

accurate measurement along time, allowing 

correcting changes owed to a drift output, 

polarization or wear. This experiment came out 

with several issues, by using the pH probe and 

ORP probes that present a glass bulb with a liquid 

inside it. Due to the shaking while fitting the 

probes in the piezometer, bubbles were formed 

inside the bulb and the sensors from node_C 

reported wrong values. Once the experiment 

finished the sensors were shacked, downward 

quickly to break these bubbles, and after that the 

probe presented acceptable values. The EC and 

pH sensors should be used at least at 5 cm 

distance between them, to avoid interference. In 

a piezometer, there is not enough space available 

to collocate the sensors in parallel at 5 cm 

distance, that is why these sensors were fixed one 

above the other, Fig. 6. Sensors collocated at 

different depths in the aquifer, it can be obtained 

results a little bit different than collocate them in 

parallel at the same depth in the water. The 

sensors should be collocated one above the other, 

if the purpose of the research is to determine the 

water quality at different depths in an aquifer, 

therefore should be used a piezometer large 

enough to allow it.  

This monitoring system was deployed in a real 

scale test to validate the applicability of the 

proposed method. After the test in the laboratory, 

the 3 node sensors were deployed in São 

Bartolomeu de Messines (South Portugal) with 

two SAT (Soil Aquifer Treatment) basins. Since 

only 3 nodes were working and transmitting the 

data every 10 minutes, no interference was 

noticed with each other. Most of our 

communication problems came from the fact that 

we did not have line of sight between the 

waspmotes and the meshlium. The distance 

between the Meslium and Waspmote 1 is about 

65m and the distance between Meslium and 

Waspmote 2 and 3 is about 125m. This 

experiment came out with some problems too, for 

instances one of the Waspmote started to take 

measurements every 4 seconds instead of 10 

minutes, without sleeping between samples. In 

this condition, the battery ran out much quicker 

and the database was filled with unwanted data. 

This situation was fixed by re-flashing the 

firmware and the sensors were re-calibrated. 

Secondly there were some problems with the pH 

data collected with high oscillation in the values 

in certain periods that were not coherent with in 

situ measurements taken from water samples. 

Another issue was presented by Meshlium, after 

one day or so after turning it on/rebooting, the 

broadband (3G) connection was lost. That was 

due to SIM card problems, per the system 

manager web portal, probably because the device 

was outside without proper conditions. Once it 

was moved from the roof into the interior of the 

shed, the SIM card problems never happened 

again. Currently the system is still working in S. 

Bartolomeu de Messines, SAT, receiving data 

every 5 minutes, and will continue to work for the 

near future. An interesting fact about the 

waspmotes power consumption, sampling every 

10 minutes give us almost a whole year of 

autonomy without any kind of power source, and 
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because of that we are still not using the solar 

panels. Libelium Smart Water kit by analyzing 

the experiment and results, one concludes that the 

system can be used in many environmental 

conditions, getting an idea about the state of the 

water in real time.  
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Abstract  

This paper aims to present methodologies on improving the water quality in a Wastewater treatment plant, 

in Algarve south of Portugal. The research was based on soil aquifer treatment, soil column laboratory 

experiments to obtain the best soil in contaminants retention for the infiltration basins, as a second 

wastewater treatment process. The water from the wastewater treatment plant after being treated flows 

directly into a river that is recharging a karstic aquifer.  A good water quality of the river, prior to its 

recharge into the aquifer, was the main objective of this research. Two infiltration basins were built at San 

Bartolomeo de Messines, and a real-time water monitoring system was used in input and in output, 

understanding immediately the results from the soil basins and the water parameters as potential of 

hydrogen, electrical conductivity, temperature and oxidation reduction potential. As results showed that the 

soil column, more than one month laboratory experiment, presented almost same average water parameter 

values as in the field scale basin infiltrations, more than two-month field experiment. As contaminants we 

focused on ammonia, nitrates, nitrites, boron, copper and zinc values, the results showed a good 

contaminant retention for ammonia and copper.  

 

Keywords: Soil-column experiments; Soil-aquifer Treatment; Contaminant retention; Wastewater 

 

1. Introduction 

Reuse of treated municipal wastewaters is increasingly becoming popular in arid and semiarid regions of 

the world (Akberet al. 2008; Candela et al. 2007; Drewes et al. 2003; Nadav et al. 2012; Quanrud et al. 



127 
 

1996; Viswanathan et al. 1999; Yu et al. 2006). Managed Artificial Recharge (MAR) techniques are of 

substantial interest for karst aquifers, particularly in Mediterranean coastal regions where this is generally 

the most common type of aquifer. Karst aquifers are the most exploitable existing groundwater resources 

in these areas (Margat, 2008), but they are highly sensitive to overexploitation and seawater intrusion, even 

under natural conditions (Fleury et al., 2007). Improvements to water quality using infiltration have been 

demonstrated to reduce organic matter (Quanrud et al., 2003; Vanderzalm et al., 2010), trace organic 

compounds (Montgomery-Brown et al., 2003), nitrogen (Zhang et al., 2005) and bacteria (Schafer et al., 

1998; Toze et al., 2004). A soil aquifer treatment (SAT) system is primarily based on the infiltration of 

treated wastewater from large-scale recharge basins through the vadose (unsaturated) zone. The percolated 

wastewater finally reaches the native groundwater (saturated zone) and is stored in the unconfined aquifer. 

During this percolation and storage, nitrogen, phosphorus, dissolved organics, heavy metals, and pathogens 

are significantly removed. SAT systems are used in many countries around the world to reuse treated 

wastewater (Candela et al. 2007; Cha et al. 2004; Fox et al. 2001; Idelovitch et al. 2003; Nadav et al. 2012; 

Quanrud et al. 1996; Viswanathan et al. 1999). Filtration, adsorption, ion exchange, precipitation, and 

microbial degradation are the most effective treatment mechanisms in an SAT system (Amy and Drewes 

2007; Essandoh et al. 2011; Lee et al. 2004; Quanrud et al. 1996, 2003b; Shuang et al. 2007; Viswanathan 

et al. 1999; Yun-zheng and Jian-long 2006). While suspended organic matter is removed by filtration, 

dissolved organic matter is primarily removed by biodegradation and adsorption. Filtration and 

biodegradation mechanisms are considered to last forever, whereas adsorption mechanism is limited by 

adsorption capacity of soil (Idelovitch 2003; Viswanathan et al. 1999). During SAT, the dominant 

mechanism is biodegradation (Drewes et al. 2003; Ernst et al. 2000; Quanrud et al. 2003a; Rauch and 

Drewes 2004, 2005, 2006; Xue et al. 2009). Biodegradation can occur under aerobic, anaerobic, or anoxic 

conditions (Drewes and Jekel 1998; Westerhoff and Pinney 2000). In the framework of EU MARSOL 

project, several soil-column experiments were conducted at LNEC, Lisbon using a soil collected in Sao 

Bartolomeo de Messines, one of the Algarve demo sites. This paper presents the soil characteristics suitable 

to be used in the infiltration basins, as well as the results from the small-scale laboratory to field-scale basin 

infiltrations. 

 

2. Geological settings  

The study area is in the northern limit of Querença – Silves aquifer system, a Jurassic calcareous formation, 

situated in the Algarve region, south of Portugal. The Querença – Silves aquifer is a karstic multi-aquifer 

system, which its formation is due to the tectonic activity and divided in several subsystem aquifers in 

hydraulic connections (Almeida et al., 2000, Monteiro et al. (2006), Monteiro et al. (2007) and Reis et al. 
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(2007). This karstic multi-aquifer system is researched by surface groundwater, by Ribeiro Meirinho river. 

This paper aimed to study the soil characteristics of this aquifer in the laboratory and build large infiltration 

basins, to improve wastewater quality through SAT processes so that to improve aquifer recharge through 

Ribeiro Meirinho river since São Bartolomeu de Messines Wastewater Treatment Plant (SBM WWTP) 

treated effluent is directly discharged to Ribeiro Meirinho.  

3. Materials and methods 

Soil samples had been taking from the SBM site. Before preparing each soil column, the soil was dried at 

40°C, cleaned and removed the roots, leaves. In the laboratory was determined soil texture and organic 

matter percentage. First soil texture procedure, was to separate the sandy fraction from the muddy fraction 

through a wet sieving (net light of 63μm). A further division of the sands was determined by using sieves 

tower with a diameter from 4mm to 0.063mm, and each sandy fraction was weighted, as well as the muddy 

fraction was dried, weighted and used a laser diffraction instrument to determine the size of the particles. 

To determine the organic matter in the soil sample, the material was weighted and after that it was left in 

the oven at 600ºC, and weighted again, to obtain the percentage. To determine the soil porosity the 

following equation was used:  

𝑛 =
𝑉𝑤

𝑉𝑡
∗ 100(%) 

where Vw is the volume of water in the soil sample (cm3); Vt is the total volume of the sample (cm3).  

Soil bulk density (ρb) (g/cm3) was determined by the following equation:  

𝜌𝑏 =  
𝑊𝑑

𝑉𝑡
  

where Wd is the weight of the dried soil sample (g). 

Soil thickness cm 30 30 30 30 

saturation  saturated saturated saturated saturated 

injection continuous continuous pulse pulse 

natural soil % 60 40 40 40 

vegetal commercial 

soil % 

40 30 20 20 

artificial 

commercial soil 

N 30 40 40 

water deionized  deionized wastewater wastewater 

Table2. Soil characteristic.  
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In Sao Bartolomeo de Messines were built two infiltration basins, as dimensions 15 m x 7 m and three 

boxes were built for the sensor. It was used just one sensor node for the input monitoring wastewater 

parameters and two sensor nodes as well for the output monitoring. The wastewater was flowing down 

within the basin through the soil, previously studied in the laboratory, composed of 40% natural soil, 40% 

industrial sand and 20% vegetal compost. The soil thickness is about 60cm, as shown in the Fig.1. 

The monitoring system was deployed relating to the environmental conditions in this area and the 

deployment of the sensors were in function of eventual interference between them. In fact, 5cm distance 

was considered for each sensor. The distance between the Meshlium and Waspmote 1 was about 65m and 

the distance between Meshlium and Waspmote 2 and 3 was about 125m. In this site was used a Wireless 

Sensor Network using a Libelium Smart Water kit to allow remote water quality monitoring communication 

in real time. Equipped with multiple sensors that measure the most relevant water quality parameters, the 

Smart Water kit was connected to the internet (using a mobile broadband connection) for real-time water 

quality control. The water quality parameters measured include pH, oxidation-reduction potential (ORP), 

electrical conductivity (EC) and temperature. The Smart Water platform included three ultra-low power 

sensor nodes designed for use in rugged environments. The sensor nodes communicate through low power 

radio (802.15.4) sending data to the Meshlium Internet Gateway. This Gateway then sent the data to the 

Cloud and to external database via 3G or GPRS cellular connections. Sensor data was available in real time, 

even from sensor nodes situated in remote locations (Ilie et al, 2017). 

 

Fig.1 Design of S. Bartolomeu de Messines soil aquifer treatment plant basins and monitoring devices, one sensor 

node in input and two sensor nodes in output. 
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Calibrating sensors 

The pH, EC and ORP probes have been immersed in reference solutions and the probe values were inserted 

in the embedded program. For the conductivity calibration, reference solutions were used with nominal 

values: K=0.1, K=1; K=10. The K factor is related to the salinity of the water to be measured. Each 

calibration kit takes two solutions: K=0.1 around μS 220 - μS 3000; K=1 around μS 10500 - μS 40000; 

K=10 around μS 62000 - μS 90000. The ORP probe calibration, was used the reference solution with value 

0.225V at the temperature of 25 degree Celsius. The precision of the ORP probes is in the range of 10% 

and 15%. In the pH probe calibration kit, one should use three reference solutions with values of 4 pH, 7 

pH and 10 pH. The accuracy of the calibration can be understood immerging each probe in the reference 

solutions and figure out if the values are correct, (Ilie et al, 2017).  

Sensor deployment 

The main problems regarding the setup of the sensors concern both the way and the place they are deployed 

in. First, they must be installed so that there is no interference between the sensors and nearby objects, 

making sure that the sensing parts (the bulb of the pH and ORP sensors and the electrodes of the electrical 

conductivity sensor) are not in touch with the objects. As electrical conductivity sensor, it will have to be 

placed at certain distance from other objects to not interfere with the sensor magnetic field. Secondly, it 

must be made sure that the sensors are completely submerged in the liquid all the time or the sensors may 

give an incorrect output. The sensors were fixed in parallel, in a plastic container at the bottom of the box 

monitoring. 

4.  Soil Column experiments 

Soil-column experiments were conducted to determine the hydraulic characteristics of the soil. Previous 

experiments (Martins T. et al., 2016, 2017; Lobo Ferreira et al., 2016) on soil columns were presented. As 

inflow were used both deionized water and wastewater from São Bartolomeo de Messines (SBM) 

wastewater treatment plant (WWTP). These experiments were carried out to determine the soil infiltration 

capacity as well as its capacity to retain the wastewater contaminants, so that can be suitable to use it in the 

infiltration basins. The soil samples and the wastewater for these experiments have been taken in SBM 

since the SAT-MAR basins were constructed in that place using treated wastewater. In the soil columns 

was used as input this wastewater and flowing through the soil column, as output one had the water samples 

to be analyzed the physical and chemical parameters, as metals, nitrogen cycle components. It was used a 

peristaltic pump for continuous injection of water/wastewater. In the Fig.2 is shown the design of the soil-

column experiment, as well as some pictures of the experiment. The column is made by an acrylic 

transparent column (as specified in the DEMEAU2 project specifications), characterized by 5cm diameter 
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and 50cm height.  At the bottom of the column an inert Teflon membrane filter was fixed in a way that the 

fine particles should not have gone into the water samples. Before starting the experiment, the wastewater 

physical parameters, as electrical conductivity (EC), Eh, pH and temperature were measured, as well as 

during the experiment for all the samples collected in the output column. Bottles, 0.5L polyethylene, were 

used to store all the water samples and being analyzed for boron, zinc, copper, ammonia, nitrites and 

nitrates. The data was analyzed using statistical analysis, such as minimum, maximum, mean, median and 

deviation standard and scatter (box) plot to identify differences in water samples.  

 

Fig. 2 –Soil-column experiment design. 

The soil-column was filled following the CEN/Technical Specification 14405 (2004). A layer composed 

by Fontainebleau quartz sand product was used above the soil in the column, about 0.5 thickness, to ensure 

during the water injection a minimum soil surface disturbance and prevention in early stage of clogging 

process. In the four soil-column experiments (6th – 7th – 8th – 9th column) the soil was weighted and then 

completely saturated by using deionized water from bottom to top. The experiment in 6th and 7th column 

started with continuous water flow using an automatic peristaltic pump. In the 8th and 9th column the 

experiment started with pulse injection, about 378ml deionized water, 20cm above the soil column. In the 

Table1 are shown the soil-column characteristics. In these experiments, it was used an industrial sand 

(limestone) 98.1% sand and 1.49% clay, natural sand and commercial organic matter. The industrial sand 

was used to increase the permeability and to facilitates retention and cationic exchange processes; the 

organic matter (70% humus, 25% peat and 5% sand) was used to contribute to a high biological activity, 
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biodegradation processes and good soil oxygenation. In the laboratory, the columns were built by using this 

soil mixture and after all just one soil column, was suitable to be part of soil reactive layer in the SAT soil 

treatment plant, in San Bartolomeo de Messines, Algarve. The characteristic of the soil used at the SAT, 

had 40% natural soil, 40% artificial sand and 20% organic matter. The reason that we selected this type of 

soil and not the other ones, it was because of using too much organic matter in the other soil columns, 

observing that fine sediments were removed by washing inducing compaction, in fact the 6th and 7th soil 

column experiments were stopped due to the clogging too.  

 

5. Results 

5.1 Soil column experiments 

The 6th soil column was built with 60% natural soil - 40% organic soil; the 7th soil column was built with 

40% natural soil - 30% organic soil - 30% industrial sand, soil thickness 30 cm. For these experiments, 

deionized water was used as input, continuous injection and starting as a saturated soil. The 8th column and 

9th column built with 40% natural soil – 20% organic matter – 40% industrial sand (limestone), soil 

thickness 30 cm, wastewater was used as input pulse injections and saturated soil. The porosity was highest 

in 8th - 9th columns, as shown in Table 2, due to the industrial sand (limestone) present in high percentage 

in these columns.  

The soil composition in each column influenced the physical and chemical data results. The first two 

columns presented highest permeability, flow rate but lower porosity and apparent density, as shown in the 

Table.2 It was observed also that even the two columns, 8th and 9th, had the same soil composition, they 

presented small differences in the results, as permeability, flow rate, porosity and apparent density. 

 

Soil column 6th column 7th column 8th column 9th column 

porosity % 53.1 45 74.8 69.8 

apparent density 

g/cm3 

0.93 1.09 1.23 1.19 

flow rate (mean) 

cm3/min 

1.789 4.931 0.948 1.515 

permeability 

cm/min 

0.091 0.251 0.048 0.077 

 

Table 2 - Soil-column characteristics on the experiments. 
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In the Fig. 3, it can be observed the 8th column and 9th column had a good behavior in the flow rate. In the 

8th soil column the flow rate showed a range between 0.05 - 1 ml/min with a maximum value 7ml/min; in 

the 9th soil column the flow rate presented a range between 0.05 - 2 ml/min. The 6th and 7th soil column 

showed a different shape in the flow rate, with a range between 0.8 - 1.2 mil/min and 1 – 8.5mil/min 

respectively.    

 

Figure 3. Flow rate boxplot of soil column experiments. 

The reason we tried a new soil mixture in the 8th column was because of the high permeability in the 6th – 

7th column as well as the soil compaction was too evident and low porosity. Both soil columns, 6th and 7th, 

formed cavities and air pockets due to the fine particles washing out, so that in the 8th – 9th column it was 

reduced the organic soil percentage and increasing the industrial sand percentage, giving much resistance 

to washing out effects. Increasing the industrial sand, we were expected to obtain good results in 

contaminant retention reaction, due to the high percentage in limestone. The 8th – 9th columns were working 

at the same time, same soil characteristics, with the only difference that the water samples in output from 

8th column were analyzed for metals and nitrogen cycle, instead the water samples in output from 9th column 

were analyzed for pharmaceuticals analysis. The physical parameters as shown in Fig.4., of water samples 

were determined by using an HANNA instrument. 
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Fig.4 Water physical parameters determined in 8th – 9th soil column output. 

As shown in the Fig.4 one can observe a regular behavior of the pH, temperature and electrical conductivity 

(EC) in both soil columns. As input wastewater was used for both soil columns. The pH, T°C, EC and Eh 

values of the 8th column seemed to be more spread than the ones in 9th column. Instead the EC values 

presented similar minimum and maximum values in both soil columns.  

The inflow water pH was about 7.28.  In the experiment, there were used several stages of wastewater input. 

Usually the wastewater input started in the morning and it completely infiltrated after more than 5 hours. 

During the weekend the experiment was stopped, since the LNEC Laboratory had to be closed. The highest 

pH values where when wastewater was infiltrating at the beginning of the experiment in the soil column, 

and lower pH values related to no chemical reaction for retention contaminants. The inflow water of Eh 

was about 90 mV, and its value in output was lower than in input, the behavior was almost constant. 

Electrical conductivity EC in output was higher than the input values, it increases significantly when the 

experiment started and decreased again when the soil had no more wastewater input.  
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Fig.5 Ammonia, nitrates, nitrites, boron, copper and zinc values, with their input values in red line, sample ID or 

water samples in output 8th soil column. 

In the Fig.5, good soil retention contaminants were for copper and ammonia. For boron and zinc, we 

obtained good retention but with high values too. The lower values obtained in output in this experiment 

because of highest concentration in organic matter in the 8th column. The nitrites and nitrates presented 

lower values in input than in output due to the transformation of ammonia in nitrites and nitrites into nitrates, 

known as the nitrogen cycle. 

5.1 Algarve basins 

After all the laboratory experiments, the 8th soil characteristic was suitable to be part of the infiltration 

basins in Sao Bartolomeo de Messines, Wastewater treatment plant. In input and output, as shown in the 

fig 1, the wastewater was controlled for almost three months, and the basins were controlled, by using the 

three sensor node monitoring systems, (Ilie et al, 2017). The main water parameters measured were pH, 

temperature (°C), electrical conductivity EC (uS/cm), oxidation reduction potential ORP (V).  

In the Fig.6, it can be observed the temperature values related to the wastewater physical parameters in the 

three basins, one in input before second treatment basin_in and two in output after the soil treatment 

basin1_out and basin2_out. The pH values in the basin2_out and basin1_out presented values about 7ph to 

8ph until first week of November, then lower values 7ph to 3pH to the end of November. Instead, in the 

basin_in the pH values had a constant behavior about 7.5ph to 9pH. The EC of basin2_out presented higher 
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values during the first week of October about 1500uS/cm, then it presented lower values about 800uS/cm, 

to the end of November with 700uS/cm. In the basin1_out the EC presented values from 800uS/cm to 

1300uS/cm going to stabilize about 1000uS/cm to the end of October, where after that the sensor node did 

not saved data for two weeks anymore. At the end of November in the two basins in output, we observed 

same behavior of EC with lower values, about 700uS/cm. The basins in input, basin_in, the EC had lower 

values at the beginning about 1100uS/cm to 800uS/cm and the values went down to 600uS/cm to the end 

of November. The temperature values in the three basins varied between 20°C to 24°C in the first period 

of October, and it was going down to the end of November about 14°C, as we were expected for winter 

season. The temperature values in the two basins in output were generally related to the temperature of the 

wastewater in input, but in some periods the values were totally different during daytime, as shown in fig 

11 -13. The ORP in the basin2_out presented positive values about 0.3V the first week of October and 

continued with negative values to the end of November about -0.4V. In the basin1_out the ORP was about 

0.1V to -0.1V in the first period of October continuing to be negative to the end of November. In the 

basin_in the ORP values were positive 0.4V to 0.1V until first week of November, and it continued to be 

negative about -0.3V. It can be observed generally that in November the water parameters presented lower 

values with lower temperature values. 

 

Fig.6 Basin infiltrations at SBM, water parameters in relationship with temperature. 
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6. Discussion 

This paper focused on determining a good soil permeability and good soil contaminant retention, by caring 

out several experiments at a lab scale simulating infiltration basin conditions. The best soil characteristic 

was applied as a reactive layer in the infiltration basin so that able to improve the water quality in the 

wastewater treatment plant in Sao Bartolomeo de Messines. The soil characteristics of 6th, 7th, 8th and 9th 

columns were different and we could figure out from the results, those columns with more organic matter 

showed a higher soil compaction due to the washout of the particles, while those columns as 8th and 9th, 

composed by higher percentage in sand, presented a good permeability for more than 1 month working. 

During soil column experiments, different conditions were considered as using cycles of saturation and 

non-saturation, so that the soil column in unsaturated conditions would have had better soil oxygenation 

and thus oxidation of ammonia process. The 8th and 9th column were considered suitable to be used in a real 

scale, as a layer infiltration for the infiltration basins, even though we would never have been able to obtain 

same results as in the lab scale with all the environment conditions controlled. Thus, we were expecting 

different soil behavior in the infiltration basins, but not too much, as it can be observed in the Fig.7 the pH, 

EC, Eh (ORP) and temperature mean values. It can be observed that the soil column, for more than one 

month laboratory experiment, presented almost same mean values as in the field scale basin infiltrations, 

more than two-month field experiment. In the basin infiltrations, we had same mean values but there were 

small differences as shown in Fig.8-9. 

 

Fig.7 The mean values of water parameters, a) in the soil column, b) in the three basin infiltrations. 

In the Fig. 8 – 9, it can be observed differences between the input basin and output basins, as pH values we 

had variability in the second basin than the first one and input basin. Instead for the ORP higher values 

were showed and positive values in input than in output, with small differences between the two output 

basins. The temperature and EC mS/cm values, presented almost same behavior in the three basins, as 
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mentioned for two weeks in the basin2_out we did not have any data, so that the box plot of temperature 

values is different than the other ones. Thus, there are highest pH values in input than the output in the two 

basins, and EC and ORP present similar mean values during the two months of measurements, in input and 

in output basins.  

 

Fig.8 The mean values of water parameters, a) in the soil column, b) in the three basin infiltrations. 

 

Fig.9 The boxplot of water parameters in the three basin infiltrations, a) pH and temperature, b) EC and ORP values 

during the two months monitored. 
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It is well known that the wastewater parameters could present data that can be affected due to the 

precipitation, in the Fig.10, one can observe that we did not have so many rainy days, and in that case, it 

can be observed a decrease in all the parameter values, as expected due to the dilution reaction. 

 

Fig.10 Relationship between water parameters and precipitation. Basin 1 sensor had a problem during a 2-week 

period, during which no data was therefore obtained. 

We considered diurnal variations in the wastewater parameters to understand better how the temperature 

conditions affected the other parameters. In the Fig.11, it can be observed during daytime, an increasing on 

temperature basin_in values with the other parameters. We need to consider the activity in the Wastewater 

Treatment Plant of Sao Bartolomeo de Messines, first treatment of the wastewater at a certain temperature 

so that bacteria can be eliminated. The temperature need to be controlled in input as well as in output, since 

it affects the pH and EC sensors. We observed that pH in the two output basins presented lower values 

about 3 pH, it could be affected by temperature values as showed in the fig 12-13, it was decreasing from 

24°C to 14°C and probably affected the signal of the pH sensors. The pH probe need to have a good 

calibration with reference solutions at the same temperatures as in the output basins. The calibration need 
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to be organized related to the temperature values, it is required by the sensor manufacture, it is for that also 

it is important to have a real-time monitoring system to decide immediately when the sensor calibrations 

should be done. 

 

Fig.11 The mean values of water parameters in the three basin infiltrations at SBM. 

 

Fig.12 The mean values of water parameters in the three basin infiltrations at SBM. 
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Fig.13 The mean values of water parameters in the three basin infiltrations at SBM. 

 

 

7. Conclusions 

All the results presented at the lab scale experiment were a little bit different than in the real scale or field 

experiment since we had many environment conditions not in our control. In the soil column experiment 

we had diminished the nitrogenous compounds and metal concentrations. The water parameters values were 

related to the biodegradation, chemical reactions, physical characteristic, mineralogy and organic matter 

into the soil. Unfortunately, in the soil column experiments we did not have the opportunity to use the new 

low-cost sensors and having a continuous monitoring system as it was used in the field experiment. It is 

recommended that the sensors must be calibrated before and during the experiment, especially if the 

temperature values are changing that can affect the pH sensor.  
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Abstract 

An electrical conductivity low-cost sensor was used in a physical sandbox model that was built in LNEC’s 

modelling facilities under MARSOL project. The artificial aquifer facility or physical sandbox model was 

built to conduct laboratory large scale infiltration and tracer tests, aiming to determine the soil infiltration 

rate and the contaminants retention and/or degradation capacity, namely to simulate Soil-Aquifer Treatment 

(SAT) in a Managed Aquifer Recharge (MAR) basin. Calibration and validation of the low-cost sensors 

was carried out before and after the experiments, by using as reference instrument a CDT diver multi-

parameter groundwater datalogger. In this paper, we focused on sodium chloride tracer, to determine the 

concentration of electrical conductivity into the aquifer. Validation data of low-cost sensors presented an 

R2 correlation coefficient of 0.77 – 0.96 and Pearson’s r coefficient of 0.87 – 0.98, that confirmed the linear 

relationship between the two variables.  

 

 

Keywords: electrical conductivity sensor, low-cost sensor, real-time data, tracer experiments, sensor 

validation 

 

1. Introduction 

Electrical conductivity (EC), or conductivity, is the ability of a substance to conduct an electric current. 

Specific electrical conductivity is the conductivity of a body of unit length and unit cross section at a 

specified temperature (Hem, 1989). Due to its importance, measurements of EC have become frequent in 

water quality related research (Laxen, 1977; Pawlowicz, 2008; Visconti et al., 2010; Siosemarde et al., 

2010; McNeil and Cox, 2000; McCleskey, 2011). The dependence of electrical conductivity on 

concentration of solutes has been extensively investigated for aqueous solutions. A limiting law for 
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conductivity was developed by Onsager (1926) by using the Debye–Hückel (1924) equilibrium distribution 

functions. After that several studies dealt with relationship between conductivity and chemical composition 

of natural waters (Logan, 1961; Rossum, 1975; Hem, 1989; Hughes et al., 1994; McNeil and Cox, 2000). 

Most of the aforementioned research concentrates on finding the statistical correlation between the 

concentration of solutes and electrical conductivity in order to calculate conductivity based on the chemical 

composition of natural waters. The goal of developing such a method has been to provide as precise quality 

control method for checking water analyses as possible. There is often a strong correlation between some 

of the major anions and cations in natural waters (Hem, 1989; Appelo and Postma,1993), due to the presence 

of soluble minerals with fixed stoichiometry, such as calcite, gypsum or halite. Electrical conductivity (EC) 

has become a proven and effective indicator for detection of dissolved CO2 in a vadose zone (Strazisar et 

al., 2009; Zhou et al., 2012) or in a shallow aquifer (Denchik et al., 2014; Trautz et al., 2013; Lamert et 

al.,2012; Auken et al., 2014). The geochemical processes following a CO2 leakage into a shallow aquifer 

include reduced pH due to the formation of carbonic acid and elevated EC due to dissolved CO2 and mineral 

dissolution in the ground-water (Dethlefsen et al., 2013; Cahill and Jakobsen, 2013). New technologies are 

emerging to enable remote autonomous sensing of our water systems and subsequently meet the demands 

for high temporal and spatial monitoring. Advances in communication and sensor technology have provided 

a catalyst for progress in remote monitoring of our water systems (Diamond et al., 2008). Wireless sensor 

networks have the potential to be very powerful tools to address several operational issues, including 

pollution monitoring (Khedo et al., 2010; Basha et al., 2008), emergency response during catastrophic 

events (Barrenetxea et al., 2008) or environmental monitoring (Marcelli et al., 2014). 

 

2. Materials and methods 

The artificial aquifer facility (or physical sandbox model) was built under MARSOL project and used to 

conduct laboratory large scale infiltration and tracer tests, both for saturated and non-saturated conditions. 

This facility was used to study Soil-Aquifer Treatment (SAT) simulating a Managed Aquifer Recharge 

(MAR) infiltration basin. It can be used to simulate other situations such as risk of contaminants leaching 

from a spill; reactive barriers for groundwater rehabilitation; contaminants release from a contaminated 

porous material. The physical sand box is approx. 3.5 m long, 1 m wide and 2 m high and was filled with 

sandy soil. The area was divided in up to three different compartments to perform simultaneous experiments 

and was equipped with three piezometers and monitoring devices (Leitao et al., 2016). 
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Figure 1. Design of the physical sandbox model and deployment of the Libelium low-cost sensors and 

CDT divers inside the piezometers. 

 

In the section A it was used a sandy soil; in section B it was used a mixed soil, natural soil (60%) with 

organic matter (40%), and the sandy soil; in section C it was used sandy soil, with two layers of mixed soil 

(Leitao et al, 2016). The Libelium sensor nodes and CDT divers were installed in each section A, B, C at a 

distance of 5 cm between them. Real time data was used in both of experiments. 

In each section (A, B and C), two NaCl tracer experiments were performed to analyze the concentration of 

the electrical conductivity (EC) into the aquifer. The 1st experiment was performed by flooding the soil 

surface with 0.5 m3 of water. This experiment was done May 31st to June 1st, 2016. The NaCl tracer was 

about 500 mg/L used in the experiment as well as hydrocarbons were used 21 mg/L. 

The 2nd experiment was performed with the tracer applied in powder and with irrigation system working 

on. This experiment was done from June 1st to June 3rd 2016.  

The sensors used in the experiments are the Libelium low-cost sensors, conductivity sensors. The 

conductivity sensor is a two-pole cell whose resistance varies in function of the conductivity of the liquid 

it is immersed in. That conductivity will be proportional to the conductance of the sensor (the inverse of its 

resistance), multiplied by the constant cell, in the case of the Libelium sensor around 1cm-1, leading to a 

value in Siemens per centimeter (S/cm). To power the conductivity sensor an alternating current circuit has 

been installed to avoid the polarization of the platinum electrodes, the sensor consumption is 2.5mA. The 

magnetic field between the two electrodes of the conductivity sensor may be affected by objects close to 

the probe, so it will be necessary to maintain the sensor at least five centimeters apart from the surroundings. 
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In the case of the conductivity sensor the readConductivity() function will return the resistance of the sensor 

in ohms. In order to convert this value into a useful conductivity unit (uS/cm) function 

conductivityConversion() will have to be invoked with the calibration parameters of the sensor. To get an 

accurate measurement it is recommended to calibrate the conductivity sensor to obtain a precise value of 

the cell constant. Although a single point calibration should be theoretically enough, a two-point calibration 

is advisable to compensate for side effects of the circuitry, such as the resistance of the sensor wire or the 

connector. For a proper calibration two solutions of a conductivity as close as possible to that of the target 

environment should be used. There are three different Calibration kits for Conductivity: K=0.1, K=1; K=10. 

The K factor is related to the salinity of the water we want to measure. Each calibration kit takes two 

solutions, K=0.1 - around µS 220 - around µS 3000; K=1 - around µS 10500 - around µS 40000; K=10 - 

around µS 62000 - around µS 90000. Once the probe is immersed in the solution and the output is steady, 

the value of the conductivity resistance is obtained, (www.libelium.com). A periodic recalibration of the 

sensors is highly advisable to maintain an accurate measurement along time to correct changes owed to a 

drift output, polarization or wear. These sensors were used for other experiments, to determine their fast 

response in dry and wet conditions, as it is known the sensors need to be fixed all the time in the water, (Ilie 

et al, 2017). 

As reference instrument was used CDT diver, that measures the water’s electrical conductivity in 

millisiemens per centimetre (mS/cm). Conductivity range of 0 to 120 mS/cm, accuracy ±1% of reading 

with a minimum of 10 µS/cm, resolution 0.1% of reading with a minimum of 1 µS/cm for 30 mS/cm range 

and 10 µS/cm for 120 mS/cm range. The conductivity is measured using a 4-electrode measuring cell. Each 

CTD-Diver is calibrated for pressure, temperature and conductivity. First the CTD-Diver is calibrated for 

pressure and temperature. Then the factory calibration of the conductivity sensor is performed. The CTD-

Diver immersed in a 6 ascending conductivity values. The exact value of the conductivity of the liquid is 

determined with a calibrated reference sensor. During the calibration check of the conductivity sensor, the 

CTD-Diver is immersed in 6 conductivity fluids: (0.15, 0.9, 3.0, 12, 35 and 75) mS/cm. The values 

measured by the CTD Diver are compared to the reference values, this determines whether the deviation is 

within the limits of the specifications. The factory calibration is stored permanently in the CTD-Diver.  

 

 

3. Results 

This paper aimed to understand the accuracy of the low-cost sensors, by using them for many experiments. 

The 1st experiment was carried out for 24 hours, between 11 a.m. of May 31st to 11 a.m. of June 1st, using 

salt tracer. In the fig. 2, one can see the behavior of EC at the three sections. In the fig.2 datetime values on 
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x-axis and the electrical conductivity (EC) response from CDT divers and Libelium sensors on the y-axis. 

When the experiment started with the tracers, it took time to arrive into the aquifer.  

 

 

Figure 2. Temporal variation of EC at the 1st experiment, CDT and Libelium sensors. 

 

In the fig. 3, EC measurements from CDT divers can be observed in each section. The 1st experiment started 

at 11 a.m., and as we can see in the section B after one hour and a half the tracer reached the aquifer, instead 

for the other sections the tracer reached the aquifer after 2 hours. The behavior of EC in the section B was 

different than section A and section C. The EC peak was after 4 hours when started the experiment in 

section B. Instead for section A the peak of EC was after 5 hours, and after 3 hours in section C. The EC 

values turn at the tap water quality after 5 hours in the section C, instead in the section A and B it took 7 

hours to have same water quality. 

 

Figure 3. The 1st experiment, EC measurements with CDT divers in each section. 
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Figure 4. The 1st experiment, EC measurements with Libelium low-cost sensors in each section. 

 

In the fig. 4, the behavior of EC from Libelium sensors is a little bit different, seems to be noisier in the 

sensor response. The first EC measurements do not have same values, the lowest EC values is in section A, 

and the highest in the section B. The values from these sensor, started to go up at the same time after the 

tracer was used. In the section B, we noticed a certain up and down of the EC values, than the other sections. 

After the experiment end, the EC measurements presented same values before the experiment started. To 

know the accuracy of these sensors, statistical analysis was carried out, using OriginPRO software. 

 

Figure 5. Linear fit between Libelium sensor node A against CDT diver (reference instrument), 1st experiment. 
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Figure 6. Linear fit between Libelium sensor node B against CDT diver (reference instrument), 1st experiment. 

 

 

Figure 7. Linear fit between Libelium sensor node C against CDT diver (reference instrument), 1st experiment. 

 

Based on the descriptive statistical analysis a conclusion could me made about the relationship between the 

low-cost sensor and the reference instrument CDT diver, in section A, fig. 5.  An R2 correlation coefficient 

of 0.84 and Pearson’s r coefficient of 0.91 confirmed the linear relationship between the two variables. In 

section B, fig.5., An R2 correlation coefficient of 0.82 and Pearson’s r coefficient of 0.90 confirmed the 
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linear relationship between the two variables. In section C.  An R2 correlation coefficient of 0.82 and 

Pearson’s r coefficient of 0.90 confirmed the linear relationship between the two variables. 

Since no pattern could be found on the residual plots, fig. 8., between low-cost sensor and reference 

instrument CDT diver, a relationship is affirmed. Based on the regular residual plot with the count, a log 

normal distribution for the variance can be observed. Most of the points lie around the residual value of 0 

and hence verifies the regression model. The normal probability plot of the residual shows that the errors 

are linear in the beginning and deviate from the straight line later.  

 

Figure 8. Residual plot of Libelium node A, 1st experiment. 

 

Figure 9. Residual plot of Libelium node B, 1st experiment. 
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No clear pattern could be found on the residual plots, fig. 9, between low-cost sensor and reference 

instrument which signifies the random error variance. Based on the regular residual plot with the count, a 

normal distribution is observed. In this case too, most of the data points lie around 0, which verified the 

regression model. The normal probability plot of the residual shows that the errors are close to the straight 

line which confirms the deduction made above.  

 

Figure 10. Residual plot of Libelium node C, 1st experiment. 

 

A similar trend as node B is observed in this case, fig.10. There is no clear pattern on the residual plots 

between low-cost sensor – node C and reference instrument which signifies the random error variance. A 

normal distribution for the regular residual plot is observed here as well, however major part of the variance 

with error lies on the negative side. This could be verified with the data points lying around the straight line 

in the probability plot.  

 

The 2nd experiment was carried out for 48 hours, between 12 p.m. June 1st to 12 p.m. June 3rd. In this 

experiment, the same tracer (fertilizer and NaCl) and concentrations were used, but no hydrocarbons (TH). 

The tracer was placed as powder on soil surface and it was slowly washed down by the irrigation system.  
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Figure 11. The 2nd experiment, EC measurements with CDT divers in each section. 

 

The 2nd experiment started at 12 p.m. The tracer arrived into the aquifer after almost 3 hours, first in C 

section with a highest EC value. The behavior of EC was different in each section related to the soil 

characteristic, fig.11. After almost 18 hours the EC behavior presented same values for a tap water quality. 

In this experiment, the tracer was used as a powder so the tracer infiltration was slower than previous 

experiment. 

 

Figure 12. The 2nd experiment, EC measurements with Libelium sensors in each section. 



153 
 

In the fig.12 the behavior of EC from Libelium sensors is a little bit different. The first EC measurements 

did not have same values, the lowest EC values is in section A, and the highest in the section B. The values 

from these sensor, started to go up almost at the same time after the tracer was used. The node B presented 

highest EC values than the CDT diver, and lower EC values in Libelium node A.  

 

Figure 13. Statistical analysis and linear fit of Libelium node A, 2nd experiment. 

 

Based on the descriptive statistical analysis a conclusion could me made about the relationship between the 

low-cost sensor and the reference instrument CDT diver, in section A, fig.13.  An R2 correlation coefficient 

of 0.77 and Pearson’s r coefficient of 0.87 confirmed the linear relationship between the two variables. 
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Figure 14. Statistical analysis and linear fit of Libelium node B, 2nd experiment. 

 

Based on the descriptive statistical analysis a conclusion could me made about the relationship between the 

low-cost sensor and the reference instrument CDT diver, in section B, fig.14.  An R2 correlation coefficient 

of 0.90 and Pearson’s r coefficient of 0.94 confirmed the linear relationship between the two variables. 

 

Figure 15. Statistical analysis and linear fit of Libelium node C, 2nd experiment. 
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Based on the descriptive statistical analysis a conclusion could me made about the relationship between the 

low-cost sensor and the reference instrument CDT diver, in section C, fig.15.  An R2 correlation coefficient 

of 0.96 and Pearson’s r coefficient of 0.98 confirmed the linear relationship between the two variables. 

 

Figure 16. Residual plot of Libelium node A, 2nd experiment. 

 

There is no clear pattern on the residual plots between low-cost sensor – node A and reference instrument 

which signifies the random error variance, fig.16. A normal distribution for the regular residual plot is 

observed here as well, however major part of the variance with error lies on the negative side. This could 

be verified with the data points lying around the straight line in the probability plot.  

 

Figure 17. Residual plot of Libelium node B, 2nd experiment. 
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There is no clear pattern on the residual plots between low-cost sensor – node B and reference instrument 

which signifies the random error variance, fig.17. A normal distribution for the regular residual plot is 

observed here as well, however major part of the variance with error lies on the positive side. This could be 

verified with the data points lying around the straight line in the probability plot.  

 

Figure 18. Residual plot of Libelium node C, 2nd experiment. 

 

There is no clear pattern on the residual plots between low-cost sensor – node C and reference instrument 

which signifies the random error variance, fig.18. A normal distribution for the regular residual plot is 

observed here as well, however major part of the variance with error lies on the negative side as well as on 

the positive side. This could be verified with the data points lying around the straight line in the probability 

plot.  

 

4. Conclusions 

Low-cost sensors were used in the experiments for measuring electrical conductivity sensor and to 

determine their accuracy. The conductivity sensors are important to determine increase of salinization and 

pollution in groundwater systems. The benefits of these sensors EC-Logger components could typically be 

acquired for about $200 USD, easily powered the system runs on two 9-volt (V) and 5- volt (V) batteries, 

lightweight as designed making it easily transported and operable by a single person, one person can easily 

operate EC-Logger and record measurements. Real time data also is an important factor to be considered, 

so that one can immediately understand if pollutants are released to the ground and make their way down 

into groundwater systems. With low-cost sensors can be designed several nodes to be used in a groundwater 
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system, lakes, rivers and get an idea about diurnal and temporal variations, spatial distribution of water 

parameters.  
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Chapter 4 

IV. DISCUSSIONS, CONCLUSIONS AND RECOMMENDATIONS 

 

Smart Sensor Technology for Environmental Monitoring Applications  

The new monitoring system technology give us a huge opportunity to monitor for a long period in 

real time different environments (Air – Soil -Water). Nowadays is extremely important to understand the 

behaviour of contaminants, pollutants as well the accuracy of low-cost sensors used in the devices.  Since 

the environments are so vulnerable to industrial activities, as Oil and Gas production or Natural Gas Storage, 

it is extremely important to consider the possibility of using so many devices with new low-cost gas sensors, 

since the comercial instruments for gas measurements cost more than 10000$, as Picarro or Licor. This 

consideration is useful as well for the Water Sensors, the Hanna Instruments cost too much, than the low-

cost sensors. Obviously, we need to consider not just the price of the new sensors but their accuracy too. 

This PhD research project aimed to understand the characteristics of the new sensors, how do they work in 

differents environment conditions and which are the parameters that affect the sensor signal (response). So 

that, new instruments were built for Air – Soil - Water quality monitoring system, after the comercial 

instruments were used in the field and were carried out all of the issues found during several field 

measurments campaign. Most of the new low-cost sensors came out with a calibration by the company 

itself, and this does not allow us to use them without a right calibration in the laboratory and in the field 

since the meteorological parameters could affect the sensor signal. I tried also to use the sensors without a 

further calibration by using the sensor information from the datasheet itself, making several linear 

regressions and understand the sensor accuracy. Obviously, as the temperature and humdity behaviour was 

changing, the accuracy was too low. Furthermore, laboratory and field calibrations were done and the 

results presented the required qualities so far, good accuracy with a R2 (0.70 – 0.94) in connection with 

temperature and humidity behaviour, and RMSE ( 0.01 ppm – 11 ppm), although the low price of these 

sensors. The electrochemical sensors, of 5$ price, have presented a bad correlation with the reference 

instruments, low accuracy and for this reason, they were not used anymore. The price of low-cost sensors 

goes from 5$ to 100$ each, and it was found that the good sensor signal was figured out by those who price 

was about 100$. Each instrument that I built at University of Ferrara and University of Colorado Boulder, 

employed low-cost NDIR, metal oxide and electrochemical type gas sensors as well as temperature, 

pressure, and humidity sensors, for Air – Soil Quality monitoring system, trying to figure out the 

concentration of CH4 and CO2, as well as CO, O2, O3, Voc. Since the sensors are so sensitive to 
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temperature and humidity, several experiments were done, especialy for CO2 and CH4 gas sensors. Issues 

came out when the temperature was too low, in the lab calibration process, I used less than 5°C for methane 

Figaro gas sensors,  and I obtained just noise on signal sensor. Instead in the field calibration process, the 

Figaro gas sensor gave good correlation and good R2 – RMSE (0.93, 0.01 ppm). The experiments that I 

have done on temperature and humidity control, with 2 instruments gave us interesting results. For those 

sensors inside a shelter with temperature controlled (air conditioner ~20°C), calibration model was less 

accurate than those sensors deployed outside in the field (13°C – 45°C). The new low-cost sensors can be 

used in diferent environments conditions, and it is extremely recomended to calibrate them as often as 

possible. These instruments were built by using real time data, GPS and wind speed and direction. The 

waterproof cases are light, easily to be transported and small dimensions.  

The water sensors are different than the gas sensors, I did not find issues on calibration process, and they 

presented good results in correlation with reference instruments (HANNA). The water sensors cost about 

40$ to 300$. In connection with the environment conditions one should use a specific water sensor. If we 

do have water parameter measurements (pH, EC, ORP, DO, T°C) in rivers, so high energy, one need to 

make sure the sensors will not be affected by the fast stream of water or by the sediments. If we do have 

water parameter measurements in lakes, the sensors need to be protected by special filters so that the fine 

sediments will not get dirty the sensors. Water sensors calibration as well is recommended as often as 

possible, and the solution used for the water sensors as calibration model, need to be at the same temperature 

as the environment under control. All codes used to program the microcontrollers and perform the multiple 

linear regression are not included, it will requiere so much time to explain all the program languages C++, 

python and matlab code functions used as well as raw data are not included because they cannot be 

interpreted in concentrations without the regression model codes.  
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