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Abstract

Gas turbines are a popular source of power for aerospace and land-based applications.

Nevertheless the importance of particle ingestion and its implication is an often under-

estimated problem which can lead to the variation of geometry of aerodynamic surfaces,

entailing performance degradation and, possibly, a reduction in engine life. The presence

of sand and other type of particles can cause erosion or deposition in both the compressor

and turbine sections. This problem can occur for land based turbines operating in harsh

environment, where the problem can be mitigated (but not eliminated) by installing fil-

tration systems. For what concern the aerospace field, filtration systems cannot be used.

Volcanic eruptions and sand dust storms can send particulate to aircraft cruising alti-

tudes. Also, aircraft operating in remote locations or at low altitude can be subjected to

particle ingestion, especially in desert environments.

A thorough analysis of the deterioration mechanisms of gas turbines, and of their mod-

elling, including erosion, deposit formation and deposit evolution over time has not been

presented in the literature so far. In this work, the modelling of all such mechanisms has

been performed for both the hot and the cold section. In all the presented approaches,

the blade contamination process analysis is based on the Computational Fluid Dynamics

(CFD) study, with a Eulerian-Lagrangian approach. The stochastic particle tracking for

the trajectory computation has been employed. With this approach, both the transient

and the steady state tracking can be performed, and both the methods will be employed:

the choice of the time treatment will be made by comparing the time scale of the deposi-

tion/erosion phenomena to the time scale of the performance degradation.

The boundary variation as a consequence of the particle impact has been implemented,

either with a mesh morphing approach or innovative techniques that are proposed to

include the particle impact consequences on the flow field. The displacement of the

boundary, or the variation of some of its characteristics (e.g. roughness), represents the

most important effect of the deposit/erosion and, therefore, particular care should be

taken when dealing with it.

From this work, some important information regarding the areas which are affected the

most by the particles ingestion can be retrieved and the techniques that can be employed

for the evaluation of the effects of the particle-wall interaction are explained. Indeed,

Thanks to the model here proposed, a preliminary methodology for the robust design

under fouling conditions is proposed.

Eventually a non-dimensional analysis of the behaviour of particles upon impact is

proposed, suggesting that a universal map for the classification of the consequences of

the impingement can be outlined. Such map is proposed as a tool for the detection of

the effect of the impact. Eventually, starting from the considerations and the models
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developed, a design-for-fouling oriented optimization is proposed.
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Sommario

Nonostante le turbine a gas siano una comune fonte di energia sia per applicazioni

stazionarie che per il campo aeronautico, l’effetto della presenza di particolato nell’aria

processata è un aspetto che è stato spesso sottostimato nella letteratura. Le particelle

presenti nell’aria possono risultare, a seguito dell’impatto con le superfici bagnate dal

flusso, in una variazione di geometria e comportare una riduzione delle performance o

piuttosto della vita utile della macchina. Sabbia o, in generale, altri tipi di contaminant

possono causare erosione o deposizione sia nelle sezioni fredde (compressore) che calde

(turbina) della macchina.

Questo problema si verifica tipicamente per turbine a gas stazionarie che lavorano in

ambienti ostili, aventi alta concentrazione di particolato nell’aria: in tali casi, il problema

può essere solo mitigato, ma non completamente evitato, dall’installazione di sistemi

di filtrazione all’aspirazione della macchina. Tali filtri non vengono invece utilizzati in

caso di turbomacchine per la propulsione aeronautica. Perciò, a seguito di tempeste

di sabbia o eruzioni vulcaniche, possono essere presenti particelle all’altezza di crociera.

In alternativa, il decollo, l’atterragio o il volo a bassa quota in località remote possono

rappresentare un’ulteriore rischio per l’ingestione di particelle.

Un’analisi completa di tutti gli aspetti del deterioramento delle turbine a gas e della

loro modellazione numerica, tenendo in considerazione erosione, formazione del deposito

ed evoluzione del deposito nel tempo non è ancora stata presentata in letteratura. In

questo lavoro viene presentata la modellazione di tutti questi meccanismi, di entrambe

le sezioni della macchina. In particolare, per tutti i fenomeni analizzati, il processo di

contaminazione delle pale è basato sullo studio numerico tramite CFD (Computational

Fluid Dynamics), con un approccio Euleriano-Lagrangiano. La traiettoria delle particelle

è calcolata considerando il contributo stocastico derivante dalla turbolenza del moto.

Con tale approccio possono essere considerati sia il tracciamento transitorio che quello

stazionario: entrambi i metodi saranno utilizzati e la scelta dell’uno piuttosto che dell’altro

verrà giustificata in base al tempo caratteristico del fenomeno che si sta considerando.

Infatti la decisione sarà basata sul confronto del tempo caratteristico del fenomeno di

erosione/deposizione con quello relativo alla rapidità con cui si manifesta il degrado delle

prestazioni a livello di macchina.

La modifica delle condizioni al contorno del dominio e, in particolare, delle pareti in-

teressate dall’impatto di particelle costituisce il passaggio fondamentale per rappresentare

il loro effetto. L’implementazione presentata in questo lavoro è stata ottenuta mediante

due diversi approcci: mesh mobili (moving mesh) e una serie di tecniche innovative che

verranno prersentate nel seguito.

Da questo lavoro possono essere ottenute alcune informazioni importanti riguardo le
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aree che sono maggiormente affette dalla presenza di particelle. Inoltre alcune tecniche che

possono essere usate per la valutazione dell’effetto dell’interazione parete-particella ven-

gono illustrate. Infine viene presentata un’analisi non-dimensionale del comportamento

della particella all’impatto, suggerendo come può essere realizzata una mappa universale

per la classificazione delle conseguenze di tale impatto. Dalle considerazioni e dai modelli

sviluppati, viene infine proposta una metodologia preliminare per la progettazione della

pala in condizioni di presenza di particelle.
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Introduction

The presence of particulate in the air represent a real hazard for gas turbines either

for aero-propulsion or power-generation. They can affect the machine operation in several

ways, ranging from the lowering of performances, to the shortening of the time between

overhauls up to bring about abrupt shutdown. The seriousness of the effect depends on

several factors such as the nature of the particulate that is ingested, its amount and the

engine operating conditions.

The source of contaminants can be either natural (e.g. sand storms, volcanic eruptions,

oceans) or related to the human activities (e.g. transports, industrial plants, heating).

To each of these sources corresponds a size distribution of the particulate with a different

chemical composition and a different effect on the machine operation. It is worthy to

remark that even a small concentration of particulate in the air, of the order of few

PPMs, reflects in a very high amount of foulant ingested. For instance, an high thrust

turbofan engine can process a mass flow rate of approximately 500 kg/s, resulting in rates

of ingestion of solid contaminant up to the order of 1 kgparticles/s.

The importance of this problem is well known among operators and manufacturers.

Focusing on the industrial turbomachinery, the particulate ingestion problem can be mit-

igated by the installation of filters: highly effective filtration systems are very efficient in

removing particles larger than about 1 µm to 2 µm. This means that compressor erosion

is not a problem frequently found in industrial gas turbines. However, depending on the

type of filtration system used, smaller particles can enter the engine. These particles are

too small to cause erosion issues, but they are likely to cause compressor fouling. Ex-

tensive research has been pushed forward by the oil & gas community in order to find

the most suitable filtration system with respect to each different installation conditions

(offshore rather than land-based). The particles carried by the airflow are known to affect

heavily the compressor section rather than the hot parts. Nonetheless, other sources of

contaminants can be associated with the fuel, for example when turbines are operated

with syngas. Over the last years, energy and climate change policies associated with the

continuous increase in natural gas costs pushed governments to invest in renewable energy

and alternative fuels. Although synfuels are cleaned and filtered before entering the tur-

bine combustor, impurities are not completely removed. Therefore, the high temperature

reached in the turbine nozzle can lead to the deposition of contaminants onto internal

surfaces, entailing hot parts degradation.

In the aerospace fields, solid particles can enter the power stream of jet engines for

different reasons. Particles can be ingested during take-off or landing in harsh environ-

ments, or during cruise at altitude through volcanic dust clouds or sand storms. In this

case, there is no filtration system that can be used for engines. Both the compressor and
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the HPT sections suffer of this problem, though in a different fashion. The compressor

deterioration due to particles is related both to erosion and fouling, while for the hot

section, deposition is the main issue, in relation with the high TET. The time scale of the

two sections degradation is different: if compressor suffers of a relatively slow degradation

of performance over time, the hot section deposition is able to demand energy shut down

in a few minutes of exposure. This especially applies when the particulate is composed

by volcanic ash.

To date, no satisfying prediction model for a safe-to-fly concentration has been de-

veloped and therefore the authority (CAA - UK Civil Aviation Authority) has fixed a

precautional threshold of 2 mgash/m
3
air. If the concentration of ash in the air exceeds

this limit, no flight is allowed in the relative airspace. The seriousness of this threat is

highlighted by the disruption brought to air travel by volcanic events in recent years.
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Rationale

This work aims to investigate the degradation of gas turbine performances as a con-

sequence of particle ingestion. Since particle impact may have various consequences and

the effects it has on the flow field is closely related to the section of the machine in which

such event occurs, multiple techniques have been developed. Each of these techniques has

been implemented or entirely developed to have the most reliable representation of such

phenomena. This thesis is therefore structured according to the three main consequences

of the particle impact, namely:

• Deposit formation

• Blade erosion

• Deposit evolution over time

For each of the categories, the cold and the hot sections will be investigated sepa-

rately, highlighting the peculiarities. Besides, the techniques that have been employed or

developed ad hoc will be accurately described, pointing out the pros and the cons of their

application.

Thanks to the models developed during the degradation analysis, two applications

have been investigated.

Firstly, a preliminary method for the robust design of the blades in fouling conditions

has been tested. The pressure side of a vane has been modified to verify the effect of the

curvature on the performance in ”clean” and ”contaminated” environment conditions.

Secondly, a non dimensional analysis has been carried out, with the aim of unify-

ing the different behaviour investigated for each of the sections, generalizing the impact

consequences by means of a map. By analyzing the experimental data available in the

literature, each different regime is identified and collected in a predictive tool. This map

is proposed as a reference for giving an a priori idea of the regime to which the impacting

conditions under investigation belong.

As the reader might have noticed, no corrosion-related issues has been mentioned. This

work indeed does not include any specific study regarding the deterioration of the sub-

strate due to chemical interaction with the particles/carrier flow. This remark represents

a limitation of the current thesis.
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Thesis outline

This work provides the background for the papers, details the numerical setup and

summarizes the results. The different degradation mechanism forms the framework of the

thesis.

Chapter 1 Is a general introduction to the problem, including an overview on the sources of

particulate in the air and the degradation effects related.

Chapter 2 Gives the numerical background and explain the methods used for the particle

tracking methods. The geometries analyzed throughout the following chapters will

be disclosed here, and an overview of the software used is given.

Chapter 3 Studies the deposition formation, both for the hot and the cold section. The nu-

merical models and the computational technique employed for the analyses will be

described.

Chapter 4 Analyzes the evolution of the deposit over time, its detachment or toughening due

to the local flow conditions

Chapter 5 Is related to the study of the erosion on compressor and turbine blades.

Chapter 6 Proposes a first application in the track of the results of the previous analyses: the

first steps in formalizing a robust design under fouling conditions.

Chapter 7 Summarizes the findings and proposes some perspectives: a non-dimensional map

that classifies the behaviour of the particles upon impact.

Appendix I Is the technical design of the numerical test bench employed for the cold section

analyses.

Appendix II Reports the schematic and describes the test bench developed at the university of

Ferrara.
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Originality and Contributions by Others

The originality of this work resides in the thoroughness of the analysis carried out. All

the aspects of the particle ingestion problem (deposition, erosion, deposit evolution over

time) have been analyzed and gathered together. Multidisciplinary tools have been employed

for the definition of the mathematical models where not available or not commonly used

by the community. Moreover, during the development of this work, other numerical tools

that might be of help for the community have been conceived. The numerical study has

been supported and placed side by side with experimental data available in the literature.

Finally, such experimental data are gathered and collected in a map, that is of help in the

identification of the impact behaviour regime. For proving the effectiveness of the proposed

methods, a first design-for-fouling concept has been developed.

This work takes its origin from the ”Fouling in turbomachinery” research topic carried

out at the University of Ferrara, but benefits from the visiting period and advice from

prof. di Mare and prof. Montomoli. Indeed the experience of the Ferrara turbomachinery

group (historically related to compressors) has been of great inspiration and has been

extended with novel numerical techniques. Besides, the analysis has been broadened to

the hot section of the machine, in the desire of achieving an overall view of the gas turbine

deterioration due to particle injection.

Lastly, the non-dimensional analysis of the chapter 7 is due to the work of Dr. Suman

and Dr. Fabbri: their contribution has been of paramount importance in the development

of the impact behaviour map and on the considerations about the material properties.
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Chapter 1

Problem Statement

This chapter reports a global overview of performance degradation due to particle

presence in the flow field processed by the machine. The several aspects of the blade

contamination mechanism are analyzed, starting with a broad overview of the source of

particulate and showing how these particles affect the gas turbine operations.

1.1 Particulate source

1.1.1 Air contamination

Air is dispersed with contaminants that may be solid, liquid, or gaseous. Such materi-

als typically result from both natural and human processes, as suggested by Smith (2012).

Volcanic and other geothermal eruptions, soil or sand transported by wind, gases released

from vegetation, pollen, spores, and sea spray particles are just some examples of natural

sources. Human related pollutants can be related to a variety of combustion and indus-

trial activities. Although the two sources are equally important in terms of amount of

particulate production, the spatial scale related to the dispersion and the re-entry is quite

different. Man-made contaminants have a rather local impact Lyons and Pease (1973),

whereas nature-related particles tend to have a global-scale dispersion. The relevance of

the phenomenon is such that several models for the prediction of particle dispersion and

deposition have been developed. For example Zender et al. (2003), developed a model

for predicting the annual mean mobilization and deposition tendencies. Their results,

reported in Fig. 1.1, stress the global impact of natural sourced contaminants, showing

the effectiveness of the transport from the sources (Fig. 1.1 (a)) to the downind areas

(Fig. 1.1 (b)). It is also interesting to note the more localized effect of dry deposition

((Fig. 1.1 (c)) if compared to wet one 1.1 (d), that involves the spreading of the particles

1



to larger distances.

Figure 1.1: Predicted annual mean dust source and sink fluxes in µg/m2 s−1 for (a) mobi-
lization, (b) total deposition, (c) dry deposition, (d) wet deposition. Scale is logarithmic.
From Zender et al. (2003)

Natural-derived particles are dispersed in the environment according to three different

main mechanisms, as suggested by Wilcox et al. (2010): suspension, saltation and creep.

Suspension describes the process where particles are carried by the wind. Saltation is when

the particles move forward on the ground through a series of leaps and jumps. Creep is

when the particle will travel across the ground during heavy winds. These contaminants

are not lifted into the air but move through rolling or sliding action. The occurrence of one

mechanism rather than the other, and the effectiveness of such transportation is closely

dependent on the particle size. Larger and heavier particles will travel for short distances

before falling on earth, while smaller particles will have a lower can remain suspended in

the air for days at a time.

Among the others, particular attention should be devoted to volcanic ashes. Explosive

volcanic eruptions are responsible for the production of particulate matter that, along with

other aerosol droplets, is carried upwards as a consequence of buoyancy and then dispersed

by winds, as reported by Sparks et al. (1997). As suggested by Casadevall (1992), volcanic

ash can spread over large distances away from the source, disrupting air traffic, hazarding

airports, as in Guffanti et al. (2009), even altering atmospheric composition according

to Myhre et al. (2013). Figure 1.1 represents the dust deposition at the ground and

it is therefore useful for gathering information on the particulate load an industrial gas

turbine will be exposed to during the operation. When it comes to evaluate the effects of

the volcanic ash on the flight traffic, different models should be employed.
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As proposed by Marti et al. (2017), each volcanic eruption can be considered as a

source in a precise location on the earth. Therefore, the time-dependent evolution of the

originated cloud can be predicted, by considering the weather conditions. For example,

Figure 1.2 reports the mass loading distribution evolution obtained for the 2011 Caulle

eruption. Models like NMMB-MONARCH-ASH, see Marti et al. (2017) can predict the

cloud spreading on the global scale suggesting which routes are going to be affected by

the eruption itself.

Figure 1.2: NMMB-MONARCH-ASH total column concentration (mass loading; mg m−2)
from global simulation for the 2011 Caulle eruption. Results for (a) 8 June at 09:00 UTC,
(b) 10 June at 04:00 UTC, and (c) 14 June at 06:00 UTC.. From Marti et al. (2017)

Some extra information that might be useful in case of volcanic eruptions regards

the prediction of the same cloud reported in Fig. 1.2, but according to the altitude

level. For example, the model used by Marti et al. (2017) can be used for this type of

analyses. Figure 1.3 reports the time evolution for two specific flight levels. Flight levels

is defined as a vertical altitude at standard pressure, nominally expressed in hundreds

of feet as reported in SID (2009). Reliable prediction models for the particle dispersion

are therefore of paramount importance for the decision of whether allowing flight or not

in a certain airspace area. In Figure 1.3 is labelled in red the area in which no flight

should be allowed: according to the CAA (UK Civil Aviation Authority), the threshold

of 2 mgash/m
3
air is the limit above which no flight for any reasons is allowed.

Besides natural causes, an important source of contaminant is related to man-related

activities. This particulate is generally related to the combustion occurrences, such as

transportation, plumes, domestic heating, and has an highly variable seasonal trend.

Specifically, winter has typically higher concentrations of man-made particulate. Further-

more, contaminants are very different in material, shape, dimension and source. In Lü

et al. (2012) there are detailed SEM pictures that report the shape of typical aerosols

dispersed in the Shanghai urban summer atmosphere, showing very different shapes. On

the top of that, a detailed chemical analysis of the contaminants is reported. The results,

focused on the Shanghai urban area, shows the particle size distribution is dominated by

a fine particle (from 0.1 µ m to 2.5 µ m) constituted by soot aggregates and fly ashes.

The size-segregated distribution is reported in Fig. 1.4.

Localized sources can have an high impact on the local distribution of particle dispersed

in the air. In the same fashion as volcanic ash may represent a very high concentrated area

the is superimposed to the local distribution, plumes or industrial emissions in general can

3



Figure 1.3: NMMB-MONARCH-ASH flight level ash concentrations (mass loading;
mgm−3) for the 2011 Caulle eruption before and after closure of the Buenos Aires (Ezeiza)
airport and air space. Results for FL50 (left panels) and FL300 (right panels) for (a) 6
June at 11:00 UTC, (b) 7 June at 04:00UTC, and (c) 7 June at 12:00 UTC. Safe ash con-
centration thresholds are shown (red contours illustrate “no flying” zones). From Marti
et al. (2017)

perturb the background concentration of particulate. Taiwo et al. (2014) Have studied

the variation in the particle mass average concentration as a consequence of the presence

of industrial activities. The study takes into account two neighbouring areas including

the effect of the wind to consider the downwind dispersion of the particulate. Figure 1.5

show the increase in all the investigated particle size due to the presence of the plants.

1.1.2 Fuel Contamination

Energy and climate change policies associated with the continuous increase in natural

gas costs pushed governments to invest in renewable energy and alternative fuels. In this

perspective, the idea to convert gas turbines from natural gas to syngas from biomass
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Figure 1.4: Mass concentrations of size-segregated particles collected in the Shanghai
atmosphere. From Lü et al. (2012)

Figure 1.5: Average mass concentration in µgm−3 in two sites to show the effect of the
industrial activity. The error bars represent the standard deviation. From Taiwo et al.
(2014)

gasification could be a suitable choice (Morini and Venturini 2012).

Biogas is a valid alternative to natural gas because of its low costs, high availability

and low environmental impact. Biofuel is produced with the anaerobic digestion of plant

and animal wastes and then burnt in gas turbine combustor. Although synfuels are

cleaned and filtered before entering the turbine combustor, impurities are not completely

removed. Therefore, the high temperature reached in the turbine nozzle can lead to the

deposition of contaminants onto internal surfaces. In 1.1 the Lower Heating Value (LHV)

of the synfuels and the fly-ash characterization are listed. The ash content is the part of

the volatile matter of the fuel that does not contribute to the combustion. At the same

time, the ash content represents the major contribution to the fouling issue. The chosen

fuels are wood poplar, cow manure, rice hulls, and tropical hardwood. In particular,

the fuel ash content, its chemical composition, and its relative softening temperature are

reported. The chemical composition is referred to the weight fraction of silicon dioxide
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SiO2, aluminum trioxide Al2O3, iron trioxide Fe2O3, calcium oxide CaO, magnesium oxide

MgO, sodium oxide Na2O and potassium oxide K2O. These data are obtained from the

Phyllis 2 database ECN. The composition refers to the ash generated by the combustion of

the related fuel and is referred to the dry condition. These oxides do not cover the entire

composition for each fuel, but these individual oxides are thought to be most important

in characterizing their physical behavior.

It is well known in the literature that the filtering efficiency in IGCC (Integrated

Gasification Combined Cycles) allows for some fouling in the hot stages Holt and Alpert

(2001). Therefore, the data from Tab. 1.1 are of paramount importance in order to

gather information on the nature of the particulate that is actually injected into the

turbine. The amount of particles effectively blocked by the filter is closely dependent on

the technology of filter employed. Further details regarding the concentration of particles

actually injected are reported in the next sections.

Table 1.1: Lower heating values (LHV) of the fuels and fly-ash material characterization
(material composition in terms of weight fraction, ash content refers to dry conditions).

LHV Tsoft Ash Oxides (wt%)

[kJ/kg] [K] [%] Na2O K2O CaO MgO SiO2 Al2O3 TiO2 Fe2O3

Wood Poplar 18190 1565 1.22 10 24.2 47.3 11.6 9.2 3.3 - 0
Cow Manure 16930 1516 8.89 5.9 9.4 32.1 9.8 19.8 1.51 - 0.9
Rice Hulls 12270 1673 23.4 0.1 1.2 0.2 0.2 95.6 2 - 0.1
Tropical Hard Wood 17250 1953 11.5 0.6 33.6 0.4 5.2 1.6 0.8 - 0.4

1.2 Land Based Gas turbines

Gas turbines operate by processing a very high amount of air, of the order of millions

of cubic meters per hour. Considering a concentration of particulate of 10 µgpart/m
3, it

is easy to derive that particles are ingested at a rate of tens of kilograms per hour. This

load of particulate justifies the employment of filtering systems that are placed with the

aim of cleaning the air processed by the machine. The selection of the proper intake

filtration system is a complicate process that should account both for the characteristics

of the environment in which the machine works, and the increase pressure drop compared

to the increasing in filter efficiency, as reported by Wilcox et al. (2011). Such systems are

responsible for cleaning as much as possible the air ingested by the machine.

1.2.1 Intake Filters

Without filters particles having a range from 0 up to more than 1000 µm, depending

on the location, could easily reach the inlet of the compressor and could impact against
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aerodynamic surfaces. The consequences of such impacts depends on the particle size,

with larger particles that tend to cause erosion of the aerodynamic surfaces and the smaller

ones that have higer probability to stick causing deposition. Both the phenomena will

be treated in detail in the next sections. In order to avoid such issues to occur, the air-

cleaning systems are typically composed composed of several stages, in what is commonly

described as Staged Filtration (see Wilcox et al. (2011)): no universal filter exists that

is able to remove the entire particulate matter from the air. The first stage is always a

”prefilter”, to remove erosive particles, rain, and snow and generally all the particles that

are bigger than 10 µm. Such filter is generally an inertial separator. The second stage

is usually represented by a low to medium-performance filter (effective for on finer-sized

particles) or a coalescer to remove liquids. The third stage is often an high-performance

filter able to remove the smallest particles. The exact sequence and the layout of the filter

is highly influenced by the site conditions.

The filter technologies that are commonly employed for intakes of power generation

power plants are summarized in Fig. 1.6. Sieving aims to block particles by reducing the

space between the filter fibers making it smaller to particle diameter. Particles is therefore

stuck between two fibers, as reported in Fig. 1.6a). Larger particles have a higher tendency

to deflect from flow stream due to their inertia, making them to impact against the filter

fiber Fig. 1.6d). Figure 1.6c) is relative to the diffusion mechanism, effective for the

smallest particles typically less than 0.5 µm in size, exploiting the turbulent fluctuations.

Smaller particles follow such fluctuations away from the main stream. This can lead to

impact with the fibers and particles are captured. The last mechanism typically exploited

is interception, that consists in following the flow until they touch a fiber in the filter

media and be trapped and held, see Fig. 1.6c). This is likely to occur for medium sized

particles that are too small to deflect from the streamline thanks to inertia but too large

to diffuse.

Figure 1.6: Filtration mechanism: a) sieving, b) interception, c) diffusion, d) inertial
impaction. From Wilcox et al. (2011)

The last mechanism, not reported in Fig. 1.6 is related to the electrostatic charge.

The mechanism is based on the attraction of particles to a charged filter. Filters always

lose their electrostatic charge over time because particles are captured on their surface
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occupy charged sites neutralizing their charge.

Filtration mechanisms, as suggested above, are always employed together to have the

most effective cleaning as possible. The outcome of such procedure is commonly referred to

as filtration efficiency, ηf . Such parameter is defined as the ratio between captured particle

mass with respect to the entering particle mass. Different filters have different filtering

efficiency whit respect to the particle size. This remark is reported quantitatively in Fig.

1.7, where the superposition of the effects is carried out to evaluate the total efficiency of

the stages. It can be noticed that the total efficiency of the stages is high above 1 µm and

below 0.01. In between there is a range of diameter in which a considerable amount of

particulate can easily make its way through the filters and reach the inlet of the machine.

Unfortunately, as it will be better explained in the following, such range of particles is

the one that is most likely to cause fouling.

Figure 1.7: Combination of filtration mechanism to obtain filter efficiency at various
particle sizes. From Wilcox et al. (2011)

1.2.2 Syngas Filters

In the previous paragraphs, the mechanisms at the basis of the air filtration have been

presented. In the analysis carried out, no effect of the temperature has been accounted for.

Nonetheless, each of the filter that has been realized for implementing the technologies

described in Fig. 1.6 has a different behaviour at high temperature. High temperature

filtration is required in case of syngas-powered machines, to avoid the ash that is inevitably

produced with the syngas to reach the combustor section.

The filters that are commonly employed in this piece of syngas-cleaning apparatus are

cyclones, candle filters, granular bed filters or electrostatic precipitators. As suggested by

Villot et al. (2012), cyclones are effective only with particles that are bigger than 5 µm.

At high temperatures the viscosity of the gas increases and therefore inertial separation

effect is reduced, causing loss of efficiency. The cons of this technology are related to the

ineffectiveness with smaller sizes: in the biomass gasification field, cyclones are usually
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coupled with ceramic candle filters de Jong et al. (2003) or sintered metals filters Hofmann

et al. (2008) to increase their efficiency with smaller particles.

Candle filters are arrays of ceramic, candle-shaped elements, with good filtration ef-

ficiency, near 100% for temperatures up to 800◦C de Jong et al. (2003); Hofmann et al.

(2008). The drawback of this technology is its fragility. A typical approach for filter

cleaning is the counter-current of clean gas: hot gas must be used to avoid cracks due to

thermal shocks. Cracks can also appear as a consequences of explosions inside candles

due to the simultaneous presence of dust and flammable gas (Sharma et al. 2008 ). Lastly,

residual particle deposit forms on the filter surface and leads to irreversible fouling, as

reported by Hofmann et al. (2008). To increase the reliability of such filters, metal filters

have started to be used. The alloy used in the candles can be operated at temperatures

up to 1000◦C, even if temperatures commonly seen in biomass plants are below 700◦C

( Sharma et al. 2008 ). The problem of filter fouling still remains, but deposit can be

completely removed by a backwash filter with sulfuric acid, as reported in Ghidossi et al.

(2009).

Granular bed filters is another option that is usually employed as an alternative to

candle filters: they can be easily adapted for high temperature and pressure, by choosing

the proper type of grain (Villot et al. 2012). Generally, the granular materials that

allows the operation at high temperature are made of ceramic such as alumina or mullite.

Regarding on the filtration efficiency of these devices, an expected value of 99% is reported

for diameters greater than 4 µm and 93% for smaller particles ( Sharma et al. 2008 ).

Electrostatic precipitators (ESP) are composed of two electrodes electrically charged.

Particles present in the gas are charged and tend to drift toward the earthed electrode

where they are neutralized Nair et al. (2003). Particles are collected by a rapping system

of the collecting electrode. Few data are available in the literature regarding the use of

this kind of filter to clean gases at high temperature and pressure. Recently, tests have

been conducted on tar removal present in the syngas at high temperatures ( up to 500◦C),

see for example Nair et al. (2003); Tamon et al. (1998). Pulsed corona discharges tests

have shown a removal of about the 60% of the total tar contained in syngas. Besides, ESP

converts heavy tars into lighter tars. High temperature and pressure operating ESP have

been tested by Rinard et al. (1987); Tassicker (1986): temperatures up to 1000◦C and

pressures up to 3.5 MPa have been reached. Temperature increases reduce the efficiency

of the ESP, whereas pressure increase has positive effect on its efficiency. The overall

efficiency is between 95 and 100% for the smallest particles. An interesting feature is that

the pressure drop across the filter is constant as the operating time increase, since there

is no clogging of the apparatus.
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1.2.3 Deterioration in land based gas turbines

As reported in section 1.2.1 and 1.2.2, the installation of filtering systems does not

prevent a considerable share of the particles carried by the air or the fuel to enter the gas

turbines.

A particle laden airflow has an higher tendency to cause compressor fouling, as sug-

gested by Suman et al. (2017). A fouled axial compressor has deteriorated aerodynamic

qualities, which causes the decrease in the air mass flow, in the efficiency and in the surge

margin. A reduced mass flow through the turbine, as a consequence of the reduced mass

flow processed by the compressor, entails a reduced pressure ratio of the compressor itself.

All in all, an increase in the heat rate and a reduction of the specific output are the major

drawbacks of compressor fouling.

As reported by Nicholson (1990) and Schurovsky and Levikin (1986) the axial com-

pressor fouling increases during the first 1,000 operation hours. During this period of

time, the gas turbine unit output and efficiency losses decrease exponentially and they

will tend to stabilize after 1,000 - 2,000 operation hours. Several are the degradation

mechanisms that affect compressor operation: Diakunchak (1992) listed the engine, and

particularly the compressor, deterioration according to these different categories:

• permanent performance degradation, which is not recoverable after overhaul and

the refurbishment of all clearances, replacement of damaged parts;

• performance degradation non-recoverable with cleaning/washing operations, but re-

coverable after overhaul;

• performance degradation recoverable with cleaning/washing operations.

All gas turbine experience performance losses over time caused by many different

factors such as erosion of blade surfaces due to particle ingestion, fouling due to airborne

pollution or oil vapors, blocking of cooling holes and labyrinth seals, and foreign object

damage. From the list above, deterioration is generally referred to as either recoverable by

routine maintenance actions or non-recoverable except by replacement of degraded engine

components.

The mechanisms that concur in degrading the performances of compressors and, more

generally, of gas turbines can be grouped in corrosion, erosion and fouling. Corrosion

and erosion tend to be classified as non-recoverable with cleaning/washing operations

while fouling is usually recoverable after on-line or off-line washing. From the work of

Diakunchak (1992), unrecoverable deterioration is usually less than 1%, increasing if heavy

fuels or synfuels are employed., as reported in Fig. 1.8.
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Figure 1.8: Relative mass flow variation with time. From Diakunchak (1992)

Figure 1.9: Cold-corrosion pitting on 403 Stainless Stell rotor blades (left, from Linden
et al. 2001) And hot corrosion on turbine blades (right, from Wing and McGill 1981 )

Corrosion

This work considers both the effects of erosion and deposition, but does not take into

account corrosion. This phenomenon, that will be briefly described here, is defined as the

loss of material from the surfaces of the flow path due to chemical reactions related to

aggressive deposits (e.g. salts, mineral acids or reactive gases). It is commonly divided in

”cold corrosion”, if it takes place in the compressor, and is due to wet deposits of salts,

acid and aggressive gases such as chlorine and sulfides. Hot corrosion is related to the

hot section, thus if the components affected belong to the combustor or the turbine. It is

known to be due to the presence of salts (e.g. sodium and potassium), mineral acids or

reactive gases (e.g. hydrogen sulfide or sulfur oxides).

Due to the importance of the issue, several strategies for tackling the problem have
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been developed over the years. Specifically, cold corrosion could be eliminated by coating

the compressor airfoil. Hot corrosion requires the interaction of the metal surface with

another chemical substance at elevated temperatures. To avoid such problem, nickel-based

coatings are employed (Sidhu et al. 2006).

Erosion

As suggested by Grant and Tabakoff (1975); Hamed et al. (2006), erosion, defined

as the abrasive removal of blade material by hard particles, is believed to be caused

by particle than greater than 10 µm in diameter. These particles will rebound on the

surface, removing a part of the substrate. Even if the amount of material removed per

impact is very small, high particle loads and long operating hours, as turbomachinery

usually present, eventually leads to changes in the geometry of the blade. This change

in geometry causes deviations in the air flow path (changes in the inlet metal angle) and

roughening of smooth surfaces. The problem usually manifests as pitting and cutting back

of the leading edges and thinning of the trailing edges, see Fig. 1.10. This last aspect

is particularly detrimental since it may result in blade failure even if this damage may

be beneficial to performance (Diakunchak 1992). Besides, erosion has different effects on

blades and vanes. Typically, eroded rotor blades have reduced solidity at the tip and vanes

are affected the most near the root. Particularly in the rotor case, the erosive particles

are centrifuged to the outer diameter of the compressor, increasing radial tip clearances

or sealing gaps and results in higher leakage flows.

Figure 1.10: Comparison of eroded and new compressor blade. From Heutling et al.
(2009)

The erosion problem in compressor has been studied numerically as well, for example

Ghenaiet (2012) studied sand erosion issues on the first compression stage of a turbofan,
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showing how different particle sizes have different impact location and stories in the

machine. First numerical analyses of erosion problems are dated back to 1975, when

Grant and Tabakoff (1975) presented a computational study using Monte Carlo methods

on compressor vanes and blades, and validating data with experiments.

A review of the effects of the erosion and the consequent surface roughness has been

pointed out by Bons (2010). He found interesting correlations between the roughness

levels and the losses at different Reynolds number: at low Re, roughness can eliminate

laminar separation bubbles (thus reducing loss) while at high Re (when the boundary layer

is already turbulent), roughness can thicken the boundary layer to the point of separation

(thus increasing loss). In the turbine, roughness has the added effect of augmenting

convective heat transfer. While this is desirable in an internal turbine coolant channel, it

is clearly undesirable on the external turbine surface.

As suggested above, cold erosion is not a primary issue in land based gas turbine,

since filters can block the biggest particles preventing major erosion on the compressor

side. Also in the hot section, the filtering systems described in 1.2.2 are able to block

the vast majorities of the contaminants. The erosion issues related to land based gas

turbines are mostly related to the power augmentation techniques by evaporative and

overspray fogging. These power boost techniques can be of help in reducing the heat rate

of the group and can give a power increase of up to 15 % depending on the environmental

temperature (Chaker et al. 2001). The injection of water droplet is therefore a commonly

employed technique, especially when the external temperature is high and thus the power

output derating is non negligible.

The parameter that is of concern the most in this case is the droplet size. According

to Bhargava et al. (2007), small differences in the size of droplets has major implications.

The authors proposed two different scenario, considering droplets diameters of 20 and

30 µm, respectively. The larger particle size (30 microns) size droplets will have 3 to 4

times the mass and force of impact (and thus higher erosion potential). Besides, larger

particles have 33% lower surface area/unit volume, lowering evaporation efficiency, a two

times faster fall rate (higher water drain amount).

Fouling

Land based gas turbines are affected the most by compressor fouling, as reported in

Fig. 1.11. Zaba (1980) analyzed the performance variation over time, showing the decrease

in output power and efficiency. From Fig. 1.11 it can be distinguished recoverable fouling

from not recoverable deterioration. It can be seen that, even after the washing events (for

example points 3 to 4), the initial values of efficiency and power output are not achieved.

The missing part is the non-recoverable erosion/corrosion that keeps increasing over time.
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Nonetheless, it can be seen that the greatest share of the performance losses is due to

fouling, that works up to ten times faster than the non-recoverable damage.

Figure 1.11: Variations in output and thermal efficiency as functions of lime when com-
pressor is fouled, and recovery obtained by cleaning. From Zaba (1980)

Fouling consists of deposit and buildup of material on the flow path surface, as reported

in Fig. 1.12 . Such deposits are likely to change the shape of airfoil, the airfoil inlet angle,

increase surface roughness. This results in a reduction in compressor performance, in

terms of reduced compressor discharge pressure, reduced compressor efficiency, increased

compressor discharge temperature, reduced power output, increase of heat rate of the

machine, slowing of shaft speed in multi-spool engines and onset of compressor stall or

surge. Among the others, the variation of roughness especially in the leading edge area

has a major impact on the surface performance.

Bammert and Woelk (1980) report that the rough blading causes shifting of the op-

erating points to smaller suction volumes and narrowing of the characteristic field from

the throttling line and rotating stall line. Interesting results on the effects of an increased

roughness (and increased thickness) on the performance map of the blade can be retrieved

from the work of Suder et al. (1995), and reported in Fig. 1.13. A rough coating has been

applied in precise locations on the blade to understand the areas that are more sensitive to

such issue. It can be seen that roughness increase on the suction side and on trailing edge

is more detrimental with respect to the increased roughness on the pressure side. The

entire coverage with rough coating is the worst in terms of performance degradation. The

NASA rotor 37 have been used as a test case, comparing their own numerical simulations
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Figure 1.12: Salt deposits on compressor blades, 18,000 hrs of operation. View on suction
side. Fewer deposits near leading edge and in the hub region. From Kurz and Brun (2012)

with experimental results.

Similar results have been obtained by Gbadebo et al. (2004), by placing emery paper

in precise locations on the blade as reported in Fig. 1.14 a-d. The roughness results

in loss of total pressure, especially in the hub-corner region with a marked increase in

the size of the separated region. Surface and flow visualization shows separation on

the suction surface/hub corner for the baseline blade and for the roughened blade, 1.14.

With roughness over the leading edge to peak-suction region, a larger 3D separation on

the suction surface and hubwall arises. The separated region is likely to be the cause of

the extra loss and deviation when compared with smooth blades.

When passing to the entire machine instead of a single cascade, the performance

map variation can be seen in Fig. 1.15. Morini et al. (2010) reported the variation of

compressor maps due to deterioration by using a stage-by-stage model. As can be noticed,

fouling causes a shift of the pressure ratio curve toward a lower corrected mass flow rate

value. The results of Morini et al. (2010) are confirmed by Diakunchak (1992), stating

that typically about 70% to 85% of all gas turbine engine performance loss accumulated

during operation can be related to compressor fouling.

The whole compressor analysis from the fouling standpoint reveals that not all the

stages are subjected to the same amount of deposit. For example, Tarabrin et al. (1998)

reports a 16 stages Nuovo Pignone MS5322 R(B) axial compressor operated for a long

time without washing. Only the first 5 to 6 stages are subjected to fouling. Besides,

blades report less deposit than vanes, probably due to the detachment effect related to

the centrifugal forces.
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Figure 1.13: Pressure rise characteristics for the rough coatings at design speed. From
Suder et al. (1995)

Few numerical investigations of single blades as well as multistage deposition issues

have been reported in the literature. A numerical investigation of a single compressor

blade has been performed by Suman et al. (2015), considering fouling on a transonic

blade. More recently, the numerical simulation of an entire subsonic compressor has

been performed by Aldi et al. (2018). In the same paper, the effect of the humidity on

the sticking model employed is shown, as well as the effect on the tangential velocity.

By considering these two effects, the numerical results show a good agreement with the

experimental results available in the literature (Tarabrin et al. 1998). What numerical

simulations have not been able to properly model yet is the relation between the amount

of material stuck in a certain location and the performance of the machine itself. In other

words, what is actually missing is a clear relation between deposit-induced local variations

and their effect on the flow field.

As above mentioned, fouling is considered a recoverable degradation mechanism. Com-

mon procedure for recovering from fouling events is the washing of the compressor (e.g.

Igie 2017; Suman 2015). Typically, water washing of the compressor can be conducted

either online (while gas turbine is in operation) or offline. The first method is realized by

injecting the cleaning solution into the compressor section while the engine is running in

normal operation. In offline washing, the cleaning solution is injected after the machine

is shut down and cooled, and it is running at sub-idle shaft speed. The advantage of the

first method over the last is the absence of down-time periods. A review of the different

method and cleaning solution is proposed by Mund and Pilidis (2006), showing how case
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Figure 1.14: Schematic diagram of stator blade with roughness a) full strip (leading edge
to peak-suction); b) full strip (midchord); c) 50% span from hub (leading edge to peak-
suction); d) full strip (near trailing edge) and Suction surface flow visualization on smooth
and roughened stator around leading edge/peak-suction at design point, Φ=0.51. From
Gbadebo et al. (2004)

specific is the best set-up of the cleaning procedure. It must be remarked that the recover

from fouling thanks to washing is very effective, as reported in Fig. 1.11: after offline

washing the power output recover can be as high as the 10 %.

Numerical simulation of washing have been performed as well. For example, Mustafa

et al. (2006) investigated water droplet (50 µm to 300 µm) flow pattern during on-line

washing of an axial compressor. The range of droplet sizes used in their simulations

is representative of the droplet dimensions used during online washing. The authors

stress the importance of injecting a range of droplet size: the first few stages of an axial

compressor, more prone to fouling than the last stages, should receive lower sized particles

(to have less erosion issues), while bigger droplets, which are less likely to evaporate,

should reach the back stages to perform cleaning of this area.

Hot section fouling effects in land based gas turbines are similar to the aero-engine

applications. The reader is therefore referred to the section 1.3 for further details on this

issue.
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Figure 1.15: Effect of gradual fouling on all the stages: non-dimensional pressure ratio vs
corrected mass flow rate. From Morini et al. (2010)

1.3 Aero-Engines

Aircraft following normal commercial routes and flight plans can fly through dust

clouds for intervals of time ranging from few seconds to several minutes, as reported by

Clarkson et al. (2016). During this time a large amount of particulate is ingested by the

engines. Ash clouds can carry particulate with concentrations as high as 250 mgash/m
3
air.

For a high thrust turbofan engine processing a mass flow rate of approximately 500 kg/s,

the resulting rate of ingestion of solid contaminant can reach the order of 1 kgash/s. The

presence of particles at cruising altitude or during take-off therefore poses a serious threat

to the operation of aircraft engines. The seriousness of this threat is highlighted by the

disruption brought to air travel by volcanic events in recent years Dunn (2012): Table 1.2

reports some of the most dramatic events of the last 40 years.

1.3.1 Degradation in aero-engines

The ingestion of particles inevitably brings about losses. Even if the size of the ingested

particulate is such that the particles follow the streamlines and do not impinge against

the blades, a certain amount of energy is lost due to the particles transport.

Both cold and hot section are affected by deposition. In this case, no filtering system is

placed in front of the intake, and therefore the rate at which particle are ingested is higher

than the land-based gas-turbines. On the other hand, the concentration of particulate,

unless encounter with clouds, is typically lower at cruising altitude with respect to the

ground. Another important fact to be accounted for is that most of the operating aircraft

are powered by turbofan or turboprop engines. In these two cases, part of the air does

not actually enter the core engine, but it contributes to the trust since it is processed by
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Table 1.2: Notable Volcanic Ash/Aircraft Encounters. From Dunn (2012)

Year Aircraft Engine Volcano

1980
Trans-America
Lockheed L-382

Allison T56 Mt. St. Helens

1982
British Airways
Boeing 747-200

R-R RB-211 Mt. Galgunggung

1982
Singapore Airlines
Boeing 747-200

P/W JT9-D Mt. Galgunggung

1985
Qantas

Boeing 747-200
R-R RB-211 Mt. Soputan

1989
KLM

Boeing 747-400
GE CF-6 Mt. Redoubt

1991
15 Separate encounters
in two-week period

RB-211,
CF-6,
JT9-D

Mt. Pinatubo

2010 Airspace Closed —
Eyjafjallajkull

(ay-yah-fyah-lah-yer-kuhl)

the prop or by the fan. Therefore only a share of the particles that are dispersed in the

captured streamtube are actually ingested into the core engine. Besides, the fan or the

prop have a centrifugal effect on the particles, centrifuging the bigger ones towards the

by-pass flow. The population of particles actually ingested is therefore different from the

one that is present in front of the intake of the engine.

In this section particular focus will be put on the effects of particle ingestion on the

hot part of the gas turbine, especially on the HPT. The effects on the compressor part

are similar to what already reported for land-based machinery, with the difference that

erosive particles can easily enter the intake, since no filter is placed.

Flights through volcanic ash are known to cause both erosion on the cold section and

deposit on the hot section engine. For example, the encounter of the BA009 - Boeing

747 200 with the Mt. Galgunggung eruption in 1982 causes initially power loss from

all four engines, while engine was flying at 37000 ft. Three engine out of four have been

successfully restored when the ash cloud was left, around 12000 ft. As the engine restarted,

the flight tried to climb again, but re-entered the cloud.

The inspection of the engine after the successful landing, has shown erosion of the

compressor and deposition on the HPT, as reported in Fig. 1.16. It can be seen that

deposition on the HPT is the most detrimental issue, leading to a reduction of the NPT

throat of the 10 %. This evidence is in agreement with the analysis proposed by Dunn

(2012) and summarized in Fig. 1.17. According to such analysis, conducted by injecting

19



Figure 1.16: Damage analysis from flight BA009: LP compressor stage 1 & 2 blades (left)
and HP NGVs from engine that could not be restarted after second ash encounter(right).
From Clarkson et al. (2016)

volcanic ash into operating engines, the relative importance of the individual mechanisms

depends upon TET value. If the TET is above 1283 K (that basically includes all the

current operating engines, Kyprianidis 2011), the main damage mechanism is deposition

of ash on the hot section components, mostly on the high-pressure turbine vanes.

Hot deposition happens since the particles following the core flow are heated through

the combustor. If the Turbine Entry Temperature (TET) is sufficiently high, particles

soften and can adhere to the surrounding solid surfaces. In general, the deposition of

particles can change the shape of the vane in an uncontrolled way. Particles sticking on

the first stage nozzle of the high pressure turbine result in an increase in aerofoil thickness

and roughness. The deposits can also clog cooling holes, if present, leading to the rise

of the blade surface temperature. In the most severe cases, as pointed out by Ogiriki

et al. (2015), this leads to a reduction in life due to thermal stresses, local overheating

and creep. The increased boundary layer displacement thickness - due to the increased

roughness and uncontrolled change in shape - and the build-up of the deposit can cause a

reduction in passage area and hence in the turbine capacity. This, in turn, can push the

compression system beyond its stability limit, making the risk of surge highly likely. The

prediction of deposition and rate, and of the deposit shape in the passages of high-pressure

turbines is therefore a pressing and important problem.

The shut-down risk is unacceptable for allowing scheduled commercial flight to take

place in case of an excessive ash concentration in the air. This remark is at the basis

of the safe-to-fly chart proposed by Rolls-Royce and reported in Fig. 1.18. The two

lines represent the mass flow of ash through an engine core for each ash concentration

in the atmosphere for two different flows (45 kg/s and 22.5 kg/s, representative of large

to medium civil turbofans at cruise). The mass flow of ash (y-axis) is the concentration

of ash in the environment (the x-axis) times by the ratio of mass flow of air through the

engine’s core to the density of air. Therefore, given the power and altitude, all the ash

concentrations of interest are on a diagonal line (as the blue and green lines). The events

in the top-right region of the chart are representative of failures reported in the past,

20



Figure 1.17: Potential damage mechanisms when traversing an ash cloud for an engine
with TET in excess of ∼ 2310 ◦ R (∼ 1283 K). From Dunn (2012)

either in test condition (Calspan tests, Dunn et al. 1994) or actually encounters (Tab.

1.2).

What is important to notice here is the different time scale of hot-section-deposition-

related failure events, with respect to the loss of efficiency of the land-based units due to

compressor fouling. The BA-009 event for example, reports a flight of about 7 minutes

into the cloud, before loosing the 4 engines in a rapid succession. This remark should be

considered when planning and designing numerical investigations of hot section deposition.

The time scale of the performance variation is not completely ”uncoupled” from the time

scale of the particle deposition phenomenon.
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Figure 1.18: Safe-To-Fly Chart, Rolls-Royce. No flight should take place at the right of
the green line (2 mg/m3). Yellow-shaded area is the uncertainty level that affect current
prediction models from MET Office. From Clarkson et al. (2016)
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Chapter 2

Computational tools and numerical

models

In this chapter the computational approaches that will be used in all the models will

be described. Besides, the geometries employed in the different cases will be explained

and experimental results for the flow field validation will be presented, where available.

2.1 Particle-laden fluids

Generally speaking, two different approaches can be used for the finite-volume based

CFD simulation of multiphase flows and, specifically, particle laden flows. In both the

cases, the carrier flow is solved by using a Eulerian approach and the difference regards

the fashion the particulate is treated. It can be treated from a Eulerian or a Lagrangian

standpoint.

The Eulerian-Eulerian approach treats both the gas and the particulate as a contin-

uous. The motion governing equations are derived by considering a control volume fixed

in the space and the contributions to the mass, momentum and energy conservation are

evaluated for fluxes incoming and exiting from such volume, as described in Gidaspow

(1994). This approach is particularly appreciated in terms of computational time and

is often employed when highly concentrated flows are considered. Indeed the effects of

the interactions (turbulence or particle-particle interactions) are easily accounted for.

Nonetheless this method has not been employed in this work, since it is not suitable when

detailed information regarding the impact parameters are required. Particularly, since

the Eulerian approach requires an average over the cell volume the impact characteris-

tic of the particles might be calculated erroneously. The contributions of incoming and

rebounding particles can be considered at the same time, returning an velocity that is
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actually wrong.

The Lagrangian formulation allows to calculate the path and motion of each particle.

Indeed, the trajectory of the particle is a variable that is derived by solving its equation

of motion. Particularly, a force balance is solved, and such forces are obtained from the

separate resolution of the flow field, as explained in Ouellette et al. (2006), in terms of

drag, lift, shear, diffusion, rotation and temperature gradient. This approach tends to be

computational expensive as each of the particle must be tracked individually (even if the

possibility of clustering is widely used to reduce the computational cost of this procedure,

e.g. Corsini et al. 2014), requiring very high computational times for high particle loads.

This approach is therefore largely used for diluted two-phase flows, where the particle-

to-fluid volumetric ratio is small. It is particularly appreciated for the detailed physical

description of the dispersed phase behaviour and especially when it comes to evaluate the

particle-wall interaction.

The discrimination between dilute and dense suspension and between one-way and

two-way coupling is related to the interaction the dispersed phase has with the turbulence.

Referring to the work of Elghobashi (1991), the quantities that is of interest in such

evaluation are here reported. The volumetric fraction of particles, Φp = NpVp/V , where

the subscript p label the particle-related properties, V is the volume (particle or particle

and fluid) N is the number of particles; S is the distance between neighbouring particles

and d is the particle diameter. Regarding the time scale involved in this problem, τp is

the particle response time (τ = ρ d2p/18 µg), τK is the Kolmogorov time scale and τe is

the large eddy turnover time. The time scale dependency upon the volumetric fraction of

particles is reported in Fig. 2.1.

Very low volumetric fractions (Φ < 10−6) identify the regime in which particles have

a negligible effect on the turbulence, meaning the particle dispersion depends on the

turbulent structures, but the vice versa does not hold. This regime is termed ”one-way”

coupling, meaning no effects of particles on turbulence are considered.

By increasing the volumetric loading (10−6 < Φ < 10−3), the turbulence is somehow

affected by the presence of the particle and it is therefore called ”two-way” coupling.

An extra remark should be highlighted here: lowering τp (e.g. smaller diameter for the

same particle material and fluid viscosity) increases the surface area of the particulate

phase, and thus increases dissipation rate of turbulence energy. By increasing particles

size, and therefore increasing particle Reynolds number Rep = (u − up)dp/ν to value

greater than 400, vortex shedding behind particles takes place enhancing turbulence. The

suspensions in these two regimes is usually referred as dilute. The third regime, with

higher particle loading, is referred to as dense suspension, and the ”four-way” coupling

should be introduced: the particle-particle interaction should be considered as well (in

addition to the former mechanisms).
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Figure 2.1: Map of flow regimes in particle-laden flows. From Elghobashi (1991)

Independently from the regime and the type of coupling, turbulent structures have

a major effect on the particle trajectory. Notwithstanding, the common practice in tur-

bulence modeling are RANS, that are known to model all the scales of the turbulence.

Some techniques must therefore be included to account for the turbulent dispersion. More

details on this feature will be provided in section 2.3

2.2 Lagrangian model

Throughout this work the Lagrangian, one-way model will be employed. Indeed, the

volumetric concentration of the particles, even in the worst case scenario, is such that Φ ∼=
10−7. Therefore, according to Fig. 2.1, the one-way coupling regime is sufficiently accurate

for the simulation. As already mentioned, the Lagrangian model implies a force balance

to be solved. Therefore, the Eulerian flow field is computed and then the Lagrangian

balance is solved, using the solution of the carrier flow as an input. Depending on the

fact that the simulation will be steady state or not, the flow field computation will be

kept frozen during the particle tracking or will be updated every time step respectively.

25



The force balance to be solved is reported in Eqn. 2.1:

dup

dt
= FD +

g (ρp − ρ)

ρp
+ FS + FB (2.1)

where up is the particle velocity, and therefore the left hand side is the inertial force per

unit mass (particle acceleration). Regarding the right hand side, FD is the drag force,

the second term is the buoyancy, FS is the Saffman Force and FB is the Brownian force.

These last two contributions are noticeable only whit very small particles and are generally

neglected in this work. The buoyancy is neglected as well since no dependence on the

orientation is allowed. Given these considerations, the most important among the forces

involved in Eqn. 2.1 is the Drag forces.

Therefore, the choice of the proper formulation of the drag terms represents the most

important step. The actual implementation is software-dependent and thus, since different

software suites have been used throughout this work, the differences will be reported. The

software used in this work are ANSYS-FLUENT, OpenFOAM and the code described in

Carnevale et al. (2015) that has been updated with the particle tracking feature. In all

the software, the same expression for the drag force is solved, and is reported in Eqn.

(2.2):

FD = 1
18µ

ρpd2p

CDReP
24

(u− up) (2.2)

where µ is the carrier flow viscosity, ρp is the particle density, CD is the drag coefficient.

The difference is in the calculation of the drag coefficient.

ANSYS-FLUENT calculates the drag term for spherical particles as reported in Eqn.

(2.3)

CD = a1 +
a2
Rep

+
a3
Re2p

(2.3)

where the coefficients a1, a2 and a3 are taken from Morsi and Alexander (1972). If the

particle Mach number is greater than 0.4 and the Reynolds particle number is greater

than 20, for the proper resolution of the particle motion the spherical drag law must be

corrected by the proper high Mach number term provided by Clift et al. (2005). Sub-

micrometric particle correlation is available as well, but is not used in this work.

In OpenFOAM, The term CD of Eqn. (2.2) is not continuous, but is chosen according

to the cases reported in Eqn. (2.4)
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CD =

⎧⎨⎩0.424Rep if Rep > 1000

24(1 + 1
6
Re

2/3
p ) if Rep ≤ 1000

(2.4)

The code of Carnevale et al. (2015) has been updated with the capability of particle

transport in either one-way or two-way coupling. Further details on this will be given in

the section 3.2. Concerning the drag force, the CD has been chosen as a function of the

ReP in agreement with the experimental data of Morsi and Alexander (1972).

2.3 Turbulence-particle interaction

The dispersion of particles in the fluid phase can be predicted using a stochastic

tracking model. The time-averaged flow field determines the mean path of particles,

while the instantaneous flow field governs each particle’s turbulent dispersion from the

mean trajectory. By computing the trajectory in this manner for a sufficient number of

representative particles, the random effects of turbulence on the particle dispersion can

be included.

One of the most used techniques to account for the turbulent dispersion, and applied

in this work, is the Discrete Random Walk (DRW), was firstly proposed by Gosman

and Ioannides (1983). Specifically, the velocity is perturbed with a vector in a random

direction, where the random value is chosen with a Gaussian distribution. This means

he DRW model assumes that the fluctuating velocities follow a Gaussian probability

distribution, implying isotropic turbulence. This approach represents the standard in

terms of turbulence-particle interaction in RANS.

The reliability of DRW in the prediction of the exact particle trajectory has been

questioned by some authors, for example Forsyth et al. (2016). In their work, the authors

highlight how the DRW tends to overestimate the actual deposition rate, as reported

in Fig. 2.2. The particle non-dimensional deposition velocity is defined as reported in

equation (2.5):

V +
d =

1

4

D

L

u

u∗

(︃
Cin

Cout

)︃
(2.5)

where D is the pipe diameter, L is the characteristic length, u∗ is the friction velocity, Cin

and Cout are the incoming and outgoing concentration respectively. The particle relax-

ation time is the inverse of the drag force (see (2.2)). The authors propose the Continuous

Random Walk model, Dehbi (2008): the flow is split in to isotropic and anisotropic at

27



Figure 2.2: Non-dimensional deposition velocity V+
d against τ+p for the CRW and DRW

particle deposition model. Grey area shows extent of key published data. Data from Liu
and Agarwal (1974) and From Forsyth et al. (2016)

y+=100. In the bulk region, fluctuating velocities are calculated from turbulent kinetic en-

ergy, while at the boundary layer the anisoropic turbulence is accounted for by extracting

statistics from DNS simulations.

From Fig. 2.2, it can be clearly seen that an higher deposition velocity is predicted

as the DRW is used. The authors suggest the passage to CRW for diffusion dominated

flows (lower non-dimensional relaxation time). The difference tends to be smaller as the

inertial regime is approached (for τ+p = 101). In this work, the vast majority of the

particles injected belong to the τ+p ≥ 100 regime, thus slightly affected by such difference.

No modification has been introduced to the DRW, since the error due to its application

in the inertial regime is very small. However, this represents a limitation of the current

analysis and efforts should be put in improving the modeling here presented.

Interestingly, Forsyth et al. (2016) reports how the passage from two equations k-ε

turbulence model to complex RMS models have shown very little improvement in terms

of deposition if DRW is applied. In this work, two-equations turbulence model (k-ε and

SST k-ω) will be used.
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2.4 Numerical domains

Four different numerical domains have been employed in this work, two of them for

showing degradation problem in the cold section and two the hot part. In this section,

such mathematical models will be described along with the boundary conditions and the

numerical solutions obtained.

2.4.1 Cold section test case

Two different test cases have been used for the evaluation of the cold section degra-

dation. The first geometry is a simple duct with bends, whereas the second is the NASA

ROTOR 37 test case. In the following each of the models will be described.

Duct with a bend

The first test case is a rectangular sectioned duct presenting two bends, reported in

Fig. 2.3. This shape has been chosen for being representative of the impact conditions

of a subsonic compressor, but the simpler geometry helps in building the grid and testing

the proposed models, keeping under control phenomena that might be hardly discernible

in case of complex flow structures as in a compressor. Besides, the geometry has been

realized keeping in mind the experimental validation (not yet carried out). The technical

design is therefore reported in this work (see 7.11) and is currently under development at

the University of Ferrara. The structured computational grid, chosen after a sensitivity

analysis, is reported in Fig. 2.4.

Figure 2.3: Numerical domain employed in this work.
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Figure 2.4: Computational grid used for the duct

In the evaluation of the different degradation processes, several flow conditions will be

tested. Nonetheless, in several cases and for validation purposes, the boundary conditions

reported in Tab. 2.1 are applied. The pressure jump across the nozzle has been imposed

to reach an inlet Ma of 0.35. Under these conditions it is assumed that on the wall under

investigation, that is the one labelled as target wall in Fig. 2.3, the flow conditions and

the particle impact characteristics are not too different with respect to a real subsonic

vane of an axial compressor, in order to show the capability and the applicability of the

models that are presented in the next sections.

Under the boundary conditions reported in Tab. 2.1, In this figure, the dimensionless

velocity (the local velocity divided by the inlet velocity) sampled along three different

sections is depicted. The inlet velocity is 120 m/s due to the inlet Mach number chosen

and the inlet conditions. The three measure lines are chosen to lie on the mid-width

section (25 mm from both walls in Fig. 2.3. For all the three section in the x-axis the

dimensionless distance from the upper wall is considered. For better understanding the

trends in the three section, the flow field is reported in Fig. 2.6. It is well clear that the

stagnation area due to the shape of the target wall causes the velocity to drop for the

higher distances to the upper walls in section A. Consequently, a jet develops at smaller

distance. Such high velocity stream is displaced towards the target wall after the bend.

The separation downstream the bend close to the upper wall does not vanish along the

straight section of the duct, and the flow remains detached in section B. The bend in

the opposite direction at the very end of the target wall displaces the high speed stream

towards the upper wall. The onset of the relative downstream separation can be identified

Table 2.1: Boundary conditions for the duct validation

Quantity Value

p 171,197 Pa
T 288 K

Turbulence intensity 1 %
Inlet

Turbulence mixing length 0.00117 m
Wall T adiabatic
Outlet p 101,325 Pa
Turbulence Model k ω - SST
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by looking at the low velocity area in section C at a dimensionless distance around 0.95

in Fig. 2.5.

Figure 2.5: Dimensionless velocity profile as function of the distance from the upper wall

Figure 2.6: Computational grid used for the duct

This duct will be employed for proving the models proposed in the cases of deposit

formation and deposit evolution over time in the cold section case.

NASA STAGE 37

This test case will be used for the erosion of the cold section. NASA stage 37 has

been rebuilt starting from the report by Reid and Moore (1978), where the coordinates

are reported. This stage is design for achieving peak efficiency of 0.840, at a mass flow

rate of 20.74 kilograms per second. The pressure ratios resulting at the peak efficiency

conditions were 2.00. The stage exhibits good stall margin (based on conditions at stall

and peak efficiency) at 70 and 90 % of design speed. The computational grid that has been

generated is composed of 3 different domains: inlet, rotor and stator, placing a mixing

plane interface in between. The result of the meshing procedure is reported in 2.7.
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Figure 2.7: Computational grid of the NASA stage 37

The numerical analysis (carried out with ANSYS FLUENT 13.0) started with the

reconstruction of the performance map of the stage, to validate the model and to give

input to stage-stacking techniques as the one proposed in Fig. 1.15 by Morini et al. (2010).

The performance map of the stage is reported in Fig. 2.8, calculated for 100% rotational

speed (17188.7 rpm). Reasonable agreement has been found between numerical data and

experiments, since the numerical curve is an offset of the experimental one

Figure 2.8: Comparison of numerical and experimental map for NASA stage 37

The flow analysis of the rotor has been therefore carried out at the best efficiency

point, that is the central point of the map 2.8, characterized by an pressure coefficient Φ

= 0.310 and a flow coefficient Ψ = 0.754 . For this point, the flow analyses have been

performed at the best efficiency point and the consequent Mach contour at midspan is
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reported in Fig. 2.9. Such point has been obtained imposing the boundary conditions

reported in Tab. 2.2. It can be seen that the typical compressor cascade flow structures

are correctly predicted from the simulation: the normal shock in front of the nose, the

passage shock and the thickening of the boundary layer downwind.

Table 2.2: Boundary conditions for the NASA best efficiency point

Quantity Value

p0 0 Pa
T0 288.15 K

Turbulence intensity 5 %
Inlet

Turbulence viscosity ratio 5
Wall T adiabatic
Outlet p 50000 Pa
Turbulence Model k ε - Standard Wall Functions

Figure 2.9: Blade-to-blade velocity field at the best efficiency point

2.4.2 Hot section test case

The test cases used for the hot section are the well-known LS-89 test case presented

by Arts et al. (1990) and the GE - E3 HPT nozzle(see Davis and Stearns 1985). The

numerical analysis of the transonic HPT-vane (LS-89) has been investigated firstly by

replicating the experiments of the tech report Arts et al. (1990), in order to validate the

solver and the geometry. For the ash ingestion studies, the set of boundary conditions

representative of flight at cruise is selected. The same procedure has been applied to the

GE - E3 HPT, but only subsonic conditions have been considered, given the fact that only

the mean section is considered. From the design, such vane section is indeed conceived to

work in subsonic conditions.
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Table 2.3: Boundary conditions for the solver validation flow field

Quantity LS - 89

p0 149,350 Pa
T0 420 K

Turbulence intensity 1 %
Inlet

Turbulence mixing length 0.0004 m
Wall T 298 K

Mis 1.02
Outlet

p 89,600 Pa

Throughout this work, only quasi-3D simulations of the vanes will be performed. Full

3D simulations are for sure an attractive options, but this work focuses more on the

development of techniques and numerical tool that are useful to be tested first on 2D

domains. The real geometry considering endwalls and cooling holes is an ongoing work

carried on by the turbomachinery group at the University of Ferrara.

The structured multi-block numerical grid developed is reported in Fig. 2.10. The

validation has been carried out using the boundary conditions for the flow field reported

in Tab. 2.3. The comparison in terms of shock position is reported in Fig. 2.11.

Figure 2.10: Numerical grid of the LS 89 HPT nozzle
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(a) Schlieren visualisation from Arts et al.
(1990)

(b) Numerical results for validation

Figure 2.11: Schlieren visualisation from Arts et al. (1990) and results of the simulation

The boundary conditions reported in Tab. 2.3 have been used for validating the

solver with the experimental data proposed by the author. When investigating each of

the phenomenon, the boundary conditions will be updated according to the case under

investigation. The table with the updated conditions will be reported in each section.

2.5 CFD suite

Different software have been used throughout this work, as disclosed in the section

2.2. For the NASA-STAGE simulation, the commercial package ANSYS-Fluent, version

13, has been chosen. Such software has automatic support for the Lagrangian particle

tracking. The erosion model was tuned by imposing the coefficients that will be described

in the 4.1.

For the analysis of the LS-89, in the deposit formation part (3.2), the CFD solver

employed was Carnevale et al. (2015). Such code has been updated with the particle

tracking procedure, that will be shortly described here:

For the implementation of the Lagrangian tracking, two grids have been used. The first

one is the numerical domain, in which the tracking have been performed, is a rectangular

domain. The elements are triangular and have the same areas. The second grid is the

physical one and it is the one in which the carrier phase is computed. The second grid

represents the projection of the first one onto the physical geometry of the vane through

suitable functions, to obtain a C-type grid. The functions used are firstly a transfinite

interpolation, to initialize the mesh. Then an elliptic smoothing based on a Laplace

equation is introduced in the sistem of Eq. (2.6), as suggested by Thompson et al. (1998).
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αxξξ − 2βxξη + γxηη = 0

αyξξ − 2βyξη + γyηη = 0

α = x2
η + y2η (2.6)

β = xηxξ + yηyξ

γ = x2
ξ + y2ξ

The relationships (2.6) describe a smooth distribution of computational coordinates

(ξ, η) in physical space (x, y). The set of equations (2.6), derives from a Laplacian operator

applied to the computational coordinates,as shown in Eq. (2.7). Since the unknowns are

the coordinates in the (x,y) space, the set of equations that project the computational

space into the physical one is the finite difference implementation of Eq. (2.6).

∇2η = 0 ∇2ξ = 0 (2.7)

The particle tracking is performed with the jump and walk algorithm by Mücke et al.

(1996) and described here briefly. The search starts from the element where the particle

is located before evaluating the movement (it can be seen as the initial condition from

the tracking standpoint). Once the calculation of the new particle position is performed,

three triangles are built using the final particle position and two of the three vertex of

the element. The areas of these triangles is evaluated and divided by the area of the first

element. The triangle with minimal area is used to identify the new element containing

the destination of the particle. This kind of algorithm is very computationally efficient:

with only three comparisons it can find the element containing the final position of the

particle.

The solution of the discrete phase and the tracking of the particles are sequential:

firstly the Lagrangian force balance is solved and then the tracking of the particle is

performed, once the final position is known. This allows the code to evaluate whether the

particle crosses the boundary of the domain.

For the modification of the boundaries as a consequence of the sticking, details of the

implementation are reported in 3.2 part.

OpenFOAM

Regarding the computation of the duct, of the LS-89, in the erosion and long-time-

exposure analyses, and for the GE-E3 the open-source software suite OpenFOAM (Weller
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et al. 1998) has been used. OpenFOAM (for ”Open source Field Operation And Ma-

nipulation”) is a C++ toolbox for the development of customized numerical solvers, and

pre-/post-processing utilities for the solution of continuum mechanics problems, includ-

ing computational fluid dynamics (CFD) based on the finite volume method (FVM). The

code is released as free and open source software under the GNU General Public License.

This suite has been chosen in order to have the more possible flexibility. Most of the

techniques presented largely rely on this flexibility modifying quantities that are difficult

to be accessed otherwise.

The codes used in this work are the versions 3.0.1 and 1606+. In both cases, mod-

ifications have been included for both the flow field solver and the boundary conditions

that are related to the particle-wall interaction.

The solvers sonicFoam and rhoPimpleFoam have been updated with the capability

of particle tracking, that does not come with the standard installation of the software.

sonicFoam is the transient solver for transonic/supersonic flows.

In sonicFoam, a non iterative method for handling the coupling of implicitly discretized

time dependent fluid flow equations is utilized. The method, known as PISO (for pressure

implicit with splitting of operators) Issa (1986) is based on the use of pressure and velocity

as dependent variables and is applicable to both the incompressible and compressible

versions of the transport equations. The main feature of the technique is the splitting

of the solution process into a series of steps where operations on pressure are decoupled

from those on velocity Marcantoni et al. (2012). rhoPimpleFoam is based on the same

PISO algorithm of sonicFoam, but it suggested for applications where lower pressure

jump are considered. In order to reach CFL greater than one, the SIMPLE algorithm

(from Patankar 1980) is included. The PIMPLE (merged PISO and SIMPLE) algorithm

is therefore employed.

The first solver (sonicFoam) has been used for the simulation of the turbine, and the

second for the bend (rhoPimpleFoam). Besides, the dynamic mesh algorithm has been

largely used for the morphing techniques, explained in the following . The particle sticking

has been translated in a boundary condition on the blade surface and the algorithm

takes care automatically of the spreading of the boundary displacement in the bulk of

the domain. Fluxes are updated automatically according to the new metrics, see Jasak

(2009).
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Chapter 3

Deposit formation

This chapter deals with the fouling primary mechanism, that is deposit formation.

The hot and the cold sections will be treated separately, and for each of them the models

employed will be presented. Three different approaches will be shown, two for the com-

pressor section and one for the hot part. The aim of this section is to identify the most

suitable technique to account for particle deposition and, mostly, with the effect such

deposition has on the flow field. Before the actual numerical modelling of the problems

(cold and hot section), a brief introduction on the physics of each phenomenon will be

given.

3.1 Cold deposition

The cold deposition will be evaluated on the bended duct reported in section 2.4.1.

Two different approaches will be presented, both of them with the aim of relating the

deposition of particles to a parameter that can actually affect the fluid flow in order to

be able to estimate the losses. Particularly, what has been named Microscale-Deposition

pattern and a porosity driven approach are presented here.

3.1.1 Physics and experimental evidence

Particles impinging onto the surface of a solid body can be reflected off the surface,

stick to the surface or penetrate into the bulk. Often, the impact of a particle on a surface

causes a deformation or destruction of both, the particle and the solid body. Only by

understanding both the interactions and the mechanical response of the materials to these

interactions can adhesion be understood.
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The summary of all the possible consequences of particle-surface impact in cold con-

dition is reported in Fig. 3.1. The map classifies the possible impact behaviour on the

basis of particle velocity and particle diameter.

Figure 3.1: Particle impact on a solid surface: Influence of impact velocity and particle
size on features of the interaction. Regions characteristic of certain impact phenomena
are shown. From Klinkov et al. (2005)

The several regions can be therefore classified according to:

• low-velocity impacts (1 to 100 m/s): in this region, smaller particle are known to

stick to the surface, though such process is thought to be stochastic. Adhesion

is governed by van der Waals, electrostatic forces and liquid bridging is known to

play a fundamental role, Tomas (2007). Larger particles (1 mm) typically bounce

on surfaces eroding them, or particle fragmentation may happen due to excessive

stress inside the particle as a consequence of the impact.

• ballistic impact and hypervelocity impact : (500 to 3000 m/S): very high speed impact

make solids to behave like liquids and locally, arising flow velocities are comparable

to and can exceed the sound speed of the material.

• cold spray : moderate velocities and moderate particle size, combined with ductile

materials, make the particles to deform and strong attach them to the surface. There

is a minimum critical velocity for this to happen.

Several approaches have been developed in order to model the actual losses of energy

upon impact and thus the sticking,rebound or erosion. Modeling has been developed

starting from the analytical perspective Johnson et al. (1971), in line with the Hertz

theory Hertz (1986). A more extensive review of the sticking models is reported in Suman
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(2015), but what can be concluded is that most of the models and the results reported

in literature do not provide a full understanding of the adhesion phenomena which is

responsible for the fouling mechanism. The experimental approach is therefore one of the

most employed method to obtain the sticking models and results available in the literature

are the basis for the sticking model in cold sections employed in this work.

3.1.2 Microscale deposition pattern

Over last years, several methods have been developed in order to study the problem

from the numerical standpoint. Examples of these techniques are the mesh morphing

approach and the added-roughness-and-thickness method (Suder et al. 1995). In this sec-

tion, an innovative procedure is proposed in order to evaluate the losses and the variation

in the fluid flow due to the deposits. Particularly, an algorithm capable of determining

the microscale deposition pattern has been developed. By using this methodology, a com-

prehensive analysis of the variation of the performance of the compressor over time can be

carried out. The deposition severity and the subsequent roughness variation can be kept

into account in a very detailed and precise fashion. Furthermore, this approach overcomes

the difficulties that may arise by using a mesh morphing technique. The computational

grid is not modified and thus its quality is retained, without re-meshing requirements, even

for large deposits. The local roughness variation is accounted for without extra-effort.

The procedure developed, shown here in deposition problems, can be easily extended

to erosion or even icing problems. The only parameter to be changed is the model that

takes care of the particle-wall interaction, using an erosion rather than an icing law.

As above mentioned, the reduction in performance in folued compressors is due to the

two main aspects deposition entails: variation of the roughness and variation in shape of

aerodynamic surfaces. Surface roughness and its increase are critical for several structures

of the flow field, e. g. the boundary layer separation, as pointed out by Bons (2010).

Such parameter is usually quantified using the equivalent sand grain roughness ks which

is proved to increase if deposition occurs, see Bons (2010).

For what concerns the effects of thickness variation, the reader is referred to Suder

et al. (1995), where an extensive analysis on this topic is carried out. The main conclusion

from that work is that the effect of the thickness increase is smaller if compared to the

effect of the increase in roughness.

In this work, the deposition problem is numerically investigated. Particularly, the

focus is on the actual microscale deposition pattern, deriving from the particle ingestion

and impingement on a surface. Very few contributions have been found in literature, with

regards to the variation of the flow field as a consequence of particle ingestion. Most of
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the studies report the variation of the flow field as a consequence of controlled and a-priori

changes in the shape rather than roughness. Experimental works on this topic have been

carried out by Suder et al. (1995) and Gbadebo et al. (2004).

Since the major effects of the deposition are related to the roughness increase, the

aim of the work is to quantify such variation in terms of ks. Indeed, the non-dimensional

value k+
s = ksuτ/ν was identified by Nikuradse (1933) in order to apply the roughness

effect on the flow field. Particularly, if k+
s > 70, the regime can be described as fully

rough and the loss coefficient is a function of ks only, whereas for 5 < k+
s < 70 both

Re and ks have an effect on the losses (transitionally rough regime). Computationally

speaking, the law of the wall is still valid in case of a rough surface, but the constant B,

from u+ = 1/κ∗lny+ +B, is dependent on k+
s .

For all these reasons, the equivalent sand grain roughness is of paramount importance

for predicting the losses related to a rough surface. When dealing with gas turbines,

various correlations have been employed to translate surface roughness parameters easily

obtainable by measurments (Ra, Rq, or Rz) into ks. The most used correlations are

reported by Bons (2010). As underlined by the author, the wide variability of such

correlations makes choosing the appropriate value for the application of interest a non-

trivial step. The variation in the predicted value of ks can be as much as a factor of 5 an

increase in the displacement thickness, see for example Cadorin et al. (2010).

Few guidelines in this track can be found in the work of Goodhand et al. (2016).

The authors try to overcome the uncertainty in the determination of the ks, or of the

ratio ks/Ra, with a very careful experimental campaign. Depending on the morphology

of the surface, peak-dominated rather than valley-dominated, mountainous rather than

rolling hills, the effect of the same Ra on the flow field can be dramatically different.

The shape of the boundary, in terms of roughness morphology, can be quantified by the

average roughness Ra, the roughness slope Rdq, the root mean square roughness Rq and

the skewness Rsk.

The roughness due to the particle deposition is therefore treated in the light of such

remarks. A new technique is suggested here in order to quantify the roughness in-

crease/variation due to the deposition. In particular the impact location is identified

and the growth of the boundary, due to the particle impact in such position, is stored.

The model proposed by Poppe et al. (2000), and successfully employed in estimating the

particle adhesion on single blade or multistage compressor by Suman et al. (2015) and

Aldi et al. (2017b), is used here. The outcome of such works has been proved to fit rea-

sonably well with what actually happens in compressors by the work of Kurz et al. (2017).

Nonetheless, it is important to note that the procedure proposed here is independent of

the sticking model or the particle type and size.

In order to evaluate the effects of particle deposition on the flow field, the procedure
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Figure 3.2: Outline of the procedure for the microscale deposition pattern detection

reported in Fig. 3.2 is implemented. As set out below, each of the following blocks will be

described in detail. What it must be remarked it is that the particle tracking is uncoupled

from the flow field solution. This is possible since the particle flow rate is low, allowing

the use of the one way coupling approach. More comments on this are reported in the

particle tracking-section below and in Suman et al. (2015).

In this section, the flow field is kept frozen and the particles are tracked on a fixed

flow. Then, referring to Fig. 3.2, once the last trajectory has been computed, the CFD

is run again after the modifications related to the computation of the statistics (more

details on this below. This implies a stepwise variation of the flow field for every loop of

Fig. 3.2.

CFD resolution of the flow field

The geometry employed in this work is reported in Fig. 2.3. This simple duct with a

bend have been chosen in order to be easily reproducible in an experimental campaign.

The boundary conditions are reported in Tab. 2.1, and they are representative of the first
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stage vane of a heavy-duty gas turbine compressor, entailing an inlet Ma = 0.35.

The software used for this analysis is the open-source CFD toolkit OpenFOAM R⃝-

v1606+. The calculations have been carried out on a structured mesh of 120000 elements.

The turbulence is accounted for in this work by using the k-ω SST model. The variant

available in OpenFOAM is based on Menter et al. (2003). It is implemented as High-

Re and therefore wall functions must be used for modeling the behaviour at the wall.

Standard wall functions are used for such a scope. The roughness effect, in the software

employed in this study, is introduced in the law of the wall for the turbulent kinematic

viscosity νt. The wall function for the turbulent viscosity is calculated as Eq. (3.1)

νt = ν

(︃
y+k

log (Ey+)
− 1

)︃
(3.1)

where y+ = C0.25
µ y

√
k/ν and k is the turbulent kinetic energy. Equation (3.1) holds both

for rough and smooth walls, but the difference in the two cases is the definition of the

term E. E is equal to the additive constant B in case of smooth wall (the hydraulically

smooth regime is valid as long as k+
s is smaller than 2.25). In case of rough wall, E is

given by Eq. (3.2)

E = B/
[︃
k+s −2.25

87.75
+Csk

+
s

]︃sin[0.4258(logk+s −0.811)]

(3.2)

where Cs is a roughness constant, it depends on the roughness type. It is usually assumed

to be equal to 0.5, and such assumption is used in this work. The former equation is used

for both transitionally rough and rough regime.

For what concerns the roughness of the target wall two different cases have been

considered. In the first case the wall was considered hydraulically smooth, and thus with

a ks = 0. In this case, the particle deposition occurs on a perfectly clean and smooth

surface, where no previous deposition has been imposed. In the second case, a roughness

has been imposed. Specifically, an operated blade surface was scanned by means of an

optical profilometer. Further details on this second case are reported in the sections below.

Particle tracking, impact and sticking

The size distribution, injected at the inlet of the domain, is chosen among the ones

likely to cause deposition on the compressor inner walls in a real application: a population

having a spherical shape with uniform diameter of 1 µm has been injected, with the same

velocity of the flow. Then, the tracking algorithm computes the particle trajectory keeping

into account the drag force only, with the formulation reported in section 2.2. The discrete
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random walk model is employed in order to allow for the turbulent dispersion.

When an impact with the boundary region of interest takes place, the sticking decision

has to be made. The sticking model, proposed by Poppe et al. (2000) and successfully

employed in estimating the particle adhesion on single blade or multistage compressor by

Suman et al. (2015) and Aldi et al. (2017b), is used here. The modification suggested by

Aldi et al. (2017a) to account for the relative humidity in the air has not been introduced

here.

The deposition model relies on the experimental sticking probability,Sp, trends re-

ported in Poppe et al. (2000). Particularly, a correlation between the impact velocity vn

in the normal to the surface direction and Sp is defined. This correlation varies according

to the particle diameter. In the present work, with a particle diameter equal to 1.00 µm

the equation for a normal impact velocity lower than 4 m/s is reported in Eq. (3.3):

Sp = −0.112vn + 0.99 (3.3)

and for higher impact velocity (4 − 90) m/s the equation is Eq. (3.4)

Sp = −6 10−5v2n − 6 10−4vn + 0.545 (3.4)

With this model, smaller particles have a wider range of normal impact velocity for which

impact with the blade surface becomes (with a higher probability) a permanent adhesion.

The modification introduced to the sticking algorithm is the stochastic evaluation of

the impact. Basically, in the analyses proposed by Suman et al. (2015) and by Aldi et al.

(2017b), the stochastic content of the model was translated in a threshold: if the sticking

probability of the particle Sp is above 0.5 the sticking happens, the particle is rejected oth-

erwise. Contrarily, in this work a Metropolis-Hastings algorithm has been implemented.

The sticking probability of the particle is compared with a randomly generated number

belonging to the range [0,1]. If the threshold is greater than Sp the particle is rejected,

otherwise it sticks.

Subgrid generation on the hit face

If the particle sticks, as decided by the algorithm in the section above, then such

particle contributes to the variation of the boundary of the domain. The collection of the

deposits on the boundary face is done by creating a 2D subgrid on the hit face.

Let’s suppose the computational face reported in Fig. 3.3 is the one affected by the

particle sticking. Since the grid is structured, and thus having quad elements as boundary,
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Figure 3.3: Procedure of subgrid generation on the hit face. From left to right, the wall
boundary face to be hit by the particle is considered. Hence an auxiliary grid is built to
increase the spatial resolution. In this way the computational face is divided into several
facets. The facet hit can therefore be identified and the stuck particle is stored. The next
particle hitting such boundary face will be piled over the previous one, accumulating the
volume if the same facet is stricken, otherwise a new build-up on the new facet is built

it is relatively easy to build a 2D subgrid onto a quadrangular boundary face. This is done

via the usual grid generation algorithms, e.g. via transfinite interpolation, by deciding the

number of divisions in the two directions, streamwise and tangential, as reported in Fig.

3.3. The extension of this approach to unstructured grids, and espressly to grids having

boundary faces that are different from quadrilateral, is beyond the aim of this work and

it is considered to be the next step of this method.

The tracking algorithm locates the particle impact point inside one facet of the so-

generated subgrid. The deposit in that facet is thus accumulated. In order to quantify

the contribution to the final build-up given by the particle under analysis, a piling law

must be assumed. In the current analysis, the height of the deposit on the impacted facet

is updated by summing to the already-formed build-up the incoming particle diameter.

This assumption is therefore representative of perfect particles piling. In this scenario, the

void fraction of the simple cubic packing assumed is ϵ = 0.476. The described procedure

is repeated until the entire amount of particle is tracked. The schematic of the final

boundary face, with the deposits accumulated on the facets, is reported in Fig. 3.4.

Statistics

The deposition pattern, after the procedure described in the previous paragraphs,

is very detailed and, depending on the fineness of the subgrid realised on the face, it

can reach the micrometric scale. Such amount of information can be used to compute

statistics, with particular regards to the roughness quantities.

In such a scenario, both the 3D roughness parameters, see for example Mainsah et al.

(2013), as well as the most used 2D parameters can be computed. This means that one

can easily derive the ”S” quantities (commonly related to 3D set of parameters) and

the ”R” quantities (usually referred to the 2D statistics) for each of the faces. To the
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Figure 3.4: Schematic of the surface for the roughness evaluation. The profile to be
analyzed is the surface given by the maximum between the base (smooth or rough) and
the deposition peaks for each facet.

authors’ knowledge, very few studies (if none at all) have been carried out for relating

the S-type parameter to the ks coefficient, used in the numerical analyses. Commonly,

the ”R” quantities are used when one has to deal with roughness. In this work, these

quantities are used for the evaluation of the deposit impact on the flow field.

Nonetheless being a detailed pattern of deposition available, the way the 2D parame-

ters are derived should be discussed. Since the 2D parameters must be evaluated along

the flow direction, and a single value per face must be calculated, average operations

should be realized. For what concerns the centerline average roughness Ra, Eq. (3.5) is

used. It can be easily verified that the result, if averaged over the grid rows, is exactly

the same with respect to the average amplitude of the surface Sa, reported in Eq. (3.6)

from Mainsah et al. (2013).

Ra =
1

lx

∫︂ lx

0

|z (x)− µ|dx (3.5)

Sa =
1

lxly

∫︂ lx

0

∫︂ ly

0

|z (x, y)− µ|dxdy (3.6)

where lx and ly are the face sizes in the x and y direction, µ is the mean value given by

(in the 3D case) :

µ =
1

lxly

∫︂ lx

0

∫︂ ly

0

z (x, y) dxdy (3.7)

47



Indeed being Ra, Sa and µ linear, the result is the same if the mean is calculated along

each row of the boundary sub-grid and by averaging these values or by calculating Sa.

The interchangeability of the parameter is not ensured if one considers the higher

order moments of the distribution, since the linear hypothesis does not hold any longer.

In this case, the 2D parameters are obtained by calculating such values row-wise (where

rows are aligned in accordance with the stream-wise direction) and then averaging those

values. The quantities of interests are the root mean square roughness Rq:

Rq,i =

(︃
1

lx, i

∫︂ lx,i

0

(z (x)− µ)2 dx

)︃ 1
2

(3.8)

and the skewness Rski, which can be interpreted as a measure of the departure of the

surface from symmetry.

Rsk,i =
1

lx,iR3
qi

∫︂ lx,i

0

(z (x)− µ)3 dx (3.9)

The kurtosis of the profile, the measure of the sharpness of the peaks, is not used,

since the work of Goodhand et al. (2016) does not relate the value of ks to this quantity.

The sharpness of the profile, or the fatness of the tails of the distribution, can be regarded

as a fashion for defining the slope shape. Among the others, a way for defining kurtosis is

that positive value of kurtosis are related to ”heavy-tailed” distributions, see for example

Taleb (2007). The first derivative variation of the profile slope is therefore related to

this parameter and it is expected to have a major influence on the ks. Unfortunately, no

experimental correlations have been found in the literature, so this quantity has not been

taken into account.

In order to find the parameter representative of the roughness profile slope within the

face, the ASME B46.1 relation has been employed. Particularly, the RMS slope of the

profile measured along the i− th subgrid row is evaluated through:

Rdq,i =

⌜⃓⃓⎷ 1

M

M−1∑︂
0

∆2
j (3.10)

where the filter ∆j is calculated using a 5th order Savitzky–Golay filter

∆j =
1

60δx
(zj+3 − 9zj+2 + 45zj+1 − 45zj−1 + 9zj−2 − zj−3) (3.11)

And δx is the row-wise face size. Consequently, the final values are obtained by
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Figure 3.5: Profilometer scan of an operated compressor blade

averaging among the rows the reported in Eqs. (3.8), (3.9) and (3.10)

When applied to a discrete case, integrals must be converted in summations. Further-

more, being the deposit height uniform inside the facet, the former equations are averaged

over the facet area. For example, the mean value takes the form of Eq. (3.12):

µ =
1

MN

M−1∑︂
0

N−1∑︂
0

z (m,n)
Aij

Af

(3.12)

Aij is the area of the ij− th facet of the boundary face f . M and N are the total number

of face divisions (i.e. number of facets) in the x and y directions respectively.

Wall roughness value

A second set of simulations has been carried out considering a rough target wall

(while the first CFD run with nominally ”clean” surfaces). In order to have the more

realistic profile as possible, an operated compressor blade has been scanned with an optical

profilometer (Talysurf CCI - Taylor Hobson). The scanned surface is reported in Fig. 3.5.

From that scanning, the profile reported in Fig. 3.6 can be extracted. Having such pro-

file, Ra, Rsk and the slope Rdq can be evaluated with the relations reported in paragraph

Statistics,and thus ks can be derived.
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Figure 3.6: Roughness profile of the compressor blade in Fig. 3.5

Figure 3.7: Roughness profile considered during the computation with rough walls. The
profile reported in Fig. 3.6, has been extruded in the tangential direction and imposed on
each one of the boundary faces hit by particles. The roughness profile can be regarded as
the deposit at the time the particle stick to the boundary face. This means the particle
just arrive will be piled above this surface.

When the wall has an imposed roughness, the procedure of Fig. 3.2 must be slightly

modified. It is indeed required the generation of the roughness pattern when the particle

deposits on the surface. In other words, when the particle hits the facet, it may fill a

valley or deposit over a peak depending on the wall morphology in that area. To get this

information, the peak-valley distribution must be created when that face is hit: the profile

reported in Fig. 3.6 is sampled and the corresponding sampled height is associated with

the facet. An example of this implementation is reported in Fig. 3.7. The curve resulting

by sampling the profile in Fig. 3.6 has been extruded in the tangential direction.
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Loop closure and influence of deposit on the flow field

Once statistics are computed, the characteristic of each boundary face is available. At

this stage, the faces affected by deposit will have ks value modified according to the law

proposed by Goodhand et al. (2016), and here reported for simplicity (see Fig. 3.8 and

Fig. 3.9). In Fig. 3.8, the variation in the equivalent sand grain roughness due to the

average slope is reported. The effect of the distribution skewness can be retrieved by the

law proposed in Fig. 3.9.

Figure 3.8: Ra/ks as a function of the roughness slope. From Goodhand et al. (2016)

Figure 3.9: Ra/ks as a function of the roughness skewness. From Goodhand et al. (2016)

Such a result is used in the set-up of the boundary condition for the next run. The

algorithm developed modifies the ks value in the turbulence boundary conditions. In

the software used, this variation reflects on the modification of log-law and thus on the

turbulent viscosity wall function. Especially, the value of E in Eq. (3.1) is modified

updating k+
s in Eq. (3.2). As suggested by Cadorin et al. (2010), extra care must be

taken when one has to deal with the imposition of the ks for the wall function. Specifically,

the nondimensional k+
s = ksuτ/ν should be always smaller than the y+. The unphysical
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behaviour, deriving by choosing an equivalent sand grain larger than the distance from

the wall of the first grid point, would make the results unacceptable. Thus, for the grid

employed in this work, the simulation is valid as long as ks ≤ 70µm.

The new field can therefore be computed with the changes due to such a remark. It

must be said that, theoretically, two different values of Ra/ks can be derived by using the

law reported in Fig. 3.8 or Fig. 3.9. The differences among the two different approaches

are reported in the next paragraphs.

Effects of deposition on the flow field

The deposits on a boundary face reporting deposition appears as in Fig. 3.10. In Fig.

3.10, the base is made of the computational grid used for resolving the flow field. The

novelty of this work lies in the subdivision of such face in facets. In Fig. 3.10, ten of

these subdivisions are reported, and the final area of the facet can reach the micrometric

size. This increase in the resolution of the wall deposition pattern is what allows the

statistics computation and a better representation of the roughness effect on the flow

field. The histograms are the piled particles that have deposited on each of the facets.

This represents the ”surface roughness” function.

Figure 3.10: Histogram representing the deposits on the facets

From such a pattern of deposits the quantities reported in the paragraph Statistics can

be easily computed. For determining the values to plug in as boundary conditions, the

laws proposed by Goodhand et al. (2016) in Fig. 3.8 and 3.9 are used, and particularly,

the Eqs. (3.13) and (3.14) are implemented.
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Table 3.1: Variation of roughness parameter and mass flow rate after deposition has
occurred. Roughness parameter variation are mean values.

Skewness Effect Average Slope Effect
∆Rsk ∆ṁ ∆Rdq ∆ṁ

Smooth wall NA NA + 15 % - 2 %
Rough wall + 1 -1% + 4 % - 1 %

Ra/ks = −3.36(Rdq) + 0.6 (3.13)

Ra/ks = −0.15Rsk + 0.091 (3.14)

Spherical particles have been injected in order to reach a total amount of 2 grams, of

which less than the 10 % sticks to the target. Table 3.1 reports the outcome of the tests

on the duct.

Smooth target

In the case of clean target, deposition occurs on a surface where the initial deposit

height is null everywhere. An example of smooth boundary face recording deposition is

reported in Fig. 3.10: it can be seen that the profile is strongly peak dominated. This

entails a positive skewness of the distribution, according to the definition proposed in Eq.

(3.9). It is required a long exposure period in order to have a negatively-skewed profile.

The issue related with positive values of skewness is the fact that the results proposed

by Goodhand et al. (2016) and reported in Fig. 3.9 are valid only for negative values

of skewness. The extrapolation to positive values of the law returns negative ks that is

obviously unphysical and cannot be accepted. As a consequence, in this case only the

effect of the slope variation is reported.

The deposition pattern on the target wall is reported in Fig. 3.11. The majority of the

target area is not affected at all by deposition: in the corresponding faces, no roughness

has been added and the profile remains smooth. Under these circumstances, only the

effect of the slope has been considered, as above explained.

The ks on the target wall varies from face to face. The average order of magnitude of

ks is of 10
−7. This value is related to the number of particles that deposits on each face.

Such a value of the ks is given by a slope Rd that varies in a range [0.5,1]%. The Ra on

the faces affected by deposition is of the order of magnitude of 10−8.

The reduction in mass flow rate due to deposition on compressor surfaces is a well

known phenomenon. The flow rate coefficient reduction is indeed known to decrease as the
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Figure 3.11: Deposition pattern on the target wall after the 2 grams of particulate has
been tracked.

surfaces become more and more deteriorated, as found by Syverud (2007). Experimental

analyses reporting the variation of the mass flow rate, as the roughness increases, are

reported by Bammert and Woelk (1980). The Authors report a loss of flow rate of the

10% for an increase in the ks/l from 0 to 10−3, where l is the chord. The values found here

are in good agreements with such remarks: the difference in the mass flow rate elaborated

by the duct is of the 2%.

Rough target

The roughness parameters of the profile reported in Fig. 3.6 are: Ra = 3.6µm,

Rsk = −0.82 and Rdq = 0.11. With these values, from Eqns. (3.13) and (3.14), ks is

computed. The two cases are slightly different, since the ks computed with the skewness

value is 13.9 µm, whereas the slope returns a value of 18.1 µm. In this case, both the

skewness and slope variation effects have been analyzed. The resulting deposition pattern

after the exposure to 2 10−3 kg of particles (equivalent to more than 1.5 106 particles

tracked) is very similar to Fig. 3.11. This means that the tracking of the particles can be

considered statistically independent from the turbulence standpoint.

For what concerns the skewness effect, the computation of the flow field and of the

particle tracking is set-up with an equivalent sand grain roughness of ks = 13.9µm, as

above mentioned. Deposition happens in such a fashion that the profile is always more

peak dominated, leading towards positive values of Rsk. By taking a look at Fig. 3.9,

as Rsk increases the ks increases (the ratio Ra/ks decreases). Then, an higher values of

the ks is expected, and this is what actually occurs: the maximum ks found is equal to

42.5 and in general is higher for all the faces affected by deposition, with respect to the

ones that do not record particle sticking. The reduction in the flow rate is around the 1%

when the skewness effect is considered.
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The average slope roughness variation follows the same trend of the skewness, evolving

from the 11 % to values around the 15 %. This sharp rise pushes the ks values close to

40-50, that is roughly 20-30 times Ra, as one can see from Fig. 3.8. The reduction in

the flow rate is very similar to the one reported for the skewness effect. For few faces the

slope has been found to overcome the value of 20 %. In such cases, from Eq. (3.13) a

negative value of the ks would be predicted. The value of ks has been bounded to 50 in

that occurrences.

Final remarks

In this section, a novel technique for the numerical prediction of the roughness variation

due to particle deposition has been proposed. The algorithm that has been employed

here relies on the generation of a subgrid on the face hit by the particle. Deposits are

accumulated in such facets providing a detailed evolution of the surface shape. Statistics

can be computed and the fluid-dynamics parameters for the roughness computation. It is

interesting to note that, by using the proposed approach, the fact of having a non-uniform

sand grain roughness distribution over the compressor surface can be easily considered.

The deposition pattern on the blade leads to Ra and consequently to ks local changes:

this method is proved to be suitable for taking into account such variations. This provides

a powerful tool in the analyses of the effect of deposition on fluid flow, allowing for a local

representation of the roughness variation.

A simple test case has been illustrated with the aim of showing the potential of the pro-

posed technique. Both a smooth and a rough wall have been investigated, demonstrating

that the technique is robust to the initial conditions of the target. In order to characterize

the target wall roughness, the surface of real compressor blade has been measured.

The deposition has been found to heavily affect the flow field with differences up to

the 2% in the flow rate with respect to the smooth wall.

The technique proposed here is therefore suitable for the variation of the ks only when

the boundary layer thickening is the responsible for the drag. No premature transition

effect can be accounted for, as suggested by Goodhand et al. (2016)

3.1.3 Porosity driven approach

In this section, a different procedure is proposed in order to evaluate the losses and

the variation in the fluid flow due to the deposits. Specifically, as the deposit grows, it

is assumed it forms a porous medium attached to the wall. The porosity of this zone

(related to the packing of the particles and to the amount of particles that sticks in to

55



Figure 3.12: Particular of the target

a zone) is responsible for the deposition-induced losses. Different approaches to compute

such losses are proposed and discussed. By using this methodology, the two main effects

of fouling (variation in roughness and in shape of the airfoil) can be easily included in a

comprehensive analysis of the variation of the performance of the compressor over time.

Furthermore, this approach overcomes the difficulties that may arise by using a mesh

morphing technique. The computational grid is not modified and thus its quality is

retained, without remeshing requirements, even for large deposits.

The loss in performance, as already explained above, can be thought as related to two

different effects of deposition: a macroscopic variation in shape or a microscopic variation

in roughness Suder et al. (1995). Surface roughness and its increase are critical for several

structures of the flow field, e. g. the boundary layer separation, as pointed out by many

authors, e.g. Bons (2010); Goodhand et al. (2016). On the other hand, uncontrolled

macroscopic variation in shape are well known to change the blade performance, causing

an increase of the blockage and varying the aerodynamic load of the blade.

The approach proposed here tries to overcome the distinction above outlined, starting

from the observation of actual deposits in compressor like conditions, obtained with a test

bench specifically designed at the University of Ferrara (some detail in 7.11). Specifically,

the macroscopic and microscopic scales are considered under a different standpoint.To

better understand the line of reasoning proposed here, some experimental evidences are

reported. These have been obtained by means of a test bench that has b, 1 mg of fine

Arizona Road Dust was injected with a inlet velocity of approximately 40 m/s. Such

stream (with a concentration of roughly 50 µg/m3) has been directed in the normal to

the surface direction against a flat stainless steel surface with controlled roughness. The

resulting deposition, see Fig. 3.12 and 3.13 is very similar to the one that can be found

in actual operated compressor, see for example Kurz and Brun (2001). The resulting

deposition has been analyzed with a SEM and reported in Fig. 3.14.
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Figure 3.13: Stereo-Microscope close-up of the target

Figure 3.14: SEM image of the deposit on the target

The entire procedure is based on the one proposed by the authors in the section 3.1.2

but varies largely in the evaluation of the particle deposition effects (the statistic box in

Fig. 3.2 is completely different).

The procedure reported in Fig. 3.2 is absolutely general and is thought as applicable

to all the components of a turbomachinery (e.g. blades, annuli, ducts, combustor). The

support for high fidelity simulations is intrinsic in the methodology itself, since the mesh

quality is always retained. In this work the algorithm has been applied on a simple duct

with a bend, as explained in section 2.4.1. The unidsturbed flow field has been obtained

under the boundary conditions reported in Tab. 2.1. with a k-ω SST turbulence model.

Once the convergence of the numerical simulation of the flow field has been achieved,

a steady-state particle tracking is performed on the frozen flow field. A population of

spherical particles having an uniform diameter of 1 µm has been injected at the inlet
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of the domain, with a random spatial distribution. The concentration of the particle

considered for this study is 40 µg/m3 which is a value representative of a relatively high-

contaminated area Temime. It must be noticed that the duct is exposed directly to the

concentration that is present in the air, as if there were no filtration systems placed at the

intake. This would imply more detrimental results with respect to the actual conditions.

In case a filtering system is employed, the filtering efficiency can be as high as 99.9999 %

for smallest particles (see Perullo et al. (2015)).

The particle tracking follows the above mentioned lagrangian approach: the CFD

solution of the flow field is employed to solve a force balance on the particles Zhang and

Chen (2007).

Impact analysis and deposit storage

The novelty of this work resides on the fashion the sticking is treated and on how the

consequences are evaluated, and this is the subject of the current section. When an impact

takes place, the particle sticking probability Sp is calculated: the reader is referred to the

section Particle tracking, impact and sticking for more details, since the same procedure

has been employed here.

Particularly, a two level grid technique is employed, considering one grid for the flow

field computation and a second, finer one for the particle sticking location. The term

”subgrid” or ”auxiliary grid” will be used when refferring to the finer grid generated on

the computational boundary face on the wall. Such subgrid is generated when an incoming

particle hitting the wall face is forced to stick there. Such auxiliary grid is therefore built

to increase the spatial resolution for evaluating more accurately the deposit shape. In

this way the computational face is divided into several facets. The subgrid is a structured

quad grid realized with a transfinite interpolation algorithm Thompson et al. (1998). The

facet hit can therefore be identified and the stuck particle is stored. The next particle

hitting such boundary face will be piled over the previous one, accumulating the volume

if the same facet is stricken, otherwise a new build-up on the new facet is built.

Porous medium coefficients and porosity of the deposit

Three different porous medium models are available in the software used for the nu-

merical analysis: DarcyForchheimer, fixedCoefficient and powerLaw. All the three mod-

els work by adding a sink term in the momentum equation. In this work, the Darcy-

Forchheimer model Nield et al. (2006) has been used. Such model represents the sink

term of the momentum equation in case of inhomogeneous medium as in Eq. (3.15):
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Si = −
(︃
µDij +

1

2
ρ |u|Fij

)︃
ui (3.15)

where Si is the source term (negative since it is always a loss) of the i − th component

of the vector equation, Dij and Fij represent a 3 by 3 matrix with respectively the Darcy

coefficients [1/m2] and the Forchheimer coefficients [1/m].

The Darcy-Forchheimer model has been preferred to the others, since it is a more

spread approach for the simulation of porous media. The values of the coefficients for

packed particles are known and are typically given as a function of the particle mean

diameter an the porosity Mukherjee et al. (2018). One relation that is commonly employed

is the Carman-Kozeny relation (3.16), form McCabe et al. (1985):

K =
d2pϵ

3

180(1− ϵ)2
(3.16)

where K is the permeability of the medium, dp is the particle diameter and ϵ is the

porosity (the pore volume-bulk volume ratio). The Darcy coefficient is closely related to

the permeability, since it can be calculated as its opposite: D=1/K. The particle size is

uniform and equal to 1 µm and the porosity of packed spheres used here is ϵ= 0.476.

Darcy’s flows are all the flows in which the inertial effect are not important, meaning

a Red = |u|dp/ν < 10 Mukherjee et al. (2018). In the application tested in this work

and, more generally, compressor like conditions imply Red that can be greater than such

threshold. All these types of flow are known as non-Darcy flows, and thus the Forchheimer

coefficient should be considered as well. Several correlations exist for the estimation of

the Forchheimer coefficient, and in this work the Ergun equation is employed, see Eq.

(3.17)

F =
1.75

dp

1− ϵ

ϵ
(3.17)

where the constant 1.75 is purely empirical and is taken from Nemec and Levec (2005).

After the tracking of all the particles injected, for each of the boundary face that

recorded particle sticking a distribution of deposit can be retrieved. Such distribution

can therefore be used to gather information about the level of filling of the boundary cell.

Two different approaches for the porosity evaluation has been considered at this stage.

Specifically, a local reference of frame aligned with the face edges can be built, and the

distribution can be projected along one of the axis on the face of the boundary cell. As

reported in Fig. 3.15, the deposit projection will cover only a part of the ”normal-to-the-

flow” area (assuming, for example, the flow aligned with the Cy direction). Considering
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Figure 3.15: Projection of the porosity along the axis. In dashed blue one normal-to-the-
wall face of the boundary cell, in dashed red the projection of the deposits

only such component of the porosity will entail the porosity coefficients matrices to be zero

everywhere but in the second element of the diagonal (y-direction). Having the reference

of the porosity oriented with the boundary face helps in considering only one element of

the matrix, assuming anisotropic porosity of the medium. This is a simplistic assumption

related to fluid-dynamics considerations, since the main flow is directed normal to the only

direction where porosity is applied. Keeping into account other directions is considered a

next step in this track.

The last step in order to have the coefficients properly set-up is to consider the quote

of the frontal area (to the flow, so the area normal to Cy) that is actually occupied by

the porosity. As one can consider from the sketch reported in Fig. 3.15, only a share of

the computational cell face is actually occupied from the projection of the porosity. This

means that imposing the coefficient as they are calculated with eqns. (3.16) and (3.17)

may overestimate the porosity of the cells, since the cell will be considered as completely

full of deposits. By weighting the porosity on the part of area actually occupied by the

deposit itself, the real porosity can be retrieved and that value can be imposed over the

cell.

In order to evaluate different approaches to compute the porosity effects, two ad-

ditional methods have been implemented. Firstly, instead of weighing the porosity by

considering the fraction of frontal area occupied by the deposit, the volume of the cell

will be considered. In other words, the percentage of cell volume which is actually filled

up with deposit will be considered.

The last method that will be shown here considers the losses induced from the variation

of the log-law related to the porosity. Indeed, one can imagine that porosity, besides

creating blockage itself, affects the turbulent structures in a fashion that is similar to the

surface roughness effects. This remark is formalized in the DNS analysis of a channel
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Figure 3.16: Effects of different porosity height on the turbulent structures. Solid line
is for impermeable wall. Different height of porous layer have no effects on the log-law.
From Rosti et al. (2015)

flow with a porous layer on the walls proposed by Rosti et al. (2015). In their work, the

authors analyze the effect of the porosity on the non-dimensional velocity both in terms

of porosity and height of the porous medium. Having a constant porosity value, in this

case the focus was put on the influence of the porous layer height on the law of the wall.

The results in Rosti et al. (2015) are reported in 3.16.

Figure 3.16 reports the variation of non-dimensional velocity difference (mean velocity

minus the velocity of the flow at the porous layer interface). The porosity influences the

law of the wall especially in the logarithmic region. In Rosti et al. (2015) it is reported

that the log-law reported in Eq. (3.18), representing the solid line,

(ū− Ui)
+ =

1

κ
lny+ +B+ (3.18)

where ū is the mean velocity, Ui is the velocity at the porous layer interface, κ is the von

Karman constant equal to 0.41 and the constant B+ is equal to 5.56, is still valid for the

porous cases. Equation (3.18) still holds if the constant B+ is assumed equal to 4. The

form of the log law implemented into OpenFOAM is slightly different from the former

expression and it is reported in Eq. (3.19)

ū+ =
1

κ
lnEy+ (3.19)

The value E, in order to have the equality of the impermeable-wall log law of Eq.

(3.18), is equal to 9.8. By combining the two different formulation of the log law, it is

immediate to derive the value of E in terms of B+, that is reported in Eq. (3.20).
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E = eκB
+

(3.20)

The change in the value of E to match the new logarithmic profile of nondimensional

velocity is 5.16, from Eq. (3.20) with B+=4.

Two assumptions have been considered in this work, when applying the variation of

log-law profile. In order to quantify the losses the boundary layer variation due to porosity

induces, the velocity at the interface Ui has been assumed to be zero. Besides, no thickness

of the porous layer has been accounted for in this case. The so-applied method is therefore

insensitive to the actual amount of particulate deposited on the wall. On the boundary

faces of the cells that are marked as porous, the modified form of the log-law is applied.

Effects of deposition on the flow field applying the porosity method

By applying the above listed boundary conditions (see Tab. 2.1) to the current prob-

lem, a resulting flow rate of 0.03 kg/s has been obtained. This will be the reference against

which the effect of the deposits with the proposed model will be compared.

The cells that are affected by deposition, and are therefore marked as porous, are

mostly grouped in the bottom area and the top of the target face. There is no deposition

recorded for a considerable part of the target wall (in correspondence of the high velocity

area). The cells that are affected by porosity are represented as solid boxes in 3.17. The

pattern is symmetrical with respect to the mid-width of the target wall. Each of such cells

is given a porosity via the Darcy and the Forchheimer coefficient, calculated as above.

With the current set-up, the average Red recorded is around 5. Such conditions is at

the limit of the validity of the Darcy’s flow regime. To avoid underestimating the porosity,

the Forchheimer term is calculated as well. This term is multiplied by the velocity squared

in Eq. (3.15), and so it becomes relevant only when the velocity is high.

With the models and the conditions described in this work, the amount of foulant

ingested is representative of 15 hours of operation, where the concentration of 40 mg/m3

is directly injected at the inlet of the domain. After such exposure time, the dust ac-

cumulated over the target wall according to the model of Poppe et al. (2000) is roughly

the 10 % of the total mass injected. This is quite an high value if compared to common

compressor applications Kurz and Brun (2012) considering a Stokes number of roughly

0.1. It must be remarked, though, that the streamline curvature of this case is quite high

if compared to an axial compressor. With this configuration, the density of particle per

face (boundary face of solid boxes in Fig. 3.17) is 1156.
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Figure 3.17: Pattern of the porous cells on the target faces. The solid boxes are the cells
that are labelled as porous

Areal approach

The deposit is therefore converted to an index representative of the amount of the

average frontal area occupied, as depicted in Fig. 3.15. The deposit projection represents

around the 2.5% of the frontal face, with a maximum of 12%. Therefore the Darcy and

the Forcheimmer coefficients obtained with Eq. (3.16) and (3.17) is to be multiplied by

such coefficients. The Darcy coefficient as calculated from Eq. (3.16) is of the order of

1014, and thus the 1% is around 1012. The Forchheimer coefficient (Eq. (3.17)) is much

lower being around 106.

By imposing such porosity, properly averaged, the flow field changes significantly.

The velocity pattern on the cells that share a face with the target boundary is reported in

Fig. 3.18, before and after the imposition of the porosity. The flow direction is upward.

The undisturbed flow field (left hand side) shows the same pattern as described in the

Microscale deposition pattern section, and reported in 2.6. Figure 3.18 right shows the

relevance of the porosity induced by the deposits, making the flow-field pattern to be

highly different from the undisturbed one. The low-velocity areas correspond to the

deposits of Fig. 3.17. The stagnation area in the bottom of the target wall is enlarged

due to deposit presence and becomes very irregular. The following high velocity area is

highly affected by such irregular effects. The velocity returns to be uniform just before

the end of the duct, where the next fouled region (the one close to the tip) affects the

flow field disrupting the uniformity and inducing extra losses.

In terms of induced losses, the proposed algorithm reports a reduction of the mass

flow rate of about the 5.5 %. Such losses are at least two times bigger with respect to the

expected losses related to this case. Indeed, by considering the results from the previous

approach, that are in agreement with some results in the literature, e.g. Bammert and

Woelk (1980), show a reduction in the flow field that is slightly smaller. The order

of magnitude of the reduction is around the 1 %. The algorithm as proposed predicts

therefore high losses, for sure higher than the experimental values. In order to build

an approach that is useful for actual compressor fouling calculation, the losses predicted
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Figure 3.18: Pattern of velocity on the cells that share a face with the target boundary.
Before deposition (left), and after porosity application.

should be lowered by extra considerations.

The projection of the deposit on the face normal to the flow as suggested in the

previous paragraphs is an assumption that highly increases the actual amount of foulant

deposited on the blade. Such operation would indeed ”extrude” the maximum values of

the deposits along the line to which it belongs. This procedure overestimates the overall

deposit, since the maximum value is assigned to the entire line.

Volumetric Approach

A more accurate estimation would rely on the computation of the actual volume

occupied by the deposits with respect to the volume of the cell under investigation. The

degree of filling of the cell is the reduction factor to be applied to the porosity. From the

same application reported above, the difference in the two cases have been computed.

By comparing the multiplication factor of the porosity (that are the degree of filling

of the frontal area for the first case and the degree of filling of the cell for the second)

some differences arise. Such multiplication factor is 100 to 2000 times smaller for the

”volumetric” approach with respect to the ”areal” one. This reflects directly on the value

of the porosity coefficients D and F. The values of such coefficients is lowered from the

order of magnitude of 1012 to 109÷10. The volumetric filling reduces therefore the resistance

of the porous medium to the flow, but it entails also the loss of some information. Indeed,
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considering the projection on one face, the direction of the operation was relevant, with

the volumetric approach it is not important. Therefore, the anisotropy that is conserved

by the areal method is lost here.

The effects the volumetric approach entail are rather small if compared to the variation

in the coefficients. Three order of magnitude in the reduction of porosity translates in

just a 0.2 % in mass flow rate variation: the overall variation in the mass flow rate if

compared to the clean case is about 5.3 %. The velocity pattern on the target wall is

qualitatively similar to Fig. 3.18-right.

Log-Law Approach

Both the above-mentioned approaches are responsible for a generally high level of

losses, meaning that a porosity coefficient averaged over the cell (area of a face or volume)

is too detrimental with respect of the actual conditions. An higher porosity value, and

thus a lower resistance for the flow should be probably employed for having more reliable

estimation of the losses.

The different approach presented here does not make use of the Darcy and Forchheimer

coefficients, but it rather consider just the effect of the porosity as worsening the boundary

layer structures. The cells that are affected by deposition are applied the modified-

coefficient log law. In the OpenFOAM implementation the way the log-law is treated

influences the calculation of the turbulent viscosity νt. In this case the Spalding wall

function Spalding (1961) up to the O(κu+)3 is used to model such feature, with the E

coefficient changed to match the porous variation of the profile. This function is slightly

different from Eq. 3.19, since it models all the regions (laminar, buffer and logarithmic)

with a single equation. Nonetheless The application of the different coefficient E has

effect only in the logarithmic area, since in the laminar sublayer, the equation collapses

to y+ = u+ to be consistent.

By analyzing the effects of this last approach, the flow rate reduction for the same

flow rate is of the order of 0.1 %, one order of magnitude less than the other two methods.

This result seems to undershoot the losses with what is expected after the deposition.

The presence of a small layer of porosity is therefore to be included, to account for the

blockage and to the sink of momentum it introduces. Besides, the actual height of the

deposit should be taken into account, since the variation of the log-law is universal in

terms of difference between the average velocity and the velocity at the porous medium

interface.
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Final remarks

In this section three different methods for evaluating the losses related to cold fouling

applications are presented. All the three methods are based on the assumption of treating

the deposit as a porous medium, and from such perspective evaluating the losses. The

porosity is implemented with the Darcy-Forchheimer law, that is useful to represent porous

media independently from the Reynolds number.

The first method is based on the spacial subdivision of the boundary face in sub-facets

by means of an auxiliary grid. The deposit is then stored in such facets and its projection

on the face normal to the flow is the index of porosity of the cell. That index multiplies the

actual porosity coefficients (Darcy and Forchheimer terms) in order to assign a porosity

value to the cell that is representative of the actual level of filling of the cell.

The second approach is similar to the first, since the aim is finding an index for the

correction of the porosity to account for the actual amount of deposits. This method

corrects for the level of filling of the cell, considering the volume of the deposit with

respect to the volume of the cell under analysis.

The last method does not consider the porosity index, but considers the porosity as

it affects the boundary layer structures. In such a fashion, the porous cells are applied

a boundary condition that uses a different log-law to account for the reduction in the

non-dimensional velocity.

The application of the porosity coefficients as in the first two methods seems to lead

to an overshoot of the losses. The order of magnitude of the coefficient for the porosity

is still high even if reduced by a factor 10 (first method) to 1000 (second approach).

A higher porosity (and thus a lower value for the Darcy and Forcheimmer coefficients)

should be employed. On the other hand, the so-called log-law approach has shown to

underestimates the actual effects of the deposition.

It is therefore advisable to use a lower porosity value, but including the effect of

the variation of the boundary layer. The log-law should be changed, implementing such

variation keeping into account the actual height of the deposit within the cell. Such remark

represents a next step in this track, that would make the model ready to be applied in

actual compressor fouling simulations.
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3.2 Hot deposition

In this section, an innovative model for the estimation of the sticking probability is

presented. The fouling effect is defined as function of particle velocity, temperature and

size through an energy based approach. Expressing the energy involved in the impact

through an Arrhenius’ type equation a general formulation for the sticking coefficient is

obtained. The method, named EBFOG (Energy Based FOulinG), is the first ”energy”

based model presented in the open literature that can account any common deposition

effect in gas turbines.

Particle sticking on the first stage nozzle of the high pressure turbine causes several

problems such as a growth of boundary layer thickness, decrement of the throat passage

area and the clogging of coolant holes. These aspects can lead to the performance de-

terioration or, if the clogging of the cooling holes becomes severe, to a reduction of hot

components life for thermal stresses, local overheating and creep Ogiriki et al. (2015).

Furthermore a reduction in the passage area due both to a thicker boundary layers on

the blades (due to the increased roughness) and to the build-up of foulant Kurz and

Brun (2001),can lead to the reduction of the turbine capacity, especially near choking

conditions.

3.2.1 Physics and experimental evidence

The understanding of the mechanism by which particles stick to the walls and the

conditions which favourite or counter-act this process are of fundamental importance to

predict the deposition rate. Indeed the first experimental studies to evaluate the extent of

turbine deposition was carried out by Parker and Lee (1972). The deposit removal process

is very time consuming and expensive: minimizing the deposition will reduce the time

spent cleaning the engine and prolong the hardware’s life. On the other hand the presence

of the deposits must be avoided because it changes the roughness and the geometry of the

walls. This aspect is very attractive in the perspective of introducing fuels derived from

alternative sources Barker et al. (2013).

From the observation of several cases of deposition the influence of particle velocity,

temperature and size has been identified, considering different experimental data in order

to gain a better understanding of the fouling phenomenon. In particular sand deposition

on a coupon at a prescribed approaching velocity Delimont et al. (2014) was considered,

together with fly ash deposition on specimen varying gas temperature Crosby et al. (2007)

and deposition efficiency in cold spray process varying the velocityDykhuizen and Smith

(1998) and the temperature Legoux et al. (2007). Based on the observations made by

Dunn (2012), the operating temperature investigated (i.e. 1800K) are well over the tem-
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Figure 3.19: Deposits on high-pressure turbine vane leading edge for P/W F100. From
Dunn (2012)

perature of 1283K. This temperature is referred to as a threshold TET (Turbine Entry

Temperature) for the discrimination of the engine failure cause. Beneath this value, the

main responsible of the engine damage is the compressor erosion. Over the threshold the

first cause of failure is the deposition on hot section component: an HPT nozzle that

underwent severe deposition issue is reported in Fig. 3.19.

The aim of this section is to provide a general model which can easily be implemented

in every CFD code, to take into account the following contributions to fouling: parti-

cle, gas and wall temperature, particle size, particle velocity and particle composition.

In order to do this the new model has been conceived as an energy based approach: as

the energy involved in the impact increase, the sticking probability rises. The new ap-

proach shows good agreement with all the above mentioned cases. This model is based

on an appropriate form of the Arrhenius equation which compares the energy of the par-

ticle/surface interaction (given by the sum of kinetic energy flux normal to the surface)

with a threshold energy value (activation energy). If the impact involves an amount of

energy greater than the activation energy the sticking process takes place.

Furthermore several application of this model to different kind of particle are presented.

The final results of this paper are presented as a stability map for the engine (before the

flame out) when the aircraft flies through a cloud of particles (such as volcanic ashes).

The maximum flight time allowed depends on the density of the cloud and the accretion

rate of the deposit.
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Figure 3.20: Computational procedure for the evaluation of deposition on hot section
components

3.2.2 HPT deposition investigation

The procedure for the fouling effect evaluation on HPT nozzle performance follows

the outline reported in Fig. 3.20. The model starts with a steady CFD solver that

evaluates the flow field without the presence of a discrete phase. Once convergence is

achieved, the particles are seeded. Thus two kinds of simulation has been carried on:

a single way interaction (particle trajectory driven by the flow field) and a two-way in-

teraction (particle affecting the flow field Elghobashi (1994)). The differences in the two

approaches,explained in detail below, are very small, and therefore throughout this thesis,

the one-way interaction model will be used.

From the flow velocity and the drag coefficient CD of the particle (derived with the

conditions suggested by Morsi and Alexander (1972)) a Lagrangian code evaluates the

particles trajectory with a second order integration of the force.The particle tracking

method is performed on a different grid using a jump and walk algorithm proposed by

Mücke et al. (1996). The tracking implementation is fully parallel, as the CFD solver,

and relies on message passing libraries (MPI).

When a particle hit the blade surface the energy based model evaluates the sticking

probability. The proposed model is based on kinetic energy flux normal to the wall,

temperature, particle size, and composition. If the particle sticks to the surface the

geometry is automatically modified, re-meshed and the solver updates the flow field. The
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Figure 3.21: Sticking evaluation procedure

particles affect the flow field altering the boundary layer structure, shock intensity and

roughness variation. It must be remarked that the effect of the roughness is not present

in the simulations shown in this work because the mesh elements are bigger than the

medium length scale that characterizes the roughness. In particular its change during the

deposition process and the effect on the fluid flow has not been taken into account even

if by using a denser mesh the solver will automatically model such effect.

The particle deposition in the first stage of a nozzle of an high pressure turbine, LS89

profile (see Arts et al. (1990)), has been investigated and simulated. In the following

paragraphs the new approach towards deposition and fouling is explained, both in its

physical outline and in its implementation: see Figure 3.21.

Once the undisturbed simulation reach the convergence, a specific distribution of par-

ticles is seeded. The particles seeding inside the computational domain has been done

spreading a fixed amount of particles per each cell with a defined distribution of diam-

eters. The particles distribution, size and concentration have been chosen following the

suggestions of Taltavull et al. (2015) who defines thresholds for the particle dimension.

The author has shown that even if the maximum size of particle ingested in an aircraft

engine is about 100 µm, it is very unlikely that the bigger particles can arrive to the tur-

bine: the size distribution reaching the turbine is very different from the one ingested at

the intake. The causes for this change are basically two: the large particles are centrifuged

towards the bypass air flow and part of those sent into the core are fragmented by the

impact with compressor blades. The result of these interactions is that it is unlikely that

particles larger than 30 µm can reach the turbine vanes.

The foulant agent used in this work is extracted from the Southern Iceland volcanic

ash data, particularly it comes from the Laki volcano (exploded in 1784). Although slight

difference in the composition and in the size have been reported Gislason et al. (2011),

considering what found by Taltavull et al. (2015), the deposition deriving from this ash

can be considered analogous to the case of the Eyjafjallajökull (the volcano which had
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blocked the flights across the European skies in 2010). It is important to point out that

the ash composition of the latter is poorer in iron and it is reasonable to expect a lower

melting temperature, with an higher deposition rate.

The specific heat of the material found by Taltavull et al. (2015) is approximately

800 J kg−1 K−1, while its density is roughly 3 kg m−3. By following the distribution

suggested by Taltavull et al. (2015) the particle size distribution is a uniform variable

between 0.1 µm and 30 µm.
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Quasi-Unsteady One/Two Way Coupling with Eulerian Solver

Depending on the particle concentration, the effect that the particles have on the fluid

needs to be evaluated. In this article both the coupled and uncoupled method are used.

The difference between the two approaches are reported below.

From the physical standpoint, the differences between the two methods lies in the

correction of the conservation equations. In particular (since the variation of mass is not

allowed in this article), the conservation equations for the flow field (3.21)

∂

∂t

⎛⎜⎝ ρ

ρU

ρe

⎞⎟⎠ =

⎛⎜⎝0

0

0

⎞⎟⎠ (3.21)

must be modified and becomes:

∂

∂t

⎛⎜⎝ ρ

ρU

ρe

⎞⎟⎠ =

⎛⎜⎝ 0

ΣiFDi

ΣiHi

⎞⎟⎠ (3.22)

In the one way coupling, the particle has no effect on the fluid Elghobashi (1994) both

in terms of momentum and energy transfer between the phases. Thus the problem of the

computation of the flow and thermal fields can be solved in its classical form, Eq. (3.21).

In the two way coupling the transfer of energy and momentum from the discrete phase

to the continuous one is computed. In this case the system of equations to be considered

is the Eq. (3.22). The meaning of the terms on the right hand side of the Eq. (3.22) is

the following:

• - The first term is the mass variation due to the particle-flow interaction. Since

evaporation or condensation are not allowed in this treatise, this term is equal to

zero.

• - The second one is linked to the momentum transferred from the flow to the particle

or vice versa. It can be either positive ( and tough the particle receive momentum

from the fluid) or negative ( the particle lose momentum in favor of the fluid). This

happens for example in decelerating fluids or through shock waves. In general, this

term is indicated with ΣiFDi, where FDi represents the drag force acting on the i-th

particle contained in the cell.

• - The last term represent the transfer of energy between the two phases. This

energy can be transferred in form of work done by the forces on the particles, and
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though
∑︁

i Fi · upi, where upi is the velocity of the i-th particle contained in the

cell. Furthermore, a second kind of energy transfer may be present: the contact

between particle and fluid allows the two phases to exchange heat. An additional

term can be considered though: Σici
∂Ti

∂t
. The last term of equations is ΣiHi , whit

the meaning of Eqn. (3.23)

ΣiH = ΣiFi · upi + Σici
∂Ti

∂t
(3.23)

The treatise of the Lagrangian balance has already been discussed in the 2.2 section. In

this work the drag coefficient CD has been evaluated iteratively thanks to the correlations

given by Morsi and Alexander (1972). The relation given by Morsi and Alexander (1972)

for the evaluation of the drag coefficient is valid for perfectly spherical particles. As

stated by Taltavull et al. (2015), the shape of the typical volcanic ash is far from being

spherical. In this work, the assumption of considering an equivalent diameter for non-

spherical particle has been introduced. A time buffer between the seeding of the particles

and the sticking evaluation is required in order to let the particle reach their actual

velocity. A test to evaluate the impact of particles in the free stream on shock structures

has been carried out. With the concentration and particle sizes specified in this work

a weak impact on shock structures is observed (without considering the deposition and

subsequent geometrical variation). The actual tracking is described in section 2.5.

Sticking of impacting particles, EBFOG model

When a particle hit the blade surface the energy based model evaluates the sticking

probability. The proposed model investigates the deposition process under a statistical

mechanics perspective: during the impact the velocity and the temperature of the particle

are involved. These features are the two sides of the same coin, being both a measure of

the energy content, respectively thermal and kinetic. Starting from this idea it has been

decided to consider the whole phenomenon from an energetic standpoint. The energy-

based model is implemented through an Arrhenius-type equation. This equation in its

general form, k = Ae
−Eact

RgT , links the reaction rate to the temperature. In chemical

reactions it considers that the higher the kinetic energy of two impacting particles, the

higher the rate of the reaction.

This type of equations is used for the evaluation of the sticking process in heat ex-

changers. The initial rate of deposition (usually named crystallisation fouling) is driven

by the concentration of the foulant agent. To foresee the accretion rate an Arrhenius

type equation is used Reitzer (1964). In this article a similar equation is used to evaluate

the deposition on the blades of an high pressure turbine. Basically, the denominator of

the exponential is the specific thermal energy. So the equation can be read as a com-

parison between energies. Thus adding the velocity and the mass to the temperature
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effect, a simple relation can be worked out and used to predict the sticking probability.

Particularly, the effect of the dimension and the velocity is included in the kinetic energy.

Hence its flux in the normal to the surface direction is added to the thermal energy at

the exponential denominator. The exponential is the comparison between the activation

energy and a reference energy for the case though.

Sp = Ae−
Eact
Ecase (3.24)

Where Sp is the sticking probability, Eact is the activation energy of the process and

Ecase is the reference energy for the case. This energy is comprehensive of both the kinetic

and thermal terms. In particular, the temperature influences the activation energy of the

process: the higher the temperature the lower the activation energy. This remark can be

formalised expressing the exponential ratio in the following way:

Eact

Ecase

=
C1

1
2
mpv2p,n

(︁
1 + C2

T
T ∗

)︁ (3.25)

Where T ∗ is a certain temperature which cause the physical properties of the material

to change. It is the softening temperature if the particle material is polycrystalline (e.g.

ash, coal, sand) or the melting point if the material is a pure substance. In Eq. (3.25) the

influence the temperature has on the activation energy is kept into account. In particular

it is thought to affect the value of the constant C1 through the Taylor expansion (3.26)

truncated at the first order:

Eact(T ) =
C1(︁

1 + C2
T
T ∗ + · · ·

)︁ (3.26)

The constant C2 is a universal non-dimensional constant (it is the same for every

materials) and it is equal to 3027: this value has been found through a multiparametric

fitting procedure. In this way, thanks to a parametric fitting, the value of E and A can

be extracted from the experimental data.Their value are thought to be dependent on the

chemical composition of both wall and particle. Further studies are required to better

understand the relation between these parameters and the conditions of the particle. In

this sense this model can be considered a generalisation of the JKR model Johnson et al.

(1971). The difficulties the usage of the analytical JKR model implies ( prediction of

the variation of the elastic properties of the material with the temperature, evaluation

of the surface energy and effect of the impact) are overcome by EBFOG. By using the

experimental data to obtain the model constants, it can be shown that the model is

generally applicable. Eventually, to obtain the probability an incoming particle has to

stick to the blade surface, the Eqn. 3.27 should be used.
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Sp = Ae
− C1

1
2mpv

2
p,n(1+C2

T
T∗ ) (3.27)

This is the fundamental assumption of the Energy Based Fouling model (EBFOG).

It must be remarked that the model to take into account the variation of composition

of the blade surface during the deposition. In fact at the beginning of the simulation

the blade is clean, but once a layer of deposit is formed, the material which covers the

blade in the deposition area is the same of the incoming particles. For this reason the

chemical interactions between the materials will be different in the two cases. The change

in the activation energy of the process has not been taken into account, because few

experimental data are available for the variation of the deposition rate with the exposure

time but the proposed model can account this phenomenon.

Evidence of model validity based on literature

Several cases available in the literature have been investigated to prove the validity of

the model. In the logarithmic graph of Figure 3.22 the linear trend of sticking probability

with the reciprocal of the characteristic energy of the case is shown. The experimental

data are taken from sand deposition on coupons at a prescribed approaching velocity

Delimont et al. (2014), fly ash deposition on specimens varying gas temperature Crosby

et al. (2007), deposition in cold spray coating processes Dykhuizen and Smith (1998) and

coating in higher temperature processes Legoux et al. (2007).

Although the curves are representative of very different cases, the trend is similar. Ad-

justing the parameters in such a way that the curves becomes dimensionless and plotting

the different cases in a logarithmic graph, all the cases of figure 3.23 collapse on a line.

If the groups of quantities which are related to the temperature (reduced tempera-

ture) are separated from the rest, in the Eq. 3.27, the graph represented in Figure 3.24

is obtained. A proof of the existence of a universal law for the energy variation with

the reduced temperature is therefore achieved. By using Eq. (3.26) the same trend is

shown. The depicted curve (where all the curves collapses) is the universal trend of the

activation energy variation with the temperature. It is a rational function of the reduced

temperature.

Boundary accretion

Particles deposition is a stochastic process which depends on the sticking probability.

Particle energy is evaluated and, through the exponential comparison (3.24), the stick-

ing probability corresponding to that energy value is estimated. To keep into account

75



Figure 3.22: Comparison between different cases. References:1 Taltavull et al. (2015), 2
Crosby et al. (2007), 3 Delimont et al. (2014), 4 Dykhuizen and Smith (1998), 5 Legoux
et al. (2007)

the contribution of each particle and to avoid problems such as the lowering of particle

concentration, a Metropolis-Hasting algorithm is introduced.

The deposition of the particles on the surface determines the formation of deposits. It

must be remarked that once a first layer of deposit is formed, the material of the surface

changes. It is reasonable to expect a changing in the Eact and in the roughness of the

wall in the deposition area. These aspects have not been considered in this work, mainly

for lack of experimental data and mesh size. However a denser mesh can show a local

increment in roughness, without altering the algorithm (even if in this case a full Navier

Stokes solver needs to be used for the flow field evaluation). The accretion of the deposit

has been built as normal displacement of the surface at the impact point.

Geometry modification as a result of the depostion

In this section the effects of the exposing a VKI - LS89 blade to the particle laden fluid

are shown. Particularly two cases are analysed: the case of volcanic ash, as analysed by

Taltavull et al. (2015), with composition specified in the previous paragraphs, and the case

of sand Delimont et al. (2014) cloud. These two cases consider the impact of a volcanic or

sand cloud during flight conditions. The difference on the shape of the deposition between

these two cases and the effect on the performance are therefore pointed out.
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Figure 3.23: Comparison between different cases. References:1 Dykhuizen and Smith
(1998), 2 Delimont et al. (2014), 3 Crosby et al. (2007), 4 Taltavull et al. (2015)

The results below are obtained using the boundary conditions provided by Arts et al.

(1990), scaling the data to the corresponding typical values of a modern turbine. In this

work the TET is assumed to be 1800 K and the static pressure at the inlet of the domain

is assumed to be 106.

Quantitatively speaking the particles whose size is small (i.e. little or equal to 5 µm)

tend to stick to the zone of the pressure side close to the trailing edge. This is because

these particle have a small inertial effect and are able to follow quite entirely the fluid

flow. The deflection from the streamlines happens only in the last part of the vane. The

distribution of the deposit thickness along the blade (in normal to the surface direction)

is shown in Figure 3.25. If the particle size is bigger (i.e. above 20 µm) the location of

the impacts and of the deposition is shifted towards the leading edge. The variation of

deposit thickness along the blade is reported in Figure 3.26.

From these graphs the variation of the throat area can be predicted. In this blade

the throat area is very close to the trailing edge, being the duct simply convergent. The

nominal minimum distance between two blades is 13.7mm. The rate of variation of the

throat area is evaluated for different concentration of the dispersed phase, for different

particles material and for several ratio TET/Tsoft. The results of these simulations are

reported in Figure 3.27.

The y-axis in the previous graphs represent the rate of accretion of the build-up in

the normal to the surface direction which corresponds to the throat section trace on the

plane in this case. The unity of measurement is mm/s and though from this graph the

reduction in the throat area can be derived.
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Figure 3.24: Universal law for the Activation energy variation with the temperature.
References: 1 Taltavull et al. (2015), 2 Crosby et al. (2007), 3 Delimont et al. (2014), 4
Dykhuizen and Smith (1998), 5 Legoux et al. (2007)

Area Variation due to Fouling

The impact of area reduction on the jet engine performance is based on the fact that

the flow processed by the compressor must be ingested by the turbine. So, in terms of

non-dimensional mass-flow,

m1̇
√
T01

p01
=

m3̇
√
T03

p03

p03
p01

√︃
T01

T03

m1̇

m3̇
(3.28)

Where the subscript 1 stands for the inlet of high pressure compressor, 3 for the

high pressure turbine section. The subscript 0 stands for the total value of the physical

quantity. By assuming that the bleeds mass flow in the compressor are equal to the fuel

mass flow (m1̇ = m3̇ ), the last term on the right hand side of the Eqn. (3.28) can be

ignored.

A second assumption can be made: assuming that the cloud of foulant is encountered

while the aircraft is flying at cruise velocity, the working point of the compressor is known

and it is considered to be the design point. A common design assumption is that the

design point lies on the line locus of the maximum efficiency points. This line is really

close to the surge line, thus the risk of displacement of the working point beyond the surge

line is not negligible in case of mass flow variation. In order to avoid this occurrence, a

control system which prevent the point to cross the stall margin line (locus of the points

whose distance from the surge line is equal to 2% of the adimensional flow) is always
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Figure 3.25: Thickness distribution on the LS89 VKI blade - particle size 1 µm at T =
1800K

present. In case the working point crosses the stall margin, the control system will reduce

the load applied to the engine and the fuel flow to the engine. In the worst case scenario

the engine will be switched off. This happens if the pressure ratio increases or the non-

dimensional flow is reduced. Accordingly to its definition, this last quantity decreases

only if ṁ or T0 decrease, or if p0 increases.

The deposition of particles on the first stage HP nozzle can reduce the passage area

of the vane. As a consequence, the capacity of the turbine will be reduced moving the

compressor operating point towards the instability region (on the left of the surge line).

If the reduction in the throat area increases, the compressor working point can cross the

surge margin line. To avoid this risk, as suggested by Dunn (2012), the control system

should reduce the TET to a value where the calcium impurity does not melt. The easiest

way to do this is to retard the throttle to idle.

The amount of reduction in the passage area which causes the occurrence of such event

depends on the specific engine, on the control system and on working parameters. Figure

3.27 shows the area variation in time as function of the concentration and the relative

temperature. The area is reduced increasing the particles in the stream. Graphs obtained

with the proposed model can for example be used to estimate how long an engine can

flight in a volcanic cloud. Using the concentration of the cloud is possible to estimate

the area change per unit of time. This reduces the mass flow of the engine by the same

amount because the nozzle throat drives the engine mass flow. With this value is possible

to estimate how many seconds/minutes the engine can flight before the compressor is too

close to the stall region, using the compressor maps.
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Figure 3.26: Thickness distribution on the LS89 VKI blade - particle size 25 µm at
T = 1800K

Figure 3.27: Area variation as function of the concentration and reduced temperature

Final remarks on hot section deposition

The present section reports shows the development of a fouling model that uses only

the energy content of the particles, based on temperature and kinetic energy, to estimate

the sticking probability. It is shown that the available data in the open literature verify

the proposed law for the variation of the activation energy with the temperature. Though,

whatever is the nature of fouling agent (volcanic ashes, sand etc), the sticking phenomenon

is only connected to the energy content based on kinetic energy and thermal content,

showing for the first time that a single model can characterize any common deposition

phenomena in gas turbines, both in the compressor and in the turbine.

The model is implemented into a CFD solver and the well known LS89 test case
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is modelled. A Lagrangian particle tracking is used and both the CFD solver and the

tracking have a parallel implementation. In order to estimate the impact of flow field on

particles and the influence of particles on flow structures, both a one way and a two way

interaction model between the flow and the particles have been analysed and tested. For

the final results a two way implementation is used.

For the LS89 simulation, an iterative approach is used to modify the geometry following

the particle deposition. The deposition rate is used to evaluate the airfoil displacement

and the geometry is modified accordingly. The mesh is altered and iteratively the flow

field is updated by the CFD solver. The formulation is three dimensional and can be

implemented in any CFD solver.

The impact of throat area reduction due to fouling it is also estimated. This is a

crucial parameter in aircraft engines because it sets the mass flow of the engine and can

push the axial compressor towards an unstable regime.
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Chapter 4

Blade erosion

Erosion is a problem that mainly concerns aero-engines or, generally, aero-related

applications. For instance, the operating life of helicopter engines operating in sandy areas

is very short (from 50 to 250 hours) if compared to the same machine operated in a cleaner

environment. Erosion in current commercial turbofan engines primarily attacks rotor

blades, stator vanes, and outer shrouds in compressors. A study performed on commercial

jet engines estimates that a minimum of 2 percent thrust specific fuel consumption loss

is caused by the performance deterioration due to erosion, as shown by Tabakoff (1987).

The observed erosion mechanism can be described in terms of three distinct phases,

which occur sequentially. In the initial phase, an impacting particle forms a crater, and

material is extruded or displaced forming the crater. In the second phase the displaced

metal is deformed by subsequent impacts: a lateral displacement of the material which

can be accompanied by some ductile fracture in heavily strained regions. Finally, after

a relatively few impacts, the displaced material becomes so severely strained that it is

detached from the surface by ductile fracture, Levy et al. (1986). Alternatively, the

micromachining model was proposed by Finnie (1972), where the erosion is due to removal

of chips by sharp particles.

Analytical approaches for the erosion modeling are even more difficult to be achieved

with respect to the sticking ones. Some models are available Das et al. (2006) but their

validity has not been proven for gas turbine applications. Erosion models have typically

coefficients that are tuned on the experimental results.

Examples of this category are the Finnie’s model Finnie (1972) and the model by

Tabakoff et al. (1990) that will be employed in the following.
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4.1 Compressor Erosion

For the compressor erosion test case, the NASA stage 37 has been considered, as

described in section 2.4.1. The steady state simulation has been performed under the

boundary conditions reported in Tab. 2.2. Hydraulically smooth walls have been consid-

ered for this analysis. The validation of the simulation, the stage performance and the

midspan rotor flow field are reported in section 2.4.1.

The Lagrangian phase has been tracked on the solved flow field with a steady-state

approach. Specifically, sand (ρ = 2560 kg/m3) has been injected at the inlet of the domain,

seeding the parcels at the center of each of the domain faces. The shape of the injected

particles is spherical.

This section is intended to be a sensitivity analysis to evaluate the effects of different

parameters on the compressor stage. Specifically the numerical test that will be presented

here focuses on the erosion level when a fixed particle flow rate analysis with different

particle diameters are considered. Indeed, erosion is known to be caused by particles that

have a larger diameter with respect to what is thought to be related to deposition issues,

as reported in Ghenaiet (2012). Therefore the diameter investigated are 10 µm, 100 µm

and 1000 µm.

The value of the particle flow rate to be injected is based on the study performed by

Ghenaiet (2012), that considers the erosion of the first stage of the turbofan PW-JT8-D17

in taking-off conditions. Such conditions are reported in Tab. 4.1: the erosion tests here

reported are carried out having as a reference the same particle-to-mass-flow-rate-ratio.

The tested conditions for the analysis of the single blade, carried out considering fixed

particulate mass flow rate, are summed up in Tab. 4.2.

The erosion model for the current analysis is the one provided by Ahlert, with the

coefficients reported in Edwards et al. (2000). The erosion rate proposed by the model is

based on Eq. (4.1):

Quantity Value
rotating speed 8590 rpm
air mass flow rate 147 kg/s
number of blades 27
air mass flow per blade passage 5.444 kg/s
particle mass flow rate per blade passage 3.48 x 10−3 kg/s
particle to mass flow rates ratio 0.6395 x 10−3 kg/s

Table 4.1: Conditions for compressor erosion tested by Ghenaiet (2012)

84



Quantity Value

Flow rate 20.309 kg/s
Rotor blade number 36
Mass flow rate per blade passage 0.564 kg/s
particle mass flow rate per blade passage 0.361 x 10−3 kg/s
particle injection velocity 171.3 m/s
particle density 2560 kg/m3

Table 4.2: Injection conditions for the erosion test

Table 4.3: Ahlert constant for mild steel. From Edwards et al. (2000)

Constant in Eq. 4.1 Value

A 15.59·B-0.59·10-7 (B=Brinell Hardness)
α π/12
a -33.4
b 17.9
w 1.0
x 1.239
y -0.1192
z 2.167
n 1.73

ER = AFSFθv
n (4.1)

wehere A is a constant, FS is the paticle shape factor (equal to: 1 for sand particles with

sharp angles, 0.53 for semi-spherical particles; 0.2 for perfectly spherical particles), Fθ is a

function of the impact angle θ, v is the particle speed relative to the wall and n is function

of the particle speed. Fθ can be obtained according to the following relations, where θ is

expressed in radians:

Fθ =

⎧⎨⎩bθ + aθ2 if θ ≤ α

xcos2θsin(wθ) + ysin2θ + z if θ > α

All the constant of Eq. 4.1, obtained on a purely empirical basis, are reported in Tab.

4.3.

4.1.1 Erosion pattern on the Rotor

Only the erosion pattern on the rotor will be investigated in this work. Different

particle diameters reflect in different particle trajectories, and therefore in different erosion

pattern. The impact of the particle size on their trajectory is reported in Fig. 4.1.
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Figure 4.1: Particle trajectory in the rotor cascade, as a consequence of particle diameter.

It is well clear how particles that have smaller size tends to follow more closely the flow

streamlines. This can be noticed especially comparing the trajectory of 10 µm particles

with the one of 1000 µm: the centrifugal force has a major influence on the bigger particle,

making them to deflect noticeably from streamlines. This remark is in line with the results

available in literature, for example Tabakoff et al. (1990). Besides, smaller particle are

heavily affected from tip leakage flows.

The difference in the trajectories reflect in a difference in the erosion rate on the

shroud, as reported in Fig. 4.2.

The erosion pattern on the blade is reported in Fig. 4.4. All the particles size investi-

gated impact against the leading edge of the blade contributing to the loss of material in

this area. This result is in agreement with the experimental and numerical results found

in literature. For example, Balan and Tabakoff (1984) report an experimental investiga-

tion on two dimensional compressor cascade. The results, summarized in Fig. 4.4, shows

that the leading edge is flattened and the erosion is clearly visible both in pressure and

suction side, the pressure surface of the airfoils is eroded with increase in surface rough-

ness. The suction side surface remains unaffected except for the erosion that occurs in the
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Figure 4.2: Erosion rate on the shroud for different particle diameter

leading edge and the increased surface roughness of a small region immediately following

the leading edge.

Pressure and suction side erosion rate pattern are reported in Fig. 4.5 and 4.6. From

such Figures it can be also seen the high values of erosion rate in the tip area: this is

caused by particles that pass through the tip gap and thus, smallest particles are the main

responsible.

Negligible erosion has been found in the hub region, due to the high centrifugal forces

that tend to deflect particles toward the shroud.
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Figure 4.3: Erosion rate on the leading edge of the blade

Figure 4.4: Erosion damages on compressor blade. From Balan and Tabakoff (1984)

Figure 4.5: Erosion pattern on the pressure side

4.2 Turbine erosion

An impinging particle can stick or erode the metal which constitutes the blade. The

deposition on the turbine blades is the main issue among the two and the clogging of cool-
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Figure 4.6: Erosion pattern on the suction side

ing holes can even speed up this process rising the blade surface temperature. Since the

temperature affects the state of the particle and thus its stickiness, an higher temperature

affects negatively the deposition problems.

In this section, the EBFOG model presented in 3.2 is coupled with the erosion, eval-

uated through the model proposed by Tabakoff. Geometry variation of blades subject

to fouling are investigated by means of a moving mesh technique which accounts for the

boundary displacement of the blade surface. The flow field, particle tracking and bound-

ary accretion are obtained through an open-source CFD code (OpenFOAMr - 3.0.0).

Although in the former section only deposition issues on hot section components have

been addressed, erosion is very dangerous as well, leading to the permanent loss of the

material and to the irreparable change in the aerofoil. The main consequences of this

problem are: increase in the tip clearances and blade surface roughness and changes

in the blade shape, especially in the leading and trailing edges. The outcome of this

process is the permanent deterioration in turbine performance and increased repair and

maintenance costs. For more detailed explanations and analysis see, for example, Hamed

and Kuhn (1995).

In this section the numerical study of the geometry variation of both transonic and

subsonic vanes subject to fouling and erosion is investigated by means of a moving mesh

technique which accounts for the boundary displacement of the blade surface.

The procedure to compute particles effect on the vane shape and thus on the tur-

bomachinery performance follows the outline in Figure 3.21. Firstly, the CFD transient

solver evaluates the flow field in the absence a solid phase. Once convergence is achieved,

the flow is seeded with particles. These particles are tracked and the boundaries of the

domain (blade) are updated. Then the undisturbed flow field is evaluated with the new

geometry, in order to evaluate the differences in the performances.

When a particle hits the blade surface the EBFOG evaluates its sticking probability,
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in the fashion described in 3.2. If the particle sticks to the surface, a mass balance is

performed on the foulant deposit to determine its growth in thickness and the geometry

is modified accordingly. The modification of the boundary it is hence done for every

particle impact, thus the check for impacts is done for every time step. If no impact has

occurred in the actual time step, the boundary is not changed. Blade is considered to be

hydraulically smooth.

Particle deposition in the nozzle of the first stage of an high pressure turbine, has been

investigated and simulated. The airfoils investigated are the VKI - LS89 profile (see Arts

et al. 1990) and the GE - E3 (see Davis and Stearns 1985).

Computational grid

The undisturbed flow field has been calculated using the opensource CFD software

OpenFOAMr v-3.0.0. The base mesh used for this work is a 2D mesh of the midspan pro-

file. The mesh was realized used the utility snappyHexMesh provided with OpenFOAMr.

The utility allows for the realisation of a hexahedra - dominated cut cell computational

grid (further details can be found in Ingram et al. 2003). The quality of the grid obtained

with this method is fairly high for the solver requirement. Two pitches have been consid-

ered in realizing of the GE - E3 computational grid and three in the case of the LS-89.

The meshes used can be found in Figure 4.7.

(a) Mesh for the GE-E3 HPT vane (b) Mesh for the LS-89 VKI vane

Figure 4.7: 2D Meshes employed for the erosion prediction

Boundary conditions

The boundary conditions used for obtaining the flow field are reported in Table 4.4.

The conditions for the E3 have been taken from the design data reported in Thulin et al.

(1982). The ones for the LS-89 are taken from Arts et al. (1990), but updated for realistic

TET and pressure.

Once the convergence of the flow field is achieved particles are seeded at the inlet

of the domain. The seeding follows the same in a random manner. The particles size
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Table 4.4: Boundary conditions for the computation of the undisturbed flow field

Quantity LS - 89 GE - E3

p0 1,493,500 Pa 1,324,600 Pa
T0 1700 K 1634 K
Turbulence intensity 1 % 5 %

Inlet

Turbulence mixing length 0.0004 m 0.00174 m
Wall T 1100 K 1100 K
Outlet p 580,000 Pa 754,000 Pa

distribution was chosen according to the observation made by Taltavull et al. (2015): the

maximum diameter injected is 30 µm. An uniform distribution has been chosen between

the diameters of 1 µm and 30 µm.

Given the volumetric fraction related to the chosen concentration (i.e. 250 mg/m3),

the Eulerian-Lagrangian approach is used in this analysis, with the one-way approach. In

this regime, the flow field affects (obviously) the particles movement, but not vice-versa.

The focus of this work is the direct effect of the ingestion of a volcanic ash on the

shape of the HPT nozzle. For this reason it is assumed that the concentration of the

cloud encountered by the aircraft passes entirely in the core flow.

Particle impact and mesh deformation

When a particle hits a surface, the EBFOG model evaluates its sticking probability.

The kinetic energy of the particle, its surface and its composition are kept into account.

Basically this model solves Eqn. 3.27, predicting the likelihood a particle has to stick to

a surface. The sticking or the erosion capability of a particle depends on the value of

this index: the decision is made using a Metropolis-Hastings algorithm. This procedure

generates a pseudo random number belonging to range [0,1] to be compared with the value

of Sp. This random number is the threshold: if Sp is greater than the threshold randomly

generated the sticking process takes place. The displacement of the boundary has been

implemented in such a way than particle mass is conserved. Whatever the impinging

angle, the growth of the blade occurs always in the normal-to-the-surface direction.

If Sp is less than the randomly generated threshold the sticking process does not

happen and the particle erodes the metal. Whatever the impinging angle, the erosion

of the blade occurs always in the normal-to-the-surface direction. The amount of the

displacement of the mesh face which has been hit by the particle is calculated according

to the model proposed by Tabakoff et al. (1990). The ratio of the mass of eroded material

to the mass of the impinging particle, ϵ, is predicted by Eqn. 4.2
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ϵ = K1
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1 + Ck
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β1

)︃]︃}︃2

V 2
1 cos

2β1
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1−R2

t

]︁
+K3 (V1sinβ1)

4 (4.2)

Where, for fly ash particles impinging on steel (the coefficient used in this article),

K1 = 1.505101× 10−6, K12 = 0.296077 and K3 = 5.0× 10−12. CK is a parameter whose

value depends on β1 (impingement angle) and β0 (angle of maximum erosion) as follows

Ck =

⎧⎨⎩1 if β1 ≤ 2β0

0 if β1 > 2β0

And Rt = 1 − V1sinβ1. The trajectories of the particles after the rebound if, erosion

take place, are evaluated through the relations provided in by Tabakoff and Malak (1985).

These empirical correlations are strongly material dependent and the equations for fly ash

umpacting a 410 stainless steel have been implemented.

The effect of the deformed boundaries, due to erosion and deposition, is evaluated

running the CFD simulations after the tracking of a certain amount of particles on the

undisturbed flow field. The effect particles have on the walls is accounted for through the

updating of the mesh. For quality requirement reasons, the movement of the boundaries is

followed by a smoothing of the displacement on the internals point. The displacement of

internal nodes is imposed solving a Laplace smoothing equation with constant diffusivity

γ, as reported in eqn. 4.3.

∇ · (γ∇ẋ) = 0 in D (4.3)

Where ẋ is the mesh deformation velocity. The Laplace smoothing equation does not

allow to take into account the coupling of the components of the motion vector due to

rotation. This coupled motion can be handled by the pseudo-solid solver provided with

the OpenFOAMr.

Deposition and Erosion analysis: effects

The CFD computation of the flow field has been carried out by using the sonicFoam

solver of OpenFOAM r. This solver is a pressure-based transient solver which uses a

PISO method for handling the coupling of implicitly discretized time dependent equations.

For a detailed description of the numerical scheme and its implementation the reader can

refer to Marcantoni et al. (2012). In both cases the Crank-Nicolson method was used for
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the time discretization. The boundary conditions used for the calculation are reported in

Table 4.4.

The flow field resulting for the LS89 under the imposed boundary conditions is reported

in Fig. 4.8a. Being the duct simply convergent, the throat section of the nozzle, labelled

with the letter t, is at the very end of the vane. It is clearly visible that the flow is

chocked. On the right hand side ( Figure 4.8b), the isentropic Mach number distribution

along the blade is plotted. The simulation of the ingestion has been run to simulate one

physical second of ingestion time.

(a) Vane Mach when no ingestion occurs (b) Isentropic Mach along the clean LS 89 vane

Figure 4.8: Results for the flow field without particulate

Using the above mentioned models, the resulting deposition is located in the nearby

of the leading and trailing edges (see Figure 4.9). In this figure the normal-to-the sur-

face displacement along the blade is unwrapped. The negative displacement is index of

deposition, whereas if the displacement is positive it is related to erosion. This result

is remarkably similar to the one found by Webb (2011) investigating the fly ash deposi-

tion. This is the main consequence of the ingestion of the volcanic cloud together with

an erosion of the pressure side (especially in the trailing edge region). From Figure 4.9,

it is well clear that one of the area most prone to deposition is the throat section. It is

well known, see for example Wenglarz and Fox (1990), the deposition in this section is the

most significant, since it reduces the total mass flow through the turbine. Furthermore the

aerofoil aerodynamic performance also is degraded most by deposit build-up on trailing

edge regions. In this case both the effect occurs simultaneously. Although the effect on

the following rotor blades aerodynamics has not been investigated in this article, a major

drop in their performance is reasonably expected.

The linear average rate of accretion of the build-up over the first second of contami-

nated air ingestion can be derived from Figure 4.10. In Figure 4.10, the wall displacement

(deposit/erosion) normalised with respect to the length of the vane (span) is reported.

Being the case a 2-D analysis, the results are reported as a displacement (mdisp) per unit
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Figure 4.9: New blade profile after 1 s of exposure to 250 mg/m3 contaminated air

length (mspan). The growth of the deposit follows a trend that is quite linear. A linear

regression for this behaviour gives R2=0.99. The linear assumption for the reduction of

the 2-D throat section is therefore reasonable. For what concerns the erosion it can be

seen that the rate of material ablation is rather constant (slope of the interpolating line).

Here again the assumption of eroded material proportional with the time (in the 2D case,

over the first second of ingestion) is acceptable (R2 = 0.94). The rate of erosion and

deposition are respectively 1.75x10−2 mdisp m−1
span s−1 and 1.57x10−2 mdisp m−1

span s−1.

Figure 4.10: Linear displacement of the wall for the LS-89 vane over the first second of
exposure to 250 mg/m3 contaminated air
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GE - E3

The flow field resulting for the GE - E3 under the imposed boundary conditions is

reported in Figure 4.11a. The throat section of the nozzle, labelled with the letter t, is in

the nearby of the end of the vane ( the duct is convergent - divergent). In this case in the

throat section the flow is subsonic and thus the duct is not in chocking conditions. On

the right hand side ( Figure 4.11b), the isentropic Mach number distribution along the

blade is plotted. The simulation of the ingestion has been run to simulate one physical

second of ingestion time.

(a) Vane flow field when no ingestion occurs (b) Isentropic Mach along the clean EEE vane

Figure 4.11: Results for the flow field without particulate

The linear average rate of accretion of the build-up over the first second of contami-

nated air ingestion can be derived from Figure 4.12. In Figure 4.12, the wall displacement

(deposit/erosion) normalised with respect to the length of the vane (span) is reported.

Being the case a 2-D analysis, the results are reported as a displacement (mdisp) per unit

length (mspan). The growth of the deposit follows a trend that is quite linear. A linear re-

gression for this behaviour gives R2=0.99. The linear assumption for the reduction of the

2-D throat section is therefore reasonable. For what concerns the erosion it can be seen

that the rate of material ablation is rather constant (slope of the interpolating line). Here

again the assumption of eroded material proportional with the time (in the 2D case, over

the first second of ingestion) is acceptable (R2=0.99). The rate of erosion and deposition

are respectively 6x10−3 mdisp m−1
span s−1 and 6.6x10−3 mdisp m−1

span s−1.

It can be seen form Figure 4.13 how the throat section is subject to deposition. In

this figure the normal-to-the surface displacement along the blade is unwrapped. The

convention on the sign is the same of Figure 4.9 (negative displacements mean deposition

and positive ones stand for erosion). This result shows an average behaviour of deposition

on the pressure side of the blade from the leading edge up to the throat section where

the deposition has its peak. Moving downwards along the vane, a peak of erosion is

detected and the trailing edge area seems not to be affected by the particle impingement.

This overall behaviour is the same found by Webb et al. (2013) on the same geometry

but with different test conditions. In that work, coal fly ash deposition is experimentally
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Figure 4.12: Linear displacement of the wall for the E3 vane over the first second of
exposure to 250 mg/m3 contaminated air

investigated and massive deposition is found up to the throat section. After that point

no deposition is reported.

Figure 4.13: New blade profile after 1 s of exposure to 250 mg/m3 contaminated air

Final Remarks

In this section the consequences of the ingestion of a volcanic ash cloud with a concen-

tration of 250 mg m−3 on the nozzle of two modern high pressure turbine is investigated.

The consequences of a flight through such a kind of cloud are both erosion and deposition,

even if the deposition is the major effect. This trend appears in both cases of transonic
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and subsonic vane, even if in the transonic case the prevailing of deposition is more accen-

tuate. The absolute location of the deposit is different in the two cases: in the LS-89 vane

the pressure side in the nearby of the trailing edge experiences the highest deposition rate

whereas in the second case the trailing edge is eroded. In both cases the deposition has

its peak in the throat section. This remark enforces the need of monitoring the evolution

and the rate of accretion of the throat section.
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Chapter 5

Exposure over time - effects on the

deposit

In this chapter a detailed analysis of the deposit evolution over time is reported.

The mechanisms that bring to deposit weakening and subsequent detachment or to its

toughening, making it more difficult to be removed are discussed. The cold and the hot

section will be treated separately, since they are subject to different phenomena that lead

to completely different deposit behaviour.

5.1 Deposit evolution in compressors

Variations in the flow field can make the flow quantities close to the deposit to change,

and it may happen that the conditions for the sticking do not hold any longer. If this is

the case, the build-up detachment may happen. This occurrence can mitigate the fouling

effects and may be exploited for keeping the performance of the compressor as high as

possible over the operating period. In this section, the evaluation of the adhesion forces

and the possible deposit detachment will be investigated. Particularly, the same forces

that keep a gecko stuck to a surface are considered, as sketched in Fig. 5.1: the van der

Waals forces ( due to the proximity of the two bodies) and the Laplace force (due to the

curvature of the liquid film related to the humidity). The so formulated model, named

gecko-like for such a reason, is used for the numerical analyses of a deposition problem.

Both the sticking and possible build-up detachment are considered. The results reported

here can be regarded as an a-priori estimate of the forces to be kept into account when

dealing with compressor fouling problems.

Besides deposition modeling, that has been the focus of the section 3.2, extra care

should be taken when one evaluates the evolution of the deposit over time. In other words,
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Figure 5.1: Gecko-Like model: the forces acting on a particle stuck on a surface are the
same that keep a gecko stuck to a wall

the flow conditions may be suitable for the particle sticking (according to the model one

is using), but at the same time the particle cannot hold on such surface: the drag force

may be too strong or the flow conditions can change and detach the particle itself. On

the top of that, the presence of humidity or, generally speaking, a third substance at the

particle/surface interface is known to have a major effect on the sticking capabilities of

a particle, as shown by Aldi et al. (2017a). This study is particularly focused on this

aspect of the performance degradation. With the test bench described in Appendix 2,

long lasting tests have been performed. Looking at Fig. 5.2 it is clear how the adhesion

phenomenon is affected by the detachment process over the exposure time. This is the

problem that is of concern in this section.

A simple test case, presented in section 2.4.1, is analysed under such light. The

conditions for the particle sticking and the flow velocities are similar to those one can find

in a subsonic compressor. Particular attention is drawn on the particle behaviour and

particle-wall interaction: both the sticking and the deposit detachment is discussed and

modelled. The variation of wall shape is kept into account accordingly by a moving mesh

technique.

100



Figure 5.2: Frame analysis. Test condition: exposure time of 600 s, impact velocity of 22
m/s

In the following several sensitivity analyses will be carried out in order to outline the

quantities and the conditions under which a stuck particle can detach from the surface.

Varying the inflow conditions, the centrifugal force acting on the particle, the filling angle

due to the liquid bridge and the nature of such bridge (humidity rather than a oily

substance) the forces that should be considered when compressor fouling is analyzed are

pointed out.

When an impact with the wall takes place, the sticking decision has to be made. The

sticking model proposed by Poppe et al. (2000) and discussed in the section 3.1 is applied

here.

Boundary displacement

If sticking happens, the geometry should be updated consequently. In the numerical

approach implemented in this section the boundary displacement due to particle sticking

is reported in Fig. 5.3.

A particle sticking to the blade reflects in a variation in the domain boundaries, causing

the inflation of the surface inward the domain. Such a deformation have been implemented

by the authors as a displacement of a node of the mesh on the blade. The node that is

moved is the closest to the impact point, as shown in Fig.5.3. The amount of displacement

is such that the particle mass is conserved. The final shape of the domain is a quadrilateral-

based pyramid. The choice of moving to this approach, from the first implementation

described in 3.2, is to have a more realistic representation of the actual deformation.

Indeed in the ”facial deformation” approach the spread of the deformation involves 9

faces in case of structured grid for every impact as can be seen in Fig. 5.4. This new

Figure 5.3: Boundary faces displacement due to particle sticking: nodal deformation
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approach is the one that minimizes the ”numerical spread” of the particle that is intrinsic

in the dynamic mesh approach.

The algorithm proposed here is the following. Once a face is hit, the nearest mesh

node is sought. Identified the point, the four boundary faces sharing the node are located

and their center position is acquired. In this fashion, the control area that constitutes the

base for the volume of the displacement is the area comprised within the quadrilateral

which vertices are the centres of these faces, as reported in Fig. 5.5. The final shape of

the boundary in the impact area is reported in Fig. 5.3. The amount of the displacement

is such that the volume of the pyramid is the same of the stuck particle.

Detachment

The decision of whether the particle detaches or not is made after a force balance is

carried out on the stuck particle. Particularly, the detaching forces acting on the particles

are the centrifugal and the drag force. These forces have usually different directions but

in first approximation they can be both applied to the center of gravity of the particle.

Especially, the drag force is usually applied further from the surface with respect to the

center of mass, see O’Neill (1968) for further details. Other effects, such as turbulent

bursts, have not been kept into account since the work of Soltani and Ahmadi (1994)

proved these are negligible.

For what concerns the forces that tend to keep the particle attached to the surface,

the main forces are the van der Waals and the capillarity Berbner and Löffler (1994). The

electrostatic force is always small (of at least one order of magnitude) and can therefore

be neglected in the analysis.

The detachment of the particle from the surface is thought to be due either to the

force in the normal to the surface direction and to the rolling detachment. The rolling

detachment may happen due to the action of the detaching torque. This moment is defined

as the one due to the action of the detaching forces on the liquid film edge, assumed as

the momentum pole. Further details on this are given below.

In the following, all the forces acting on the stuck particles are listed and explained.

It must be remarked that the particles that roll or slide along surfaces many times can

Figure 5.4: Boundary faces displacement due to particle sticking: facial deformation
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Figure 5.5: Control area for the displacement evaluation. In grey the boundary mesh
used for the CFD. The impact point is depicted with the circle and in red the control face
used for the deposit height evaluation

become highly charged, and particles containing large quantities of crystalline materials

such as quartz can have a piezoelectric effect when deformed in an impact that would

result in charge buildup. In this case such forces are neglected, as suggested by Soltani

and Ahmadi (1994) as well as turbulent bursts.

Capillarity

The presence of humidity in the air results in a thin water film around the particle.

Alternatively, this film may be composed of oily substances, depending on the environment

the particle is. When the particle sticks to a surface the liquid film acts as an adhesive

meniscus that fights the forces that tend to remove the particle from the surface. The total

force through the bridge between sphere and the plate consists of three parts, as suggested

by Orr et al. (1975): a surface-tension force (inside the meniscus), a capillary pressure

force (transmitted by the water, but originates in meniscus curvature), and buoyancy in

the wet segments of the sphere and plate. In this work the capillarity force is intended

as composed by two contributions: the Laplace force and the surface tension force. The

buoyancy is neglected since the effects of the gravity are very small (the volume of fluid

enclosed in the liquid bridge is negligible).

The Laplace pressure arises when one solves the surface tension in the normal to a

circumferential circle direction. If one considers a vapour bubble in a liquid, this must

react to the force with an internal pressure in order not to collapse Israelachvili (2011).

The same pressure is experienced by the meniscus between particle and surface. Thus

the Laplace force is caused by the pressure difference across the interface of the curved
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surface. An expression for this pressure was given by Orr et al. (1975). The basic idea of

the relation is that the force is proportional to the pressure difference times the meniscus

area. The formulation of the Laplace force proposed by Orr et al. (1975) is:

FL = −πκγR2sin2Ψ (5.1)

Where κ represents the mean curvature of the meniscus, γ is the surface tension of the

liquid of the meniscus, R is the particle radius and Ψ is the filling angle. The geometrical

parameters are reported in Figure 5.6. For the calculation of the mean curvature and of

the filling angle the procedure outlined in Kim and Bhushan (2008) can be employed.

The thermal equilibrium relation (i.e. Kelvin equation) gives the mean curvature of

the meniscus as Israelachvili (2011):

κ =
ℜ T

V γ
ln

(︃
pv
pv,0

)︃
(5.2)

Where ℜ is the real gas constant, T is the temperature, pv is the partial vapour pressure

and pv,0 is the saturation pressure of water at the temperature T. The ratio pv/pv,0 is

the relative humidity. The derivation of the other geometrical quantities relies on the

comparison of Eq. (5.2) with the relation proposed by Orr et al. (1975) that returns the

mean curvature of meniscus between sphere and plane when the contact angles on sphere

and plane are different. Theoretically, an iterative procedure should be set up in order to

find the actual filling angle Ψ, as described in Orr et al. (1975). In the same article it is

pointed out that if Ψ is less than 10◦ the procedure can be avoided and Eqn. (5.1) can

be replaced by Eq. (5.3).

FL = 2πγR (cos θ1 + cos θ2) (5.3)

The former assumption is equivalent to assume a circular shape for the meridional

Figure 5.6: Schematic of the particle, meniscus and blade surface.
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curvature of the meniscus and that the axial force on the particle is not dependent on the

amount of liquid within the liquid bridge. This is the assumption employed here and it

is justified by the fact that the radius of the particle is much larger than the curvature

radius of the liquid bridge. Indeed, the radius provided by Eq. (5.2) is of the order of 10

nm, that is 10 to more than 100 times smaller than the particle radii investigated here.

The values used in Eq. (5.3) are the contact angle for silicon and stainless steel. The

value of the filling angle Ψ investigated in this work are 5◦ and 10◦. In the case of water

film, these value are representative of a rather dry environment and a humid environment

respectively (with relative humidity close to 100 % in the second case).

Van der Waals

The London - Van der Waals force is a short range force that originates in the in-

stantaneous dipole generated by the fluctuation of electron cloud around the nucleus of

electrically neutral atoms. It decreases rapidly as the distance increase, but its value

has entity similar to the liquid bridge when the particle is in ”contact” with the surface

Berbner and Löffler (1994).

At least two theories are available in the literature for the quantification of this force:

the Hamaker and the Lifshitz theory Visser (1972). For both of them the formulation of

the van der Waals force when the contact between the two solids is mediated by a liquid

is given by, (according to Hamaker),

FV dW =
A 2R

12D2
(5.4)

where A is the Hamaker constant. The Lifshitz theory can be related to the former one

by replacing A by 3/4π hω̄, where hω̄ is the Lifshitz- van Der Waals constant which is

dependent only on the material Visser (1972). For this reason in the following the term

Van der Waals force will refer to the Hamaker theory without loss of generality. It is

common practice to add subscript to the constant A in order to point out the elements

in contact, so in this case it takes the form A123 where 1 refers to the sphere (particle),

2 to the surface (blade) and 3 to the liquid medium (water). The database for the A

constant is often available only in the form Ajj, meaning the contact of spheres of the

same materials. In order to obtain the constant representative of the case, the relation

proposed by Viesser is used Visser (1972):

A123 = Ct (A12 + A33 − A13 − A33) (5.5)

where Ct depends on the medium material 3 and is equal to 1.6 for water, and the mixed

terms Aij should be evaluated using the geometric average

Aij =
√︁

AiiAjj (5.6)
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As shown by Bowling Bowling (1988), van der Waals force can be much bigger if

deformation of the particle happens. This deformation can be due to two different aspect

of sticking: impact with the surface of high speed particles or deformation due to pressure

in the contact point related to the attraction forces. In the following, the estimation of

the deformation due to these two contributions will be carried out.

Ultrafine particles, that is the class to which particles that are likely to cause fouling

belong (see ISO 12103-1:2016 2016), are generally hard. In particular, considering sand as

a contaminant, from the work of Daphalapurkar et al. (2011) the mechanical properties of

the for the deformation prediction can be estimated. Specifically, a Young modulus E = 90

GPa, and a yielding stress of σyeld = 6.1 GPa have been assumed. In order to estimate the

actual contact radius, the energy dissipated upon impact must be somehow quantified.

A reasonable way to compute this quantity is to carry out the balance among energy

before the impact and energy involved in the impact itself, as suggested by Attané et al.

(2007) or by Kleinhans et al. (2016) among the others. In such works, the energy content

of the particle before the impact is computed and compared with the work dissipated in

the deformation. In this study the same methodology is employed, considering as energy

before the impact the kinetic energy and the surface energy. All the available energy

is converted in deformation upon impact and in the surface energy of the ”deformed”

particle. The energy balance becomes

Ekin,0 + Esurf,0 = Edef,1 + Esurf,1 (5.7)

where 0 represents the state before impact and 1 the ”deformed” state of the stuck particle.

Since large deformations are not expected, and particle is thought of retaining its nominal

shape (a part for very small deformation in the contact area) the surface energy in 0 and

1 is basically the same and can therefore be dropped. The balance is therefore among

kinetic energy and energy dissipated in the deformation process.

The kinetic energy considered in Eq. (5.7) is the kinetic energy in the normal to

the surface direction. In this work, and generally in compressor fouling problems, the

particle velocities in the normal to the surface direction hardly overcome 100-150 m/s.

Specifically, in this study, impact velocities are always lower than 75-80 m/s. Assuming

a normal impact velocity of 100 m/s and a density of 2500 kg/m, for a particle having

a diameter of 1 µm, the kinetic energy is equal to Ekin,0 = 1/2mv2 = 5 · 10−12 J. In the

final step of the sticking phase, labelled with 1 in Eq. (5.7), the particle has dissipated

all the incoming kinetic energy in deformation mechanisms.

The maximum deformation has been guessed by considering the sand stress-strain

curve. It is well known that the energy involved in deformation processes is the area

under such curve. By assuming a linear law for the elastic region (e.g. an elastic perfectly

plastic model), this area is actually a triangle if one remains below the yielding stress.
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The strain-energy density, given by the kinetic energy divided by the particle volume,

is equal to 12.5 MJ/m3. The resulting stress is equal to 1.5 GPa, meaning the particle

remains in the elastic regime, with a corresponding maximum strain of 0.0167. Under

such conditions, when the elastic recover happens (e.g. when the impulsive action of the

impact vanishes), no residual strain is left on the contact area. No extra correction term

for the deformation must be applied to the van der Waals force due to impact.

For what concerns the second cause of the deformation, that is the attraction among

two bodies in contact, an estimation of the pressure on the interface is given by Bowling

Bowling (1988). Specifically, in the contact area it can be reached a force per unit area

of the order of magnitude of 0.01 MPa. The stress is applied for as long as particle and

surface remain in contact and so it is not required to overcome the yielding stress in order

to have a deformed area of contact. Nonetheless, the amount of this stress is such that the

corresponding strain is of the order of 10−9. This would cause a very small deformation,

meaning deformation effects of the van der Waals forces are negligible.

Drag

The drag force is usually quantified by the drag coefficient CDMorsi and Alexander

(1972), as explaned in 2.2. In the free stream flow, the formulation of the drag coefficient

implemented has already been discussed. When the particle analysis is close to the wall

some considerations must be done. Since the particles under investigation are small, the

Reynolds number is small and thus the Stokes drag can be used Soltani and Ahmadi

(1994): in this case CD = 24/Rep. Being in proximity of the wall, one may reasonably

assume that the particle is within the laminar substrate O’Neill (1968) and thus the

velocity component on the center of a spherical particle is given by Eq. (5.8)

u+ = R+ since u+ = y+ (5.8)

where, for smooth surfaces,

u+ = u/uτ y+ = uτy/ν (5.9)

uτ is the friction velocity uτ =
√︁

τwall/ρ and τwall is the wall shear stress. ν is the

kinematic viscosity of the fluid. Substituting Eq. (5.9) in Eq. (5.8), the fluid velocity at

a distance from the wall equal to the particle radius is

u =
u2
τR

ν
(5.10)

Keeping this in mind, the drag force evaluated in the center of a particle stuck to the wall

(i.e. up = 0)

FD = CD
1

2
ρu2

cAp (5.11)
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where Ap = πR2 is the cross sectional area with respect to the flow direction. Assuming

Stokes flow, substituting Eq. (5.10) in Eq. (5.11), the expression for the computation of

the drag force near to the wall is:

FD =
3π

2
ρfRu2

τ (5.12)

and f = 1.7 is the correction factor proposed by O’Neill (1968) in order to account for

the presence of the smooth wall.

A final remark on the calculation of the drag force regards the rarefaction effect. The

small size of the particle force to keep into account the correction proposed, among the

others, by Soltani and Ahmadi Soltani and Ahmadi (1994), that is evaluating the drag

coefficient as CD = CD,Stokes/Cu, where Cu is the Cunningham factor. To calculate

the Cunningham factor, Fuks (1989) proposed a dependence from the Knudsen number

Kn = λ/R where λ = 2µ/ρc̄ (from Talbot et al. 1980) is the mean free path of the gas

molecule. Eventually c̄, the molecular mean speed, can be evaluated as (c̄ = 8ℜT/π)1/2,
as reported in Talbot et al. (1980). With these remarks Eqn. (5.12) becomes

FD =
3π

2

ρfR

Cu
u2
τ (5.13)

That must be solved together with Cu = 1 +Kn[1.257 + 0.4exp(−1.1/Kn)].

Centrifugal

The centrifugal force is, together with the drag, the main detachment force acting on

a deposit. Its value is calculated using

FC = mω2r (5.14)

where r is the distance of the particle center from the rotational axis, and ω is the

rotational velocity. In this study the radius of the machine is thought to be 0.3 m measured

from the bottom of the inlet. This is representative of a small heavy-duty compressor.

The centrifugal forces in this work are applied only to the attached deposit and not

on the fluid flow. In this sense its effect does not entail any flow curvature or variation.

This is indeed a big approximation in terms of flow field and particle tracking behavior.

The centrifugal effect is indeed known to have a major effect in the radial redistribution

of particles. This effect is negligible for smaller particles, as reported by Aldi et al.

(2017b), but its relevance increases as the particle diameter increases. In light of this, the

deposition pattern found in this work is expected to be slightly different with what would

actually happen in a real experiment. The centrifugal force will displace the majority of

the impacts upward, toward the tip region (represented by the end of the target wall in
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Fig. 2.3. The acceleration due to this force is related to the vertical direction and no effect

on the axial one is expected. Since no criteria on the tangential viscosity is considered for

the sticking, the impact velocity in the normal-to-the-surface direction is not thought to

be affected in a dramatic way. In the same fashion, the centrifugal effect will be felt by

the fluid itself. This will increase the upward velocity of the fluid along the target wall,

contributing to increase the drag itself.

State this, the centrifugal effect on both particle and fluids are neglected here. This

represents a shortcoming of the actual implementation. Although these forces should

be actually considered and their effect may not be negligible, this work is an order-of-

magnitude analysis of the particles attached to the surface. In light of these considerations,

the centrifugal effects on the trajectories can be considered a next step of the modeling,

without loss of generality for the results here presented.

Geometry modification and force balance

The assumption done for the balance evaluation is the following: the influence the

deposit has on the flow is given by the sum of the effects of the particle, whereas the

forces are evaluated on the single particle. In other words:

• The flow will consider as boundary the new displaced geometry (Fig. 5.3). With

this new geometry the flow field is updated and relevant quantities, such as the wall

shear stress, are calculated.

• The forces the flow exerts on the deposit are calculated considering a single spherical

particle deposited. For instance the attaching or detaching torques are calculated

with the same quantities (half of particle diameter and radius of the contact area).

For the force balance, the spatial distribution of the forces is reported in Figure 5.7.

The detachment happens either when, from the force balance in the normal to the

surface direction, the prevailing force is the detachment one or, on the other hand, the

detachment moment overcomes the attaching one. For what concerns the pole of the

moment the assumption of rolling detachment Soltani and Ahmadi (1994) and of infinitely

stiff meniscus have been done. This translates in a detachment point lying on the outer

radius of the wetted area on the surface of the substrate. Such a wetted area is directly

related to the value of Ψ.

The contributions to the attaching and detaching torque are therefore computed in

the following fashion:
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Figure 5.7: Spatial distribution of the forces acting on the stuck particle

• Drag force The drag force is thought to be applied in the center of gravity of the

particle and, in this work, it is considered to be always parallel to the surface. Thus

the drag torque arm is equal to the particle radius;

• Centrifugal Force The centrifugal force is always applied in the particle’s center

of gravity. The force is decomposed in the normal and tangential to the surface

directions. As a consequence, the centrifugal force torque is proportional to the

radius of the particle;

• Capillary force The capillary force is applied in the center of the meniscus bridge,

and it is always considered to be normal to the surface. The arm is therefore always

equal to the radius of the ring;

• Van der Waals force The van der Waals force is applied in the point where the

meniscus bridge is thinner. In this work this is considered to be the center of the

ring. Again the arm is equal to the radius of the meniscus.

The geometry modification for the boundary growth has been described in the bound-

ary displacement section, and in particular in Fig. 5.3 and Fig. 5.5. In case of detachment

the boundary is entirely deflated, recovering the starting position corresponding to the

beginning of the simulation.

The deposition pattern corresponding to the inflow Ma = 0.3 is reported in Fig. 5.8.

In this Figure, the target wall is reported and the flow direction is from left to right: the

stagnation area is on the left hand side of the picture, and at the right there is the target

”tip”. For each of the tested diameter, replicating an inflow concentration of 20 µg/m3,

the stuck particles are reported. Particularly, the green points are representative of the

10 µm diameter particles, the red are for 5 µm and the black dots are the 1 µm ones. It

can be seen that only the smallest particles cover the entire wall. Bigger particles have
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higher inertia and thus they are more likely to impinge on the wall in the stagnation

area on the left hand side. Contrarily, they are delayed in following the streamlines that

moves smallest particle towards the tip region making them to stick there. This means

that either big particles tend to stick to the bottom of the target wall or not to hit it at

all. On the other hand, smaller particles tend to follow streamlines more closely. This

justifies the fact that the entire wall is covered by particles. Nonetheless, higher density

of deposited particles can be identified in the hub and tip areas. The deposition pattern

for Mach number of 0.15 and 0.45 is qualitatively similar to the one reported in Fig. 5.8,

except for the number of the deposited particles. This result may be used for qualitative

validation of the results.

In light of extending this work to real compressor geometries, the left hand side of

Fig. 5.8 can be related to the leading edge of a compressor blade, from the deposition

standpoint. This remark is based on the presence of a stagnation area followed by a

deviation in the fluid flow. Since the gravitational force in the particle tracking algorithm

is neglected in this work, the direction of the bend (upward in this case) can be considered

as a general deviation imposed to the flow. It must be said that the degree of deflection

is quite high, and this implies more detrimental conditions with respect to real blades,

entailing an higher amount of impacts.

Figure 5.8: Deposition pattern on the target wall of particles for Ma=0.3. Green, red and
black dots represents 10 µm diameter particles, 5 µm and 1 µm respectively. The black
arrow represents the flow direction.

All the tested conditions are reported in Tab. 5.1. The values are derived as an

average of the quantities under investigation over all the deposits recorded in such run.

This is done in order to have a representative value of the case. This value gives an idea of

which one of the forces considered here has actually a non-negligible effect on the deposit

detachment. In this light, only some of the forces are worthy to be considered in a real

compressor geometry simulation. Table 5.1 reports the average values of the forces on the

deposit for three particle diameters (1, 5 and 10 µm) that are thought to be responsible of

compressor fouling. Three different inflow conditions have been tested, varying the inlet

111



Table 5.1: Variation of forces on the particle according to particle diameter and inlet
Mach number

2R Main Centrifugal Force Drag Capillary force VdW Detach moment Attach moment

ω1 ω2 ω3 γ1 γ2 ω1 ω2 ω3
Ψ1 Ψ2

γ1 γ2 γ1 γ2
0.15 1e-10 8e-17 8e-17 1e-16

1 0.3 1e-10 2e-10 3e-10 8e-10 1e-7 3e-7 5e-8 6e-16 1e-15 2e-15 4e-15 1e-14 1e-14 3e-14
0.45 1e-9 9e-16 1e-15 2e-15
0.15 3e-9 7e-15 7e-15 1e-14

5 0.3 1e-8 3e-8 5e-8 2e-8 5e-7 1e-6 2e-7 7e-14 8e-14 1e-13 1e-13 3e-13 3e-13 6e-13
0.45 4e-8 1e-13 2e-13 2e-13
0.15 1e-8 7e-13 9e-13 1e-12

10 0.3 1e-7 2e-7 4e-7 6e-8 1e-6 3e-6 5e-7 8e-13 1e-12 2e-12 7e-13 1e-12 1e-12 3e-12
0.45 1e-7 1e-12 2e-12 3e-12

Mach number (0.15, 0.3 and 0.45).

For each particle and inflow condition, three different rotational velocities on the

particle (as above explained) have been tested: ω1 = 655rad/s, ω2 = 855rad/s and ω3 =

1000rad/s. Besides centrifugal forces, the surface tension of the material that constitutes

the liquid bridge (simulating an oily substance, γ1 = 0.03N/m rather than water, γ2 =

0.07N/m) and the filling angle (Ψ1 = 5◦ and Ψ2 = 10◦) are varied. These values cover a

wide range of conditions that can occur during compressor operation. In the following it is

worthy to keep in mind than detachment happens when the detaching moment overcomes

the attaching moment. The other condition that may cause the detachment is due to the

forces in the normal to the surface direction. This can only happen if the flow field is in

the centrifugal force component in such direction is greater than the sum of the capillary

and the Van der Waals force. This last occurrence never happens in the case investigated

and thus it can be concluded that, generally speaking, the detachment of the particle

from surfaces in compressors is mainly due to rolling detachment.

By analyzing carefully Tab. 5.1, it is interesting to note that the attaching moment

clearly prevails only in case of 1 µm diameter particles, for almost all the tested condition.

This is in agreement with what has been found by Kim and Bhushan (2008) or Berbner

and Löffler (1994), showing that the importance of the adhesion forces is very strong for

the smallest particles (in the nanometric ranges) and fades away as the diameter increase.

Indeed both the Capillary and the Van der Waals forces depends on the diameter to the

power one. The centrifugal effect on the other hand it is related to the particle volume.

The drag weight prediction is not such straightforward since it is dependent both on the

particle diameter, in Eq. (5.13), as well as on the wall shear. This is strictly dependent

on the inflow condition and on the amount of the wall displacement. The displacement

of the boundary is indeed important to evaluate possible extra-stresses deriving from the

presence of an obstacle to the fluid flow.

Both the attaching and detaching moments are dependent on the filling angle: it is used

in this work for determining the arm of the torque, being the capillarity independent on its

value. Ψ is important in the evaluation of the sticking force only in case of submicrometric
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particles, when the radius of curvature of the liquid bridge (see Fig. 5.6) is comparable

with the particle one. In this case, as above stated, the particle radius is roughly 100

times bigger than the meniscus curvature. In such a scenario it is important to quantify

the effect of the attaching arm, since the force is not dependent on Ψ, as suggested by Orr

et al. (1975). Thus, assuming a filling angle for the detachment evaluation of 1 degree,

lowers the attaching moment of one order of magnitude, if compared to Ψ = 10◦. This

can make the difference between neglecting the detachment effect and considering it since

the two effects become comparable. This is particularly evident for example in the case

of 5 µm particle, where in case of the higher rotational speed tested, entailing a detaching

moment of 1e-13, the choice of Ψ = 10◦ maintains the particle attached to the wall,

whereas by choosing Ψ = 5◦ the deposit tends to detach. The value of Ψ is related to

the relative humidity of the air, as above mentioned. A more precise determination of

the meniscus radius would involve the procedure proposed by Orr et al. (1975), and it

considered a next step of this work. Thus, as the proceeds towards the latest stage of

the compressor, it dries and thus its relative humidity decreases, as shown by Aldi et al.

(2018).

As a consequences particle are more prone to detach in the first stages, due to the

higher value of the relative humidity and thus a bigger value of the liquid bridge radius.

The bigger sizes are, in all the situations tested, more prone to be detached. The cen-

trifugal force itself is of the same order of magnitude of the Van der Waals forces. In all

the case tested the capillary force is the double to ten times the Van der Waals forces,

depending on the surface tension chosen. This is in agreement with the literature, for

example with Berbner and Löffler (1994).

As an example, the variation of the detaching moment for different rotational velocities

as the particle diameter increases is reported in Fig. 5.9. Such a graph is representative

of a Main = 0.45 The dashed line represents the attaching moment computed with γ1

and Ψ1. The points above such dashed line are related to particle detachment, whereas

below such a line the detaching forces are smaller than the sticking ones. It can be seen

that for the smaller rotational velocities the detachment is only possible for the particles

that have an high inertia (for sure bigger than 7 µm). If one wants to detach the smallest

particles, the rotational velocities must be dramatically increased. This is in agreement

with what has been found, among the others, by Syverud et al. (2005) and Tarabrin et al.

(1998): both the rotor and the stator experience deposition. The particles on the rotor

are only partially centrifuged off the surfaces, according to the authors. Figure 5.9 seems

to confirm such a remark.

A concluding remark regards the trend of the detaching moment along the target

wall. In Fig. 5.10 , the detaching moment variation for one of the case tested is reported.

Particularly the case having 2R = 1 µm, Main=0.15, ω=655 rad/s, γ2 and Ψ1 has been

chosen. It can be seen that two average operations must be carried out. For every location
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Figure 5.9: Detaching moment variation - Main=0.45. Sticking moment (dashed line)
computed with γ1 and Ψ1

along the chord (x/c) of the target wall, several particles deposits, and this translates in

having multiple values of the detaching torque. This is related to the algorithm chosen for

the boundary displacement, that collects along the grid lines the build-up (the deformation

is translated in grid-points motion). So the multiple detaching moment value for each

location are related to the different particles that are deposited tangential-wise.

The trendline of the distribution reported in Fig. 5.10 returns a very low value of the

detaching moment for the smallest x/c. Here, the recirculation bubble due to the presence

of a stagnation area lowers the drag effect, and the small distance from the rotational axis

causes the centrifugal force not to be so effective. The drag effect returns to be noticeably

as the flow reattaches to the target wall downstream the bubble, causing the detaching

moment to rise. The lowering of the drag force after x/c = 0.3 is probably related to

the reduction in the jet of the high velocity stream, as reported in Fig. 2.6. The flow

tends to reattach to the upper wall, causing the velocity to lower. Beyond x/c = 0.6, such

reduction reaches an asymptotic value, stabilizing around an average value of 10−16. The

increase in the final part of the curve (i.e. after x/c = 0.9) is due to the increase in the

drag force related to the new jet that develops because of the bend after the end of the

target wall, as reported by the C-line depicted in Fig. 2.5.

It can be concluded that, from Fig. 5.10, the overall trend is related to the drag force

only. The centrifugal effect, in the implementation adopted in this work, is just a linear

trend superimposed to the drag detaching moment. The shape of the curve for the other

cases is qualitatively similar to the one presented in Fig. 5.10.
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Figure 5.10: Detaching moment variation - 2R = 1 µm, Main=0.15, ω=655 rad/s, γ =
0.072 N/m and Ψ=5◦

Final Remarks

From this section, it can be concluded that:

• The drag effect is of paramount importance especially for smallest particles. For this

kind of particle is basically the only force that can cause the particle detachment,

since the the centrifugal force may be not strong enough. In the cases tested, no

detachment due to drag force only has been detected even for biggest particles.

• A transonic stage is more prone to be held clean due to higher flow velocities and

higher centrifugal forces. Besides, the tangential component of particle velocity is

usually higher and this would imply a reduction in the number of impacts resulting

in sticking, if a proper criterion is used.

• On the other hand the amount of foulant ingested, keeping the environmental con-

centration of contaminants fixed, is higher due to higher mass flow rate.

• For particle smaller than the micron (not analyzed in this work) the trend is clearly

unfavourable to the detachment, especially on vanes.

The analysis of a real compressor blade/vane geometry subject to fouling can be thus

carried out in the track of these remarks. Particularly the centrifugal force has a minor

effect if compared to drag for the smallest particles (diameter little or equal to 1µm),

whereas the opposite holds when the particles size is above 10 µm. In between these two

115



values the two forces has the same order of magnitude and thus both of them should be

accounted for when the the detaching moment is computed.

5.2 Hot section: detachment and sintering

As the exposure time increases, the deposit on HPT evolves. An increased exposure

time means more particulate ingested and therefore build-up accretion. Nonetheless, the

drag forces, as the build-up protrudes towards the core flow, are higher and thus they have

higher capabilities to detach the deposit. On the other hand, compound of semi-molten

particles held at high temperature can form bonds in what is called sintering process.

This section deals with these two aging mechanisms, in order to give a comprehensive

overview of the fouling phenomenon on HPT sections.

5.2.1 Deposit detachment modeling in HPT

Deposition of particles on the surfaces entails the build-up of material. The deposit

can be detached from the surface as a consequence of the modified flow field. This

phenomenon has been analyzed widely in literature and several studies on the mechanisms

of detachment are available. Das et al. (1995) compare the three main mechanisms of

detachment, namely lifting, rolling or sliding. The authors state that the main mechanism

of detachment is the rolling of the deposited particle by breaking the interface particle-

surface. There are many theories in the literature trying to find the main cause of the bond

breakage. For instance, Reeks et al. (1988) formulated a theory based on the transfer of

turbulent energy to a particle. The particle can be resuspended from a substrate after it

accumulates enough energy to escape from the adhesive potential well. Turbulent flow lift

forces transfer energy by their average component, which modifies the shape and height of

the well, and their random fluctuating component, which causes the particle and surface

to deform in a random oscillatory fashion from their static equilibrium configurations. In

this paper the detachment is thought to be dependent only on the aerodynamic drag, and

the well known model reported in Soltani and Ahmadi (1994) is used.

In this work a numerical study is conducted into the consequences of flying through a

volcanic ash cloud. In the following sections the following topics will be treated:

• application of an in-house deposition model for the evaluation of a realistic deposi-

tion problem on HPT vanes;

• numerical simulation by means of a transient solver which takes into account the
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Figure 5.11: Outline of the procedure, nozzle modifications not in scale.

variation of the geometry and its effect on the fluid flow;

• simultaneous analysis of all the consequences the ingestion of a particle cloud can

entail, namely erosion, deposition and deposit detachment;

• The starting and final geometry are available in our on-line website to allow the

repetition of tests and the validation of the consequences on the flow field.

Deposition and erosion are kept into account as well as the detachment of the deposited

layer. The behaviour of the particulate is described in terms of parcels (clusters of par-

ticles). Although the particulate ingested by the engine in case of flight through a cloud

can be of very high concentration (up to 250 mg/m3 Dunn 2012), the typical value does

not exceed the threshold by which the so called one-way coupling can be safely used El-

ghobashi (1994). According to this approach the effect the particles have on the fluid flow

in terms of momentum and energy transfer is not kept into account.

The geometry evolution of a transonic vane subject to fouling/erosion is numerically

investigated by means of a moving mesh technique which accounts for the boundary

displacement. Such a kind of vane is usually more subject to fouling with respect to a

subsonic one. More details regarding this remark can be found in the Deposition section.

The main effects of the ingestion are deposition and erosion of the surfaces exposed

to the flow. The approach used in this section is based on the method proposed in the

Deposition section with modifications to include the effect of erosion and detachment.

The present method is outlined diagrammatically in Fig. 5.11 and is explained in detail

below.

The flow field is first computed in absence of contaminant until convergence is achieved.

At this point particles are seeded at the inlet of the domain and for every time step, both

the carrier and the dispersed phase are updated. The particles are tracked via one-way

approach and the flow field is solved through the sonicFoam solver with a set of given

boundary conditions (see paragraph 2.4.2). The deposition or erosion of the vane causes
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the mesh nodes on the surfaces to move, in the area-wise approach presented in 5.4, since

a 2D approach has been used here . Mesh quality is maintained by solving a Laplace

equation for the displacement over the computational domain. The present approach,

although more time consuming than integrating the particle trajectories over a frozen

flow field, gives more realistic information on the evolution of the geometry of the vane

wall. In particular, it gives the more accurate results concerning the rate of change of the

passage throat area.

It must be remarked that in this work all the possible effects deriving from particles

ingestion are analyzed, namely deposition, erosion and build-up detachment. This is due

to the fact that all these phenomena might happen simultaneously in the hot section of a

gas turbine, as reported in Bons et al. (2001).

A further assumption is that the same concentration that is ingested by the fan is

transferred to the core flow without any changes. In such a way, the particulate flow

rate that is processed by the core flow is simply a function of the by-pass ratio. This

assumption is very pessimistic since a very high fraction of the foulant agent would be

centrifuged towards the by-pass flow, lowering the concentration of particles within the

flow processed by the turbine. Nevertheless this condition implies more detrimental effects

on the components, and so this ”worst case scenario assumption” is deemed suitable for

the purposes of this study. This approach is a common assumption when dealing with

this kind of problem, and it is also used for the realization of the ’Safe-to-Fly’ chart by

Rolls-Royce, see Clarkson et al. (2016).

CFD resolution of the flow field

The prediction of the deposition starts with the initialization of the flow field. In this

step, no particles are transported through into domain. The numerical analysis have been

carried out using the sonicFoam solver from the OpenFOAM-v3.0.0 R⃝set of compressible

solvers is used.

This solver is a pressure-based solver that uses the Pressure Implicit with Splitting of

Operators algorithm (PISO). The solver has been validated against the well known LS

89 testcase measured by Arts et al. (1990). More details are reported in section 2.4.2:

for the purpose of the ash ingestion study, a set of boundary conditions representative of

cruise conditions is selected. These conditions are reported in Tab 5.2.

A k-ε model, with standard wall functions has been employed for the simulation pur-

poses. The wall was considered to be hydraulically smooth both in cases of clean and

dirty vane.
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Table 5.2: Boundary conditions for the computation of the undisturbed flow field

Quantity LS - 89

p0 1,523,000 Pa
T0 1708 K

Turbulence intensity 1 %
Inlet

Turbulence mixing length 0.0004 m
Wall T 1100 K

Mis 1.02
Outlet

p 911,200 Pa

Particle seeding

In this simulation a mass flow rate of particulate equals to 1.375x10−7kg s−1 have been

injected corresponding to roughly 30000 particles per second.

The physical properties of the particles relevant to the calculation are the density

ρ=3000 kgm−3 and the specific heat cpart= 800 J(kg K)−1. The particles are inserted

into the flow at the inlet of the domain at random angular positions and with velocity

perfectly coupled with the fluid flow at the inlet of the domain. The size distribution

is representative of the one which could reasonably reach the exit of the combustor.

According to Taltavull et al. (2015), the typical distribution of a volcanic ash cloud is

very case dependent. Nonetheless the biggest particles are centrifuged towards the by-

pass flow or are split in smaller parts during the impact against the compressor blades.

Thus the population that approaches the high pressure turbine vane can be represented

by a uniform distribution between 1 µm and 30 µm as can be gathered by Taltavull et al.

(2015). The chemical composition of the particles is reported by Taltavull et al. (2015).

For this composition the coefficients for the sticking probability according to the EBFOG

model are derived.

Once particles are seeded they must be tracked in order to associate the particle

position to the computational cell.

The tracking algorithm provided with OpenFOAM-v3.0.0 and described in Macpher-

son et al. (2009) is used. The motion of the particles is governed by the Basset Boussinesq

Oseen (BBO) equation, and as suggested by Rispoli et al. (2015) and Wenglarz and Cohn

(1983), the only force to be kept into account is the drag force, implemented as described

above. As early mentioned, the equation used for the drag is valid for spherical particles.

It is well known that the shape of the volcanic ash is far from being spherical, see for

example Taltavull et al. (2015). Nonetheless when particles pass through the combustor

they melt and their shape become spherical as reported by Lau and Windand (2014).

The time step is limited by the condition that the maximum CFL number is one. This

condition is imposed for accuracy reasons related to the particle tracking López et al.

(2015) and guarantees that each particle crosses at most one cell boundary at every time
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step.

he heat transfer between the gas and the particles is also computed. The Ranz-

Marshall equation (see Eq. (5.15)) is used to estimate the Nusselt number for the heat

transfer from the fluid to the particle.

Nu =
hdp
k

= 2 + 0.6
√︁

Rep
3
√
Pr (5.15)

In Eq. (5.15) Nu is the Nusselt number which characterizes the thermal boundary layer

of the particle, h the convection heat transfer coefficient, k is the thermal conductivity

of the gas and Pr = µcp/k is its Prandtl Number. If Nu is known, and in this work is

evaluated using the right hand side of Eq. (5.15), k is a property of the gas and thus h is

derived. Finally Q̇ = hS (Tp − T∞) can be evaluated, where T∞ is the temperature of the

gas outside the thermal boundary layer of the particle having a temperature of Tp. The

variation in the particle temperature is calculated as reported in Eq. (5.16)

∂Tp

∂t
=

Q̇

mpcpart
(5.16)

Impact modelling, geometry modification and mesh update

The properties of the particle at the end of the time step before the impact are eval-

uated. The sticking probability is evaluated using the EBFOG model proposed in the

Deposit. The model uses an Arrhenius-like equation (Eq. (3.27)) whereby the kinetic

energy of the particle associated to its motion normal to the solid surface is compared

with an energy which represents its state (solid, soft solid, liquid) and which depends

exclusively on temperature through a law of corresponding states. The outcome of the

model is a number belonging to the range [0–1]. The decision whether a particle sticks or

not is taken by a Metropolis - Hasting algorithm. If the Monte Carlo method rejects the

hypothesis, the particle does not stick to the surface. It is well known that the ingestion

of particle clouds entails deposition as well as erosion Grant and Tabakoff (1975). Thus in

this section, the same assumption proposed in the section 4.2 is made: a particle that does

not stick to a surface causes erosion. Therefore, all the particles that impinge the vane

either cause erosion or stick to it. To model erosion, the method proposed by Tabakoff

et al. (1990) is used. The numerical implementation of the model has been discussed in

section 4.2 .

Once an impact takes place, the geometry is always modified, by either loss or gain

of material according to the characteristics of the impinging particle. In both cases a

displacement in the direction normal to the surface is applied. The normal-to-the-surface

vector is assumed to be the vector normal to the boundary face where the impact takes

place. Since the faces of the cells are flat, this assumption does not imply any interpolation
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error. The mesh displacement follows the same considerations proposed in section 4.2.

It should be pointed out that the order of magnitude of the displacement due to the

boundary motion for each time step is very small (i.e. 10−7), and thus the numerical grid

can bear such deformation with the aid of the smoothing without problems.

Deposit Detachment

The growth of the build-up causes a reduction of the passage section, whereas the

erosion widens the channel. In both cases of erosion or deposition the effect of the changed

roughness is not taken into account. The corresponding additional reduction due to

increase of the displacement thickness is therefore neglected. Nevertheless the flow field

changes as a response to the changed geometry.

The evolution of the deposition and, consequently, of flow field can cause conditions

around the deposit to change. In particular, if the velocity is sufficiently high, the deposit

can detach from the surface and resuspend Tippayawong and Preechawuttipong (2011).

In this work the detachment is tought to be due only to the aerodynamic drag. This is

the main responsible of the detachment according to many authors, for example Soltani

and Ahmadi (1994). Thus a momentum balance is carried out in order to evaluate the

drag force necessary to overcome the adhesion force. To measure the adhesion work,

Soltani and Ahmadi (1994) proposed a model that relates adhesion energy to the radius

of the contact area between particle and surface, and the elastic properties of both wall

and particle material. The drawback of this approach is that several properties of the

materials under investigation must be known.

The adhesion force for ash particles on steel in the present contribution relies on the

estimates by El-Batsh (2001). Once the adhesion force is known, the quantity that causes

the particle detachment is the wall shear velocity. The critical value above which the

deposit detachment happens is defined by Eq. (5.17).

u2
τcritic =

CuWA

ρdp

(︃
WA

dpKc

)︃ 1
3

(5.17)

where Cu is the Cunningham correction factor, WA is the work of adhesion, Kc is the

composite Young modulus. The critical wall shear velocity as a function of the diameter

is determined using the values of the parameters in El-Batsh (2001). The final equation

used to determine the critical shear velocity is

uτcritic = 1.111× 10−4h−0.871
D (5.18)
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where hD is the thickness of the deposit in the cell under investigation. The condition

uτ ≥ uτcritic (5.19)

indicates that the deposit must detach from the surface. The assumption made in this

work is that if the condition (5.19) is true, the whole build-up adhering to a boundary face

is detached. This might be not completely true since a fracture can be started anywhere

inside the deposit rather than at the base. No exhaustive research has been found in the

literature on this topic and there seems to be no general behavior. Inspection of the work

by Webb et al. (2012) reveals that, depending on the material, the deposit is completely

removed in the trailing edge area whereas spalling of the outer layers of the deposit is

discernible in some cases. The wettability of the ash/metal interface with respect to the

ash/ash interface is most likely the responsible for such a different behaviour. Further

research in this track can be found in the final part of this thesis, concerning the non-

dimensional analysis.

Effects on vane shape

The simulations are started with a nominal profile and, as illustrated in the previous

section, particles are seeded at the inlet of a converged steady solution. The evolution of

the deposits and of erosion patches is monitored in time. The evolution of the profile over

the first second of exposure is reported in Fig. 5.12.

Pressure Side

It can be seen that the fouled profile after 1 s is quite different from the one after 0.1 s

everywhere but around the trailing edge. Here the profile seems to reach the asymptotic

value of the displacement already in the first few steps of the simulation. This asymptotic

value of the deposit thickness is determined by the balance between the detaching drag

force and the adhesion force. The two forces act simultaneously on the deposit and the

resulting effect on the trailing edge deposit area is a continuous succession of build-up

and detachment. The evolution of the trailing edge area of the pressure side is reported in

Fig. 5.13. It can be seen that the displacement is oscillating around the asymptotic value

of 3x10−6 m. This value remains the same for as long as the simulation had run. Unless

the conditions of the deposit upstream on the vane change in such a way that the flow

field is considerably modified, this value can be considered as a constant displacement.

This result is in agreement with the experimental data found by Dunn (2012), where very

little if no deposition at all is found in the trailing edge areas.

The asymptotic value of the displacement on the trailing edge area seems to find
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good agreement in the experimental field. For example, the work by Webb Webb et al.

(2012) reports the experimental investigation of the consequences of vane exposure to

contaminated air. The study is based on a realistic vane (E3 geometry) subject to fouling

by four different types of coal ash. All the tested materials show the same behavior with

respect to the trailing edge area: a thinner deposit compared with the rest of the pressure

side. This feature can be considered as typical of the fouling of high-pressure turbine

vanes, at least for the exposure time investigated. The appearance of a vane exposed

to air contaminated with lignite is shown in Fig. 5.14. The circled area is considerably

thinner than the other areas of the deposits.

Inspecting the other parts of the vane in Fig. 5.12, it can be clearly seen how the

leading edge is the most affected area by deposition. This remark is in good agreement

with the literature (e.g. Prenter et al. (2016), Borello et al. (2014) or Casaday et al.

(2014)). Borello et al. Borello et al. (2014) observe the same trend regarding the deposi-

tion. They do not consider the effect of erosion but, from their work, it is clear how the

deposit build-up is greater on the leading edge and on the trailing edge areas, whereas no

deposition occurs immediately downstream the leading edge. In this area particle veloc-

ity components tangential to the surface are pretty high and thus the deposition is less

likely. However in Dunn (2012) deposition is reported in this area of the vane for all the

engine tested. We can conclude that the prevailing detrimental effect is of deposition here

and it is correctly predicted in this work, even if less evident with respect to the leading

edge area. Probably carrying on the simulation for longer exposure time, the difference

in build-up between this area and the peak deposition at the leading edge would become

lower. Other tests, for example the ones by Casaday et al. (2014), show the midspan

chord-wise deposition on a real turbine vane geometry. Even if the airfoil differs from

the one analysed in this work, the trend is remarkably similar to Fig. 5.12. The areas

mentioned above are easily identifiable.

Suction Side

Parker and Lee Parker and Lee (1972) report that the highest deposition rates are

found on the suction surface. This is mainly due to the small size of the particles (sub-

micrometer). This behaviour has not found agreement in the literature where real engine

have been tested Dunn (2012). The other cause of deposition on the suction side is

the rebound against the pressure side of the adjacent vane. In this work no deposit on

the suction surface is reported since the particle size is well above the sub - micrometer

size. On the other hand the rebound on the pressure surface do not cause the particle

trajectory to impinge the next suction surface. For the diameters under investigation in

this work, the Stokes number is such that the particle is not able to reach that surface and

is brought downstream by the core flow. From Fig. 5.12, the suction side is affected only in

proximity of the leading edge. Moving along the suction surface from the leading toward
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Figure 5.12: Evolution of the deposit during the first second of exposure. smax,side stands
for the maximum curvilinear coordinate on the side under investigation. In this way the
coordinate s is normalized

the trailing edge, an area of high deposition rate is found. Immediately downstream

this area of erosion is found. This area is clearly identifiable from the beginning of the

computation and the amount of erosion seems to reach an asymptote after 1 s. It must

be remarked that the entity of erosion is very little if compared with the mean deposit

build-up. On the top of that, having reach an asymptote, its value is likely to remain the

same and to be always less important in terms of effects on the flow field. This result is

in agreement with the experiments carried out in Dunn (2012), where very little erosion

has been found. Beyond s/smax,side=0.25 no changes in shape are reported in the range of

time investigated.

Effects on the flow field

The flow field is affected by the presence of the deposit. In agreement with the results

reported in Bölcs and Sari (1988), the shock wave is shifted downstream. Figures 5.15

and 5.16 report this shift. The isentropic Mach distribution along the suction side of the

vane at the beginning and after 1s of exposure are shown in Fig. 5.16.

The pressure side is not shown since the difference in the pressure distribution before

and after the exposure is not noticeable. It is well clear that the overall performances

of the vane is not affected except at the trailing edge. The discontinuous pressure rise

(and consequent drop in the isentropic Mach number) due to the shock wave also moves
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Figure 5.13: Accretion of the trailing edge area

Figure 5.14: Fouled geometry from Webb et al. (2012): particular of the thin deposit in
the trailing edge area

streamwise.

Another parameter of paramount importance for the vane performance is the total

pressure loss. As it is well known, the parameter which is usually referred to when dealing

with losses is the coefficient of pressure, cp = (p02 − p01)/(0.5ρ2U
2
2 ) where the subscript

1 refers to the inlet of the computational domain and 2 to the outlet as suggested by

El-Batsh (2001). U2 Is evaluated from the isentropic exit Mach number. In Fig. 5.17

the trend of cp along a pitch is reported. After the exposure the cp is lower and this is

probably due to the displacement of the shock structures. The Mach number discontinuity

across the shock is therefore different and thus a variation in the cp is the consequence.

Furthermore the wake is slightly displaced: the exit flow angle varies with the build-up of

deposits on the vane surface. No reports regarding this effect on turbines have been found

in the literature so far. Gbadebo Gbadebo et al. (2004) reports the effects of artificially

added roughness to compressor vanes on several parameters. The authors identify the
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(a) Original position of the shock
(b) Displacement of the shock after 1s of
exposure

Figure 5.15: Displacement of the shock wave: depicted in red the initial position

location which affects the flow deviation the most: enlarged roughness at the leading

edge seems to have the biggest effect on the outflow angle. In this work, in the leading

edge area there is the biggest deposition, as reported in Fig. 5.12 and it is reasonable to

expect a slight variation in the outflow angle. Figure 5.17 seems to confirm this trend. It

must be remarked that the reason of the variation of the outflow angle could be also the

downstream displacement of the shock.

The effects of the ingestion of an ash cloud have been numerically investigated . The

model used is an extension of the energy-based EBFOG model which implementation has

been changed in order to keep into account also the erosion. The variation of the blade

shape due to erosion and sticking is accounted for by modifying the computational mesh.

The build-up of the deposit can vary during time as a consequence of the aerodynamic

drag. Drag force tends to detach the deposit especially in the trailing edge area where the

wall shear stress and thus the friction velocity are higher. The assumption of the total

detach of the local deposit rather than outer layer spallation is justified by the presence

of an interface metal/non–metal, where the chemical bonds are reasonably weaker.

Some interesting facts about the variation of the blade shape have been found. Par-

ticularly two asymptotic values can be detected, one in the peak-valley displacement in

the leading-edge suction side area and the other one in the trailing-edge deposit. The

asymptotic thickness is a function of the material (since the adhesion force depends on

the materials that constitute the two part of the interface). In both the cases after 0.1 s

of exposure, the erosion/deposition pattern on this area is remarkably similar to the one

at 1 s.

On the top of that, It has been found that geometrical variations and the flow field

are strictly coupled. In particular, the shock location changes due to the geometrical

variations.
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Figure 5.16: Isentropic Mach distribution along the suction side of the vane at different
exposure time

Figure 5.17: Coefficient of pressure in the two cases: peak represents the wake

From this work it can be concluded that during the ingestion of a volcanic ash cloud,

the geometry of the High Pressure Turbine Vane changes and these variations affect the

flow field in different ways. The displacement of the shock structures and a variation in

the coefficient of pressure are the two main consequences.

Future work will be focused on the translation of information obtained from this article

to important piece of on-board information for the flight crew. In order to predict the

displacement of the operating point on the compressor map, the whole 3d vane should

be investigated. Nonetheless useful information can be derived from the fouled geometry

reported in Fig. 5.18. For more quantitative analyses the coordinates of the clean and

fouled blade are available for downloading at the website Casari et al. (2017b).

127



Figure 5.18: Overall of the blade and details of leading edge, suction side and trailing
edge. Displacement is magnified of 200 times

5.2.2 Combined sintering and detachment effect in volcanic ash

deposits on HPT vanes

A deposit is subjected to several forces that either tend to make it sticking to the

surface or to detach from it. In the hot section of the gas turbine, the forces that act on

the build-up tending to make it to adhere to the surface can be traced back to the van der

Waals forces and, possibly capillary force if a certain amount of liquid phase is present.

On the other hand, the detaching mechanism is related to the component investigated:

if the particle is deposited on a vane, the drag and the shearing force are the only forces

that tend to detach the particle, if a rotor blade is investigated, the centrifugal forces

must be considered as well.

On top of that, the deposit evolves over time in what is called sintering. During this

process, the single particles deposited can melt together forming necks. If the temperature

is sufficiently high, these necks increase in size until the former pores among particles are
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completely filled. This process is of paramount importance if the effect of the applied

forces on the deposit needs to be investigated. The amount of material detached is indeed

strongly dependent on the tension exchanged within various layers that constitute the

build-up.

This section focuses on the prediction of the build-up evolution on an HPT nozzle.

The sintering process is modeled and related to the resisting strength of the deposit: an

increasing sintering time reduces the deposit porosity and thus increase its strength. In

order to monitor the stability of the deposit, the balance among detaching and attaching

forces is carried out. The evolution of the vane shape is taken into account by using a

moving mesh technique.

Particularly, the detachment of the deposit as a consequence of the fluid flow forces

is reported, taking into account the variation of the deposit porosity over time. All the

calculations reported have been performed implementing the presented models in the

software suite OpenFOAM-v1606+.

The methodology employed in this work is the same proposed in section 5.2.1, but

for the sintering modeling, that has been added and the detachment evaluation that has

been deeply revised. The procedure is concisely reported here to ease the reader.

The flow field is first computed in absence of contaminant until convergence is achieved.

At this point particles are seeded at the inlet of the domain and for every time step, the

Lagrangian and Eulerian field are updated. The PSD injected in this work is a uniform

variable in the range [1,30] µm, as suggested by Taltavull et al. (2015). This is indeed

the PSD for which the EBFOG coefficients have been derived. Bigger particles are indeed

unlikely to reach the HPT section, either due to fragmentation related to compressor

blade impact or centrifuge towards by-pass flow. Smaller particles are unlikely to hit

the vane due to their small Stokes number. Particles are tracked via one-way approach

and the flow field is solved through the sonicFoam solver with a set of given boundary

conditions (see Tab. 5.3). The deposition or erosion of the vane causes the mesh nodes

on the surfaces to move. Mesh quality is maintained by solving a Laplace equation in

order to smooth the boundary displacement over the computational domain. The present

approach, although more time consuming than integrating the particle trajectories over a

frozen flow field, gives more realistic information on the evolution of the geometry of the

vane wall. In particular, it gives more accurate results concerning the rate of change of

the passage throat area.
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Particle impact modelling

Dealing with particle laden flows, extra care should be paid towards impact modelling.

In this section all the models implemented in this work for accounting the impact are

briefly explained.

For the sticking and erosion evaluation, the model described in section 5.2.1 are used:

the EBFOG for the deposition, and the Tabakoff et al. (1990) model for the erosion.

Boundary displacement

The boundary displacement is the results of the balance between sticking and ero-

sion. When these two phenomena happen, the geometry is updated consequently. In the

numerical approach implemented in this work the displacement of the boundary due to

particle impact is such that a particle sticking to the blade reflects in a variation in the

domain geometry, causing the inflation of the surface inward the domain. This deforma-

tion have been implemented as a displacement of the hit face in the normal-to-the-wall

direction. The amount of the displacement is given by the particle mass conservation: it

is calculated in such a way that the volume swept by the boundary face conserves the

particle volume. On the top of that a certain void fraction is considered. The void fraction

is representative of the porosity and, as the porosity does, it varies over time due to the

shrinkage phase of the sintering process.

In case of erosion, the Tabakoff model (4.2) predicts the amount of material removed

by the impact. The mass to be removed corresponds to the volume swept by the boundary

face in the outward-to-the-domain direction.

Table 5.3: Boundary conditions for the computation of the undisturbed flow field

Quantity LS - 89
p0 1,523,000 Pa
T0 1708 K

Turbulence intensity 1 %
Inlet

Turbulence mixing length 0.0004 m
Wall T 1200 K

Mis 1.02
Outlet

p 911,200 Pa
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Deposit Sintering

Deposit sintering is the process by which particles in contact one another are packed

together. This phenomenon is well known in the literature, and some examples are

Wadsworth et al. (2016), Namkung et al. (2016) and Al-Otoom et al. (2000). The process

of ash packing is essentially a viscous driven flow in which the parameters that play an im-

portant role are the surface tension γ and the viscosity µ. These quantities, together with

the particle average radius can be employed to guess the timescale of the phenomenon,

in order to see if it is relevant for gas turbine applications. Using the relationship re-

ported by Wadsworth et al. (2016), the characteristic timescale associated with viscous

flow, driven by interfacial tension, and neglecting inertia and buoyancy, is the capillary

relaxation time ts = µR/γ. Assuming, from Song et al. (2017), a viscosity of 104 Pa s,

a radius of 10−6 m and a surface tension of 0.35 N/m (representative of volcanic ash at

1200K), the order of magnitude of ts is 10
−2 s. This is comparable with the time between

two successive shedding events of the deposit as evaluated in the section 5.2.1, and thus

this phenomenon should be kept into account. It must be added that in the detachment

analysis in 5.2.1 a very dense ash cloud was considered, and thus the growth rate of the

deposit is very high, lowering the mean time between two successive shedding of the de-

posit. In the case of lower particulate flow rate, the weight of the sintering consequences

is expected to imply more detrimental conditions.

To evaluate the mechanical properties of the build-up, its porosity has to be known.

Estimating such value is quite complicate, due to the irregularity of the deposit. An

example of the deposit appearance in engine-like condition is reported by Taltavull et al.

(2015). Taking a closer look at Fig. 5.19, the deposit is made up by elliptical discs. This is

due to the splatting of the particle onto the surface and, since the substrate temperature

is quite low (i.e. 600 ◦C) if compared with the temperature one can expect on the NGV

surface, the deposit is only slightly (if not at all) sintered. This situation can thus be

considered as the condition of the deposit before the sintering onset. The configuration

can be related to the packing of ellipsoids, as shown in Fig. 5.20. The packing problem

of such solids have been solved, among the others by Donev et al. (2004).

From their work it is possible to derive the starting packing fraction, Φ, used in this

work. The variation of Φ reported by the authors in Donev et al. (2004), in agreement with

Delaney et al. (2005) for the 2D case, varies in a narrow range. Delaney et al. (2005) found

a variation passing from an aspect ratio ( semi-minor to semi-major axes ratio) λ = 0.8 to

0.1 fitted with a third order polynomial with a maximum packing fraction Φ = 0.895 and

a minimum of Φ = 0.82. The non-uniform distribution of aspect ratio applies to this case,

since the PSD of the population injected is not a fixed diameter. One can expect as a

consequence of such variability a different splatting morphology in addition to a range of

sizes. As first guess, a reasonable value of the packing fraction is Φ = 0.8. This equivalent

packing value is introduced to keep into account the high disuniformity one finds in the
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Figure 5.19: SEM micrographs of deposit, from Taltavull et al. (2015)

deposits, as one can see in Fig. 5.19. In a 2D analysis, the packing fraction of elliptical

disks is generally higher with respect to the spherical packing. Referring to the results

reported by Delaney et al. (2005), an ellipsoids distribution having λ = 1 (i.e. spheres)

has a packing fraction Φ = 0.84. This is not true any longer if a 3D analysis is considered:

in that case the spherical jamming implies the densest Φ possible, as suggested by Donev

et al. (2004) as high as 0.74. An higher packing fraction implies smaller porosity with

consequences that will be described in the following. This means that assuming, in the

2D case, elliptical disks rather than spheres implies more detrimental conditions.

It is interesting to note here that such value of the packing fraction is related to

the total volume of the build up with respect to the actual volume occupied by the

particles. This reflects on having a total height different than the one theoretically given

by the conservation of the particle volume. Assuming Φ = 0.8, the total volume of

the deposit is 1.4 times the total volume of the particle deposited, in order to allow for

the presence of empty spaces. Besides, the procedure for the boundary displacement

employed in this work introduces an extra constraint. In particular, displacing the points

of the boundary face affected by deposition, the total volume swept by the boundary

is actually greater than the particle volume itself, even without considering the void

fraction due to porosity. This is due to the fact that neighbour faces on the wall are

sharing points with the faces displaced, and thus they are deformed as well. Assuming

three consecutive faces on the boundary have the same lenght and the central face is

displaced by a quantity hdep, the total volume swept by the boundary is actually 1.67

times the volume predicted by the conservation of the particle mass. Thus to observe

the value of 1.4 above estimated it is necessary to reduce the height of the deposit in

the central face to a value hdep,new = 0.84hdep. This fact entails a numerical spreading
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Figure 5.20: M&M’s candies: the packing of volcanic ash particles can be studied by
considering the packing of ellipsoids

of the deposit, that is not representative of what actually happens and tends to mitigate

the deposition effects. A way for reducing this numerical spreading is by passing from

face-wise displacement to nodal-wise displacement. Further details on this approach are

proposed in the Gecko-Like section 5.1.

The initial porosity of the deposit and its evolution over time is of paramount impor-

tance for the evaluation of the mechanical properties of the deposit itself. An interesting

study evaluating the deposit strength as a function of the porosity was carried out by

Kaliazine et al. (1997). In their work, the mechanical properties of build-up are evaluated

via scaled-down experiments performed on brittle deposits at room temperature. The

reader is referred to the next section for more details regarding the brittle property of the

deposit. The variation of the tensile strength is ruled by the exponential law reported in

Eq. (5.20)

σ = σ0e
−10ϵ + 10 (0.8− ϵ)3/2 (5.20)

where σ is the tensile stress of the deposit, ϵ is the porosity and σ0 is a constant equal

to 35 MPa. This is quite a strong assumption since such values are derived for sintered

kraft recovery dust. No similar relation for volcanic ash has been found, and thus such

values are used. Equation (5.20) gives the admissible tensile stress over the exposure

time, provided the law of variation of the porosity with the temperature. To derive this

law, the Frenkel model Frenkel (1945) is used. Such model, formalized for two sintering

spherical particles, is thought for the growth of necks between particles that share an

initial contact, and is reported in Eq. (5.21)
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Figure 5.21: (a) Sketch of initial geometry of viscous spherical droplets as considered
by Frenkel. (b) Geometry for the evaluation of the porosity at the sintering onset. (c)
Progression of the sintering over time

x

r
= 1.225

(︃
γ

µr

)︃0.5

t0.5 (5.21)

where x and r have the meaning reported in Fig. 5.21(a). The former equation is repre-

sentative of the pore filling procedure due to the temperature and the passing of the time.

Temperature affects the surface tension and viscosity values according to the composition

of the material under investigation. Several models are available in the literature for its

estimation, and in this work the law reported by Song et al. (2017) was used. It must

be remarked that the implicit assumption made by using this model is to assimilate the

behaviour of elliptical discs (the deformed particle shape used in this work) to spherical

particles, from the standpoint of the porosity variation over time. The authors are not

aware of sintering laws for shapes different from the spherical, and thus this model has

been used. By considering ellipsoids instead of spheres what actually changes is not only

the packing fraction, but also the number of contacts per particle. Donev et al. (2004)

found an increase in the number of contact points per particle, Z. Z is known to be equal

to 6 in case of spheres, and rapidly increase as the particle deflect from the perfect sperical

shape, reaching Z = 10 for ellipsoids. Higher values of Z entail more nucleation points

for the necks among particles in contact. It is thus reasonable to expect an increase in

the sintering velocity. This fact has not been taken into account in this work and it is

considered a next step in the development of this methodology.

In order to retrieve the porosity variation over time one has to evaluate the evolution

of the white area of Fig. 5.21(b), representing a pore in the deposit (that is the area

enclosed among four particles in a 2D approach). The variation of the white area of Fig.

5.21(b) over time can be expressed as in Eqn.

A = f
(︂x
r

)︂
= 4r′2 − 2αr2 − 4

x2

tanβ
(5.22)
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With the nomenclature of Fig. 5.21(c) and keeping in mind that r′ = x/tanβ. The

angles α and β can be calculated from the result of Eq. (5.21) and from Eq. (5.23)

α =
π

2
− 2β β = arcsin

(︂x
r

)︂
(5.23)

In this work the deposit aging has been implemented in such a way that successive

layers have different sintering time. Every time a new particle deposits, the porosity of

the new layer is initialized as above explained (see Fig. 5.20). The underlying layers, on

the other hand, have a porosity that is function of the time passed since they first stuck

and of their size, as in Eqn. (5.22). In such a way, depending on the porosity value,

the spallation can happen either on the outer layer or can manifest as debonding of the

entire build-up. Such a remark attempts to solve the problem of the spallation location

addressed in section 5.1.

Shrinkage

The evolution over time of the deposit is such that the change of shape due to sintering

entails a reduction in the overall build-up volume Zbogar et al. (2009). Particularly, the

pore-filling procedure is reported as one of the main driver of such a process, see Nowok

(1996) for further details. In this work the reduction in volume is related to the pore

filling procedure described in the previous section. The volume variation and thus the

deposit shrinking can be easily retrieved by the porosity variation over two successive

time step: the blank area reduction in Fig. 5.21 is the responsible of the overall deflation

of the boundary.

Adhesion Forces

Sintering is a phenomenon that is relevant for the build-up resistance, but the bonds

with the underlying surface has not been discussed yet. What it must be evaluated is the

entity of the forces that keep the deposit attached to the surface. The only force kept into

account in this work is the Van der Waals force. The electrostatic force is always small

(of at least one order of magnitude) and can therefore be neglected in the analysisBerbner

and Löffler (1994). Besides, particle are considered soften but still solid, without liquid

phase. This assumption allows to ignore the capillary forces and so no Laplace forces are

included.

The London - Van der Waals force is a short range force that originates in the in-

stantaneous dipole generated by the fluctuation of electron cloud around the nucleus of
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electrically neutral atoms. It decreases rapidly as the distance increase, but its value

has entity similar to the liquid bridge when the particle is in ”contact” with the surface

Berbner and Löffler (1994). The relation for such a force is reported in Eq. (5.24).

FV dW =
A 2R

12D2
(5.24)

where A is the Hamaker constant and D is the minimum distance between particle and

surface (assumed equal to 4 10−10, as proposed by Israelachvili (2011)). It is common

practice to add subscripts to the constant A in order to point out the elements in contact,

so in this case the constant A takes the form A12 where 1 refers to the particle, 2 to the

surface (blade). The database for the A constant is often available only in the form Ajj,

meaning the contact of spheres of the same materials. In order to obtain the constant

representative of the case, the relation proposed by Visser (1972) is used, that allows to

derive Aij as the geometric average of the two material.

A12 =
√︁
A11A22 (5.25)

The values employed in this work are A11 = 1e − 20, from Ontiveros-Ortega et al.

(2016) and A22 = 21.2e − 20 for the stainless steel. This force is tought to be applied

at the center of the deposit and in the norm al to the surface direction when the torque

balance for the detachment is carried out (see the next section for further details).

All the above mentioned considerations may be ill-conditioned if the actual particle

shape is accounted for. Referring to the work of Bowling (1988) the van der Waals forces

are extremely sensitive to particle shape. In that work, the deformation of a sphere is

considered, showing that for a deformation of the 10 % for a 5 µm diameter particle can

magnify the van der Waals force of 5 times. Particles impacting the HPT nozzle are

splattered on the surface and this will for sure entail an increase in the contact area, as

show in Fig. 5.19. An increase in the adhesion force is therefore expected. This aspect is

considered a next step of the deposition modeling and is not considered here.

Detaching forces

The decision of whether the particle detaches or not is made after a force balance is

carried out on the stuck particle. Particularly the detaching force acting on the deposit is

the drag force. Other effects, e.g. turbulent bursts, have not been kept into account since

the work of Soltani and Ahmadi Soltani and Ahmadi (1994) proved these are negligible.

The drag force formulation used here is similar to the one proposed by El-Batsh El-

Batsh (2001). The only difference is that the comparison is done among forces: there is
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no need to evaluate the critical friction velocity as done in the above mentioned works.

The main advantage of this approach resides in the possibility of directly comparing

the drag induced by the flow shear with the other forces, as explained in the previous

section. The drag force implemented is:

FD =
3π

2

ρfR

Cu
u2
τ (5.26)

That must be solved together with Cu = 1 +Kn[1.257 + 0.4exp(−1.1/Kn)], where Kn

is the Knudsen number and f = 1.7 is the correction factor proposed by O’Neill (1968)

in order to account for the presence of the smooth wall.

Detachment

The deposit build-up may be subject to detachment if the flow conditions change or

if it protrudes into the core flow. As reported by Zbogar et al. (2009), the deposit may

shed away by two different mechanisms: ductile rather than brittle. Brittle break-up may

happen when the deposit is poorly sintered. In such a scenario, a single or some layers of

the deposit can shed breaking the bonds with the underlying layers. On the other hand, a

more sintered build-up promotes a ductile behaviour. Typically the detachment happens

by debonding from the metal substrate of the entire deposit.

The implementation of the detachment proposed in 5.2.1 has been modified. Indeed

detachment was imposed pointwise: if the wall shear stress was such that the conditions

was favourable for the detachment, the deposit in the node was completely removed. This

approach has been updated from different standpoints. Firstly, it may happen that not

all the deposit sheds away, but rather an outer-layer spallation might occur. Secondly, the

detachment is not nodal-wise any longer, since the faces are of interest now. Lastly, the

sintering of the deposit may be such that near faces are interested by this phenomenon.

This involves the inception of inter-faces bonds. If this is the case, the build-up acts as a

unique structure, exchanging tension among adjacent faces. It is well clear thus that even

if the deposit is detached as a whole, and thus by debonding mechanism, the porosity

of the deposit still plays an important role. Indeed, taking as reference Fig. 5.22, if the

build-up on the left hand side of the dashed vertical line tends to detach, the balance at

the dashed line itself must be carried out. Particularly, the torque that tends to overturn

the left deposit is counteracted by a bending moment. Such a bending moment can keep

the deposit stuck until the admissible tension, given by Eqn. (5.20) is overcome. The

only admissible breaking locations are the faces between two adjacent cells (represented

by the dashed line in Fig. 5.22).

To evaluate the detachment area the following procedure have been adopted:
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Figure 5.22: Side view of a 2D deposit.

• The shear stress is computed on the boundary face under investigation dividing the

drag force by the face area

• If the resulting shear is higher than the admissible shear stress of the outer layer

that compose the build-up, assumed to be equal to 0.5 σ (given by Eqn. (5.20)),

such a layer is shed away. This assumption derives from simple solid mechanics

considerations

• If the admissible stress is higher than the shear induced by the flow friction, the

adhesion forces of the deposit on such face are computed

• The resulting torque acting on the lateral faces of the deposit (the faces that separes

two adjacent cells, the dashed line in Fig. 5.22) is computed.

• If the bending moment causes higher tension than the admissible one, the deposit

debonding on such a face happens

The evaluation is therefore repeated for the next cells reporting adhesion.

Effect on sintering on the deposit and on the flow field

The transient analysis of 0.2 physical seconds of exposure of the LS89 NGV to a

volcanic ash cloud has been carried out. Figure 5.23 reports the variation of the vane shape

during exposure. The graph reports the unwrapped blade and the x-axis represents the

baseline. Negative values of the displacement stand for deposits and positive values are for

erosion. This graph can be directly compared with Fig. 5.12, reported in the same graph

to ease the reader (labelled as ”No sintering”). The difference in the two numerical setup

is the wall temperature that has been increased of 100 K in order to promote the sintering

effect. The other difference is the change in the erosive behaviour if the particle hits the

already formed deposit: in this work, the particles rebound without any consequences.

This choice is driven by two different trends reported in literature. On the one hand,

Whitaker et al. (2016) carried out experimental tests at 866 K, reporting deposit erosion

by larger particle impact. On the other hand, several authors, e.g. Borello et al. (2014),

consider the surface as being sticky, owing its own ”surface sticking probability”. This

idea was first introduced by Walsh et al. (1990) , in formalizing the critical viscosity model.
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Figure 5.23: Deposition pattern along the unwrapped vane. s is the curvilinear coordinate,
c is the chord. The black lines are the moving average carried out on 4 points in order
to improve the readability. The solid and dashed lines represents the evolution of the
deposit after 0.1 second and 0.2 second of exposure, whereas the no sintering (dash-dot
line) is the trend proposed in Fig. 5.12

The differences in the two approaches are probably related to the different characteristic

temperature of the phenomenon under analysis. In the first case, the analysis is related to

internal cooling deposition where particles are cooler and thus harder. In such a scenario

it is reasonable to expect deposit removal by particle impact and thus an erosive behavior.

In the latter case, the ”sticky” assumption is related to the fact that a rather soften/semi-

molten deposit is expected due to the higher temperature on the aerodynamic surfaces,

and this tends to favour incoming particle deposition. In light of these considerations,

this study considers pure particle rebound on the deposit.

It can be easily seen that the deposition pattern on the suction side is the same for

all the cases, showing no impacts for the higher values of s/c. This does not change as

the exposure time increases. As the leading edge is approached by decreasing s/c, the

vane shape varies noticeably. In particular, the erosion area of the ”No sintering” case

is not discernible any more. The prevailing mechanism is indeed deposition, and this is

probably related to the increased wall temperature, that changes the particle behaviour

from erosive to adhesive. Proceeding towards the leading edge, the deposition is more

pronounced and in the leading edge area a first deposit peak can be identified. This result

is in agreement with the literature, for example with Prenter et al. (2016) or Borello et al.

(2014). The combination of an higher blade temperature, the non-erosive behaviour of

the particles impacting the deposit and the lower tendency to detach due to the packing

considered in this work, reflects in an higher value of deposition in the first 0.1 second of

exposure. The shape after 0.2 seconds, in the leading edge area, shows a higher values of
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the deposits recorded for the vane at 0.1 second, but somehow retaining the same shape.

Proceeding along negative values of the curvilinear adimensional coordinate s/c, the

vane experiences deposition. The deposit height is almost constant along the pressure side

evolution. This result is in good agreement with the literature, for example with Casaday

et al. (2014). The ”No sintering” case shows in this area a remarkably different behaviour.

Deposition is still the main effect, but the mean value is lower than the sintered cases. In

the authors’ opinion this is mostly related to erosion. In this area the shear stress, and thus

the detachment, are quite small, as will be described below). The joint effect of increased

wall temperature and erosion prevention, promotes a noticeably higher deposition rate

in the present work. Approaching the trailing edge area the deposit reaches its global

maximum. This is remark is apparently contradictory with what has been found in 5.2.1,

where an asymptotic value was identified as balance among the detaching forces and the

deposition rate of the particles. Here the sintering and the packing of the particles play

a major role and prevents such detachment to occur.

The torque balance described in the previous section is indeed strongly dependent on

the admissible tension variation with the porosity. As the porosity lowers, as it happen

due to the sintering, the strength the deposit can bear increases. On the top of that, the

kinetic energy the particle has when it impinges the deposit is such that the porosity of

the deposit is small since the very beginning of the sintering process (as it is shown in

Figs. 5.19 and 5.20). Thus it is reasonable to expect that the deposit has to grow far

way more with respect to the ”No sintering” case. The protrusion towards the core flow

increases the drag forces that acts on the deposit, and only in that case the detachment

can happen.

In the first 0.2 seconds of exposure the brittle spallation has never verified: the shear

tension is indeed very small if compared with the tension predicted by Eq. (5.20). The

maximum allowable tension bearable by the deposit is around 4 MPa, for a porosity of

0.2. If the debonding is considered, the maximum ”detaching” tension (that occurs in the

trailing edge area) is around 0.7 MPa.

The debonding occurrence, as well as the brittle spallation, is closely related to the

tensile strength law variation with the porosity, the packing fraction chosen and the

sintering law used. In order to give the outcome of this work a more general validity,

the non-dimensional detachment moment F∗ distribution along the unwrapped vane is

reported in Fig. 5.24. F is representative of the detaching moment acting on the deposit,

and it is defined as the wall shear stress magnitude measured at the deposit boundary

times the deposit height. In other words F is proportional to the detaching torque per

unit length. In order to non-dimensionalize such quantity, it is divided by its maximum

value, that occurs in the pressure side - trailing edge area.

From the distribution of F∗ it is evident that particles lying on the first part of the
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Figure 5.24: Non-dimensional detachment moment distribution along the unwrapped vane
after 0.2 s of exposure. The black line is the moving average carried out on 4 points in
order to improve the readability. s and c with the meaning of Fig. 5.23

pressure side (at s/c > -0.75) are seldom removed by the shear stress effect. The same

remark can be done for the leading edge area in the suction side. F∗ grows at the very

end of the pressure side. This justifies the fact that the particles in the trailing edge area

are more prone to be detaches and it supports the findings reported in section 5.2.1.

By using a different law from the one proposed in Eqn. (5.20), it is thus possible

to record detachment. In light of these remarks, one can easily compare the admissible

tension such a law would provide with the detaching torque per unit length distribution

provided by Fig. 5.24. In order to have dimensional quantities from the distribution of

F, it is necessary to multiply F∗ times 0.036 Pa m.

In light of this remark it is still justifiable the presence of a trailing edge asymptotic

value for the build-up, experimentally found by Webb et al. (2012). The appropriate law

for the sintering must be used as well as the proper packing fraction starting value. In

order to have balance in the spallation, a brittle fracture must happen. It is therefore

reasonable to expect that such fracture should verify in the very first moments of the new

particle deposition, otherwise the sintering becomes non negligible and the behaviour

of the fracture starts to be ductile, entailing debonding rather than spallation. This

statement makes the choice of the starting value of the packing fraction a non-trivial

step.

The pressure distribution relative to the fouled geometry is reported in Fig. 5.25.

141



Qualitatively, the pressure distribution is similar to the one related to the clean profile.

Probably, a longer exposure time should be considered in order to appreciate the differ-

ence. A downwind displacement and a stronger value of the shock are indeed expected.

Figure 5.25: Pressure distribution on the fouled profile

More quantitative results can be retrieved by subtracting point-by-point the pressure

field of the clean profile from the pressure field of the fouled profile, as shown in Fig. 5.26.

In Fig. 5.26 Positive values of the pressure difference mean higher pressure in the fouled

case. The operation is done starting from the same initial condition with the different

geometries. The subtraction is carried out at the same instant, allowing the simulation

to run for some time in order to achieve convergence. This approach is chosen in order to

compare the two cases without the influence of the transient effects that inevitably arise

during the deposition (mainly due to the mesh deformation). The pressure difference is

useful to investigate the consequences of deposition on the flow structures. The major
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Figure 5.26: Pressure difference distribution on the fouled profile. Positive values imply
higher pressure in fouled case

difference is located in the trailing edge, pressure-side area. In the case of fouled profile, an

higher pressure area forms in such zone. The over-pressure area, having an average value

of 1 kPa, locates just downstream the shock area in the clean case. The strengthening of

the discontinuity is therefore correctly predicted. The same procedure, if carried out on

the temperature, predicts an increase in the temperature of 1 K, passing from cleaned to

fouled profile. An interesting pressure difference pattern that can be noted is around s/c

= -0.75 to -1, with reference to Fig. 5.23. In this area, a series of depressions followed by

over-pressure zones is present, spanning from -4 kPa to +6 kPa. This pattern follows the

peaks-valley distribution of Fig. 5.23. This reflects on a variation of the velocity at the

trailing edge, implying a slight deflectuib in the exit angle, as shown in Fig. 5.27. The

same point-by-point difference has been introduced here
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Figure 5.27: Wake variation due to deposition

Deposition affects the HPT nozzle in such a way that the pressure losses along the

gas path increases. The sintering occurrence worsen this aspect since the detachment is

more difficult. This, in turn, implies a reduction in the mass flow rate flowing through

the nozzle itself. After 0.2 s of exposure a reduction in mass flow of 0.06 % has been

recorded in this work. This trend, if assumed to remain constant as the exposure time

increases, leads to a reduction in mass flow rate of roughly the 4 % after one minute.

This value is capable to demand engine shut-down. This time-scale for the energy life is

in agreement with the literature data, as reported by Dunn (2012). It must be remarked

that the assumption of constant boundary-growth rate is likely to imply more detrimental

consequences with respect to the reality, since the detachment rate is expected to raise as

the protrusion towards the core flow increases.

Final Remarks

Although no debonding nor brittle spallation of the outer layer has been recorded over

the observation time, the current analysis has outlined some interesting facts.

First of all, the need of a precise guess of the packing factor for the particles that

constitutes the deposit has been pointed out. The brittle fracture is indeed promoted by

higher porosity and small sintering time, so the way particles get stuck by the reciprocal
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shape is of paramount importance. On the top of that, the sintering starts from the

porosity this packing entails, and so also the debonding mechanism is affected by this.

The attaching forces and the sintering are thus higher than the detaching force in case

of a vane, at least in the very first 0.2 seconds of exposure. This may not be true if a

blade is under analysis, since the centrifugal forces are known to have a major effect on

the stuck particles.

With respect to the former analysis carried out on the same geometry (section 5.2.1),

the regions of erosion are not recorded. This is probably due to the increase in 100 K of

the vane temperature to promote sintering, but it is evidence of how closely erosion hot

erosion and deposition occur.

Deposition reflects on the pressure losses along the nozzle, implying the reduction in

the mass flow rate. The mass flow rate reduction variation has been pointed out, proving

the model presented is a reliable approach in predicting the particle deposition and deposit

evolution.

The shape variation of the HPT as a consequence of the exposure time is therefore

very sensitive to the blade temperature as well as to all the above mentioned factors. To

reliably simulate a deposition problem, the evolution of the deposit over time should be

kept into account. The characterization of the admissible tensile strength variation with

the porosity is a crucial aspect in this perspective.

145



This page was intentionally left blank.

146



Chapter 6

First steps towards a robust design

for fouling

Fouling and erosion are two problems that severely affect gas turbines. The shape of

the blade, its roughness and its structural stability can vary as a consequence of these

phenomena. The outcomes of this occurrence can span from the efficiency reduction to the

engine shut down according to the nature of the material ingested, to the concentration

of contaminant in the air, the cleanliness of fuel and to the particular design of the

machine. There is therefore a strong need for improving the capability of designing

blades keeping into account the degradation problem. In this work, an axial turbine

airfoil is modified according to the requirement of less sensibility to the phenomena above

mentioned, utilizing an automatic mesh generator algorithm developed for this purpose.

In this section the first steps in design an HPT section to be the optimal geometric

configuration that allows to get to a robust design under conditions of deposition and

erosion of solid particles. To solve this optimisation problem, an automated, robust, and

fast global optimisation technique needs formalized and exploited.

6.1 Computational details

Two different software suites have been employed for the set-up of the algorithm.

Salome-v8.4.0, Bergeaud and Lefebvre (2010), for the robust mesh generation algorithm,

and OpenFoam-v3.0.1 have been used for such purpose. Starting with a baseline blade

geometry corresponding to a point in the parameters space x, a DOE in the space itself

was conducted, and then the geometry is varied, building a new mesh and performing a

new simulation, until the optimum geometry was found. The degradation mechanisms

considered in this work are deposition and erosion of ash particles deriving from volcanic
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Figure 6.1: Optimization procedure implemented in this work

events, as reported in section 4.2. For counting the geometry variations due to deposition

or erosion a mesh morphing was conducted, moving the impact grid points outward for

deposition and inward for erosion.

6.1.1 Numerical procedure

Geometric parametrization

In this section, the focus of the analysis is a nozzle of HPT of a two-shaft aero-

derivative model gas turbine, looking for an optimum blade geometry against particulate

degradation. In order to evaluate the best combination of factors which leads to the

best blade shape for this problem, the procedure reported in Fig.6.1 was implemented.

Starting from the parameters space, the process works as follows:

Specifically, the blocks of Fig. 6.1 are described in the following.

• Parameters space – Is the set of all possible combinations of values for all the different

parameters. Every point in this space is identified by a vector x composed by n

components, which is all the parameters of the problem. In this work the parameters

will be the coefficients/weights of the polynomial which describes the airfoil, Besides,

are imposed upper and lower limits for each parameter, corresponding to a 20 % of

variation for each of them.

• Sampling plan – In this step, all the input vectors x∗ composed of the shape pa-
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rameters which will be used for the simulations were chosen. This is a crucial step

since a large number of samples involves a large number of simulations and so large

computation time. On the other hand, a small number of sample reflects in an

underrating of the whole space, and so poor accuracy.

• Shape parameterization and mesh generation – Each point sampled in the previous

step were used to generate a parameterized blade shape and then a mesh for the sim-

ulation step. In this step an automatic algorithm that builds the 2D parameterized

turbine blade geometry and mesh it was used.

• CFD simulation – In this step, the flow field and the particle injection effect were

analyzed. The output of the step is the objective function Λ, which has to be

minimize or maximize by the optimizer.

• Optimizer – after the calculation of the objective function, the optimizer processes

the data identifying what the optimal point may be. Such point could not corre-

spond to one of the given set of parameters. When the optimal combination was

found, this step gives the best geometry for the given problem. For this step, a

surrogate-based optimization was used Skinner and Zare-Behtash (2018).

For this purpose three open-source software suites were used, such as Dakota-v6.4.0 for

the sampling and the optimization, Salome-v8.4.0 for the geometry and mesh generation

and OpenFoam-v3.0.1 for the CFD simulations. The degradation mechanisms considered

in this work are deposition and erosion of ash particles deriving from volcanic events.

To take into account the geometry variations due to degradation, the face displacement

mesh morphing technique described in chapter 5 was used, moving the impact grid points

inward the domain for deposition and outward the domain for erosion.

Geometry definition

Geometry parameterization is the first step for the airfoil optimization, as it leads to

a description of the whole shape by a finite number of parameters. Modifying these pa-

rameters in conjunction with their constraints, one can obtain different geometries. Many

parameterization methods are available in the literature for airfoils, like Ferguson Curves,

Hicks-Henne bump functions, B-Splines, PARSEC and CST Ceze et al. (2009). Sripawad-

kul et al. Sripawadkul et al. (2010) compared all these methods against some criteria and

stated that the most suitable are PARSEC and CST for their completeness, which allows

the parameterization to describe any airfoil, and orthogonality, which guarantees that

In this work, the CST method (Class Shape function Transformation) was used, in

the version proposed by Kulfan and Bussoletti (2006). Such method a two-dimensional

geometry represented by the product of a class function, C(x/c), where c is the airfoil
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Figure 6.2: Example mesh resulting from the algorithm

chord, and a shape function, S(x) plus a term that characterizes the trailing edge thickness

(∆zte). Figure 6.2 shows these five variables/parameters definition for a symmetric airfoil.
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where C(x/c) is given in generic form by:

C
(︂x
c

)︂
=

(︂x
c

)︂N1
[︂
1−

(︂x
c

)︂]︂N2

for 0 ≤ x

c
≤ 1 (6.2)

The exponents N1 and N2 define the type of geometry to be represented. An airfoil is

represented by N1 = 1/2 and N2 = 1. The shape function was built with the constraints:

S(0) =

√︃
2Rle

c
S(1) = tanβ +

∆zte
c

(6.3)

where Rle is the leading edge radius and β the airfoil boat-tail angle. The shape function

acts as a scale function for C(x/c). Kulfan and Bussoletti (2006) have proposed the use

of a weighted sum of Bernstein binomials, to represent the shape function S(x):

S(
x

c
) = Σn

i=0
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biKi,n

(︂x
c

)︂i (︂
1− x

c

)︂n−1
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(6.4)

where bi are the weighting factors and:

Ki,n =
n!

i!(n− 1)
(6.5)

For a 4th order polynomial as S(x), the influence factors for the binomials at each

control point was studied by Ceze et al. (2009). They found how much each of the

weights influences the overall geometry variation, concluding that only the first and the

last weights have the 100% of control respectively to the LE and the TE. All the others

terms influence, more or less relevant, the variation of all points of the geometry. For
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Figure 6.3: Automatic mesh generation algorithm

this work, 5th order polynomials were chosen to describe either the pressure and suction

side. Such CST parameterisation has been implemented in a python script and it has

been integrated with the automatic mesh generator.

CFD resolution of the flow field

This work limits the study on a 2D problem: the analysis of the mid-span profile

is the first step in the optimization problem. To make the processes of geometry and

mesh creation robust, an automatic airfoil mesh generator was developed using Salome.

This generator builds hybrid airfoil mesh, with a structured zone close to the blade and

a non-structured zone in the rest of the blade-to-blade domain. The peculiarities of the

developed mesh creator are the robustness against blade profile variations and the possi-

bility to set the thickness of the structured zone. These particularities make the algorithm

fully general, and it may be used for different optimization purposes. The algorithm de-

veloped is summarily illustrated in Fig. 6.3 Every mesh built by the algorithm has very

good quality for OpenFoam-v3.0.1 requirements, even making smoothing unnecessary for

cases where the geometry variations are not too big. The numerical analysis was carried

out using the sonicFoam solver from Openfoam-v3.0.1 set for compressible flow. For the

turbulence modeling the two-equation SST-kω turbulence model was used, thanks to its

robustness in the resolution of the near-wall region. Since the domain generation and

discretization were conducted by an algorithm developed by the author, a validation of

the entire process, including the flow field resolutions, must be done. For this purpose,

the VKI-LS89 test case was used as reference Arts et al. (1990). When the validation

was satisfied, a scaling of the boundary conditions (BCs) was applied to get closer to the

real work conditions of GT. These BCs are reported in Tab. 5.2. In the optimization

process, every CFD simulation starts with the initialization of the flow field, in which no

particles were seeded until the converged solution was reached. When the latter condition

was satisfied the particles were seeded from the inlet patch of the domain.
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Concerning the amount of particulate injected, a concentration of 250 mg/m3 has been

considered. The particle size distribution and properties are described in the section 5.2.1.

Concerning the impact modelling, the same algorithm proposed in the section 5.2.1 has

been applied here.

Optimization Problem

The optimization problem faced in this work was the constrained single-objective

optimization formulated as:

maximize Λ(x) (6.6)

subject to xlower
i ≤ xi ≤xupper

i i = 1, ..., n (6.7)

where x =

⎡⎢⎢⎢⎢⎣
x1

x2

...

xn

⎤⎥⎥⎥⎥⎦ (6.8)

The vector x is referred to as the vector of design variables. It contains the parameters

of the design that can be modified. For the purpose, the design variables chosen are

the coefficients of the polynomial that describes the pressure surface. The parameters’

space exploration, or Design Of Experiment (DOE), was conducted with Latin Hypercube

Sampling (LHS) as shown by Helton et al. Helton et al. (2006), assuming a Uniform

distribution of samples for each parameter. The function Λ(x) is called objective function.

The substantial idea is: the vane shape configuration under deterioration improves its

resistance against particulate injection effects by maximizing/minimizing this function

(6.6). Equation (6.7) represents the range of variability of the design variables. Every

couple of limits contributes to designate the feasible space, which is the space containing

all the possible parameters’ values, so every possible geometry configuration. Since the

computational cost of the simulation is particularly high, optimization was performed by

a surrogate-based model.

In this study the objective function to be maximize is the adiabatic efficiency η,

calculated as follows:

η =
hinlet − houtlet

hinlet − houtlet,is

(6.9)

Where, since the study is focused on the stator vane, h is the static enthalpy. This

parameter is of paramount importance since a reduction of the performance of the nozzle

reflects immediately on its value. For the constraints a 20% variation for each parameter
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was chosen. Considering the results of the 3.2 section, only a variation of the LE and of

the pressure side was considered.

The constraints reported in Equation (6.7) have been defined in agreement with such

considerations. Specifically:

• Fixed throat section area, that governs the maximum mass flow rate of the engine

and it’s the main responsible for the possible shut down of the compressor part;

• Fixed exit flow angle, that governs the inlet angle of the flow in the rotor part of

the stage.

Upper and lower limits of geometric variations are show in Fig. 6.4.

Figure 6.4: Limits for the geometric variation of the blade

Surrogate model

Suppose the simulation results can be written as a function:

f(x), f : Rn → Rm (6.10)

A metamodel (or surrogate model) is a function:
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f̃(x), f̃ : Rn → Rm (6.11)

with much lower computational cost with respect to f(x) and

||f̃(x)− f || ≤ ε (6.12)

Where |||| is an appropriate Lp norm and ε is sufficicently small.

The metamodel used in the current analysis is the Artificial Neural Networks (ANNs)

fitting model with stochastic layered perceptron (SLP), designed to have a lower training

cost than traditional ANNs Eldred (1998). The main difference between SLP ANNs and

traditional ANNs is that, in addition to having transfer function for each perceptron, it

also contains an activation function with a stochastic discriminant. The software used for

this purpose is Dakota, that implements the SLP ANN model in the form:

f̃(x) = tanh(tanh((xA0 +Θ0)A1 +Θ1)) (6.13)

where x is the current point in n-dimensional parameter space and terms A0, Θ0, A1,

Θ1 are the matrices and vectors that correspond to the neuron weights and offset values

in the ANN model. The general structure of perceptron is shown in Fig. 6.5. Principal

components of neural networks are input layer which receives the shape parameters as

input, one or more hidden layer and an output layer. The latter carried out the results

of the training, which must be as near as possible to the training points. The training is

done using 10 training data points, which is the minimum number for the model chosen

Eldred (1998). The algorithm used for the training is the backpropagation.

Each layer is composed by perceptrons, whose logic structure is shown in Fig. 6.5. It

can be seen that a perceptron receives as input some features xi, which are linked with

the perceptron by weights wi. In the perceptron occurs two calculation steps:

• Transfer function – The weights and the features are combined, often linearly, to

form the transfer function:

y =
n∑︂

i=1

wixi (6.14)

• Activation function – An activation function f(y) is applied to the transfer function.

In this analysis, the activation function has the form explained above.
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Figure 6.5: Perceptron architecture

An important parameter to choose is the number of hidden layers. If it is too much large

the risk is to overfit the data, on the other hand, if it is too much low the risk is to underfit

the data. There are different metrics for the evaluation of the quality of surrogate. The

metric chosen in this work is the RSM (Root Mean Square), which is the best choice

considering the maximum likelihood between the data and the surrogate hypersurface.

Optimization method

The optimization method considered is a gradient-based optimization method called

feasible direction method Cheu (1989). This method differs from the classic gradient

descent method for the further search step of the best descent or ascent direction. Par-

ticularly, the method used by Dakota is inside the CONMIN library Vanderplaats (1973).

The drawback of this method is its strong dependence by the starting point, which can

lead to a local minimum instead of the global one. The authors tried to fix this problem

by using more than one starting point. Precisely the authors start in five different points,

chosen with an LHS sampling of the parameter space Thévenin and Janiga (2008). The

optimization was applied directly to the surrogate model created with the SLP ANNs

method.

155



Figure 6.6: Overall of the blade displacement (red) for a) base case and b) lower case.
Displacement is magnified of 500 times

Discussion of the results

The procedure described above was applied to a realistic turbine vane section in a

bid to optimize it against the particulate injection effects. For the purpose, the first step

consists of the study of the feasibility of the problem. In this step, a shape variations of the

nozzle’s PS are applied in order to highlight the influence of them on the performance of

the vane. The second and final step consists of the real optimization of the nozzle through

a surrogate based model. Among all the cases considered (samples in the sampling plan),

the optimal shape configuration resulting from the process is near to the upper bound in

the LE area, and to the lower bound in the remnant part of the geometry. Preliminary

analysis. The preliminary analysis was conducted in order to find performance parameters

variations once the shape of the nozzle has changed. Specifically, only the base geometry

and the two bounds are considered. The results shown in this section are focused on

the variation of the performance parameters among such shapes for either the clean and

the fouled cases. Performance variation. The parameters monitored for the performance

evaluation were the isentropic efficiency calculated as Eq. 6.9 and the loss coefficient (Y )

calculated as follows:

Y =
p01 − p02
p01 − p2

(6.15)

where p01 and p02 are the inlet and outlet total pressure respectively and p2 is the outlet

static pressure.
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The vane shape variation comparison between the base case and the best case due

to particle deposition and erosion after 0.5s of exposition is shown in Fig. 6.6 and Fig.

6.12. Figure 6.6 shows the variation of the blade geometry as a consequence of particle

impact magnified 500 times. In this picture it can be noted how in the base case the

deposition zone expands more toward the TE. It is possible to see the difference in terms

of displacement magnitude, which can be more clearly appreciate in Fig. 6.12. The results

of the comparisons are shown in Fig. 6.7 and Fig. 6.8 for both the clean (solid line) and

fouled (dashed line) cases. For clarity, instead of the isentropic efficiency, the normalized

isentropic efficiency (ηN = η/ηmax) was used.

Figure 6.7: Isentropic efficiency comparison between the three fouled cases and the three
cleaned cases

Figure 6.8: Loss coefficient comparison between the three fouled cases and the three
cleaned cases

Figure 6.7 shows the values of the normalized isentropic efficiency for the geometry con-

figurations. In absence of particle injections (clean cases) the efficiency reaches the max-
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imum for the base geometry. When the deterioration effects (particle adhesion/erosion)

are considered, the efficiency increases as one moves toward the lower bound, passing

from (upper bound) to (lower bound). Figure 6.8 shows the loss coefficient values for

the three geometry configurations. The highest losses occur in the lower case (0.434),

being noticeably lower in the upper and base cases (0.415 and 0.416 respectively) when

the clean cases are considered. The presence of deterioration effects tends to maintain

such a trend. The lower bound remains the shape configuration with a higher value of

loss coefficient. However, it can be noticed that the difference between the lower case and

the other two cases decrease when deterioration occurs. With this preliminary analysis

was underlined the feasibility of the study, therefore the opportunity to proceed with the

actual optimization process for founding an optimal shape which can minimize the effects

of the degradation

Optimization Results

With the results of the preliminary analysis, the actual optimization procedure was

conducted, finding the optimal configuration which will be less sensitive to the deterio-

ration problem. In the section exposed below only base and optimal geometries will be

considered, comparing them and highlighting the main dissimilarities. The optimization

process was conducted with a surrogate based model, with the feasible direction method

as a search technique. The surrogate was built with SLP ANNs having an RMS goodness

of fit of 7.33x10−2, that is comparable with the order of magnitude of the cost function

variation. This suggests the appropriate choice of the number of training loops.

Comparison of vane shape

The optimal geometrical configuration found with the optimization procedure is de-

picted in Fig. 6.9. In this figure, lower and upper bounds are also shown. Two relevant

geometric aspects can be noticed:

• In the LE area the optimal geometry tends to be very close to the upper limit,

leading to a reduction of the LE radius;

• The optimal geometry shifts towards the lower limit approaching the TE.

It must be kept in mind that, as it can be noted in Fig. 6.9, the boat-tail angle and the

throat section remain constant. In the following paragraphs, the differences between the

base geometry (taken as a reference) and the optimal geometry will be described. Con-

cerning the design geometrical parameters comparison, a reduction of 30 % is calculated
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Figure 6.9: Comparison between upper, lower and optimal geometries

Figure 6.10: LE comparison between base and optimal geometries

for the LE radius. A qualitative comparison of such variation is illustrated in Fig. 6.10,

where the two shapes are depicted.

Figure ?? reports the PS of the best and base shapes (solid red and black line re-

spectively) and a close up of the leading edge in the right upper corner. The difference

between the two radii can be noticed. Besides the LE radius, a flatter shape of PS can

be observed comparing the geometries. Such comparison is reported in Fig. 6.11, which

includes the baseline and the optimal configuration (solid black and redline respectively).

Regarding the overall vane shape variation after particle injection, the comparison after

0.5 s of exposure is shown in Fig. 6.12. Figure 6.12 shows the displacement magnitude

(bottom) as a consequence of particles impact (erosion or deposition). Positive values

correspond to erosion and negative stand for deposition. Analyzing the TE area, it can

be noted how the degradation acts mainly as deposition in the base case and erosion in
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Figure 6.11: PS comparison between base and optimal geometries

the optimal case. Interestingly, small variations in shape, as the ones reported in this

work, are such that the particle behavior upon impact changes in nature, passing from

deposition to erosion. In Fig. 11 the cumulative deposit mass along the blade (top) is

also depicted. This trend shows that the major difference is located in the middle of the

PS, where the base case seems to capture higher particulate mass. This effect can also be

retrieved in the LE area. In Figure 6.12 it can be noted also the difference in the total

stuck mass after exposition: the optimal geometry grants almost 10 % lower deposited

mass of contaminant compared with the base geometry. For the purpose of quantifying

the difference of adhered particles, the capture efficiency (Ce) calculated as follows was

considered:

Ce =
%particlestickonbladesurface

%particleseeded
(6.16)

The values of this parameter for the base, lower, upper and optimal geometries are

shown in Fig. 6.13. As can be seen, the capture efficiency increases as one moves towards

the upper bound, passing from 27.3 % (lower bound) to 30.1% (upper bound). The

isentropic efficiency trend (Fig. 6.7) seems to be closely related to the capture efficiency

variation: decreasing when the latter increases. Besides, it can be seen that the capture

efficiency of the optimal geometry (26.7 %) is lower than all other geometries in agreement

with the aim of this study. This trend is thought to be related to particle inertia. In this

track, the optimal geometry has found to have the following features:
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Figure 6.12: deposit evolution after 0.5s of exposure

• the best LE radius decrease approaching the upper limit, reducing the stagnation

zone, and so the capture efficiency;

• after the LE, the best geometry become nearer to the lower limit, guiding the flow

(so the particle) in a more smoothly way;

• from almost the half onwards, the flow (so the particle) is already guided and the

flow angle variation is completed.

Performance variation. The outcome of the optimization process may be of help in the

design phase. In this section, the performance dissimilarities between the base and optimal

geometry will be analyzed. In Fig. 6.14 the objective function for the base and best cases

and the two limits is shown. Looking at Fig. 6.14, it can be asserted that the isentropic

efficiency of the fouled optimal case is higher than all other cases (ηfouled,best= 0.957. An

important observation on the difference between the fouled and the clean cases can be

pointed out here. The efficiency drop of the optimal configuration after degradation is

lower than all others, particularly it is 25 % lower than the base case. This means the

optimized geometry performances are less sensitive to particulate exposure. The opposite

holds for the “upper case”.

The considerations made on the isentropic efficiency are still valid also for the loss

coefficient. For the clean optimal case the loss coefficient is higher than the clean base
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Figure 6.13: deposit evolution after 0.5s of exposure

case (Yclean,best = 0.417), but after the degradation, it remains almost constant (Yfouled,best

= 0.419) approaching more closely the value of the fouled base case (Yfouled,base= 0.416).

The remarks pointed out are consistent with the flow field structures analysis explained

below. The main source of losses for the considered geometry is the shock. In Fig. ??

the trend of the pressure difference (optimal minus base) is shown. The analysis refers to

the two cases when fouled. From Fig. 6.15, the variation in the position where the shock

manifests can be retrieved. Specifically, since the positive value of the pressure difference

is related to higher pressure in the optimal case, it can be inferred that in such case the

shock translates upstream compared to the base case. In other words, if we consider the

point to point subtraction of pressure trends, a peak greater than zero means the shock in

the optimal case happens closer to the LE. This translation of the shock is also proved by

the Mis trend shown in Fig. 6.16, where the zone in which the shock occurs is reported. It

can be seen how the position of the shock in the fouled optimal case changes in agreement

with the analysis carried out above. Besides, it must be noted that the magnitude of the

shock in the latter case is smaller than the one in the base case. This fact is in agreement

with the increase of the loss coefficient and the decrease of the isentropic efficiency.

A parameter that can be considered as representative of the load on the vane is the

pressure coefficient Cp, calculated as:

Cp =
p− p∞
0.5ρ∞V 2

∞
(6.17)

where p∞, ρ∞ , and V∞ are the pressure, density and velocity at the inlet of the domain.

The Cp trend for clean cases is reported in Fig. 6.17. It can be noted how the pressure

coefficient for the two cases maintains almost the same area, with the optimal case slightly

smaller than the base one. This means smaller energy for shape effects in the latter is
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Figure 6.14: Isentropic efficiency for all the fouled and clean cases

lost, but a lower worsening of the performances is guaranteed with the first.

Figure 6.15: Pressure difference (optimal minus base) trend in the shock area

6.2 Final remarks

This chapter reports the first steps in the track of a robust design of an HPT under

fouling conditions. A sensitivity study was conducted in order to find the turbine blade

geometry which better resists to fouling conditions and at the same time maintains as

good as possible performances. Starting from such considerations, a surrogate-based
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Figure 6.16: Mis in the shock zone on the suction side

Figure 6.17: Cp trend along the fouled optimal and base cases

constrained optimization algorithm has been built, with an innovative parameterization

method and a robust automatic mesh generator

The best shape found leads to a lower capture efficiency and higher isentropic efficiency

compared to the base one when the geometries after exposure are considered. Besides,

with the best shape, a very small isentropic efficiency reduction due to degradation is ex-

pected when degradated and clean situations are compared. These remarks are supported

by the flow field analyses and are translated in important design parameters such as Cp

and Mis distribution along the blade. With respect to the base case, a small reduction in

the Cp distribution area resulted in the clean cases, but a greater gain in the performance

drops overexposure has been obtained. From the results proposed in this work, it can be
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concluded that in the design phase, it is possible to design an HPT nozzle taking into

account not only the performance under standard conditions but also behavior due to

particular circumstances such as fouling and erosion. This remark is related to the fact

that small variations in some geometrical parameters have a high impact on the contami-

nant capture efficiency, without affecting significantly the nozzle performances. The main

design considerations pointed out in the work can be summarized as a reduction of the

LE radius and a flatter shape of the PS lead to a geometry less sensitive to degradation.

The methodology here developed is fully general and is thought as applicable to different

degradation issues, including compressor applications.
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Chapter 7

A unified map for the classification of

the particle behaviour upon impact

Due to the importance of the particle ingestion phenomenon, several methods to model

particle sticking have been proposed in literature. Most models are based on the idea of

a sticking probability. Other models investigate the phenomenon from a deterministic

point of view by calculating the energy available before and after the impact. The nature

of the materials encountered within this environment does not lend itself to a very precise

characterization, consequently, it is difficult to establish the limits of validity of sticking

models based on field data or even laboratory scale experiments. As a result, predicting

the growth of solid deposits in gas turbines is still a task fraught with difficulty. In this

section, two non-dimensional parameters are defined to describe the interaction between

incident particles and a substrate, with particular reference to sticking behavior in a gas

turbine. In the first part of the work, historical experimental data on particle adhesion

under gas turbine-like conditions are analyzed by means of relevant dimensional quantities

(e.g. particle viscosity, surface tension, and kinetic energy). After a dimensional analysis,

the data then are classified using non-dimensional groups and a universal threshold for

the transition from erosion to deposition and from fragmentation to splashing based on

particle properties and impact conditions is identified. The relation between particle

kinetic energy/surface energy and the particle temperature normalized by the softening

temperature represents the original non-dimensional groups able to represent a basis of a

promising adhesion criterion.

The behavior of solid particles impinging on a wall is determined by the flow condi-

tions, properties of the particles and by the temperature. As demonstrated in Kleinhans

et al. (2018), particle adhesion is not a linear phenomenon for which several contributions

affect the final results of particle impact at the same time. Depending on the material,

temperature and impact conditions (related to both particle and substrate) the adhesion

or rebound is not easily extrapolated by using similar experimental tests or numerical
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models. Starting from the result collection reported in Kleinhans et al. (2018), in the coal

combustion field of research, many efforts have been made in estimating and improving

the comprehension of deposition and slagging. Material characterization, experimental

procedure, and, sometimes, equation model and basic criteria can be borrowed from this

research field to the gas turbine field. Starting from these findings, two main conclusions

can be drawn. At low temperature, the particles are likely to bounce off the wall and

cause damage by erosion. At high temperatures, the particles become soft and can stick

to the wall. As a consequence, erosion is the dominant damage mechanism in fans and

compressors or in turbines operating at low (TET). In this case, the damage is irreversible

and is related due to an increase in roughness and to uncontrolled modifications of the

shape of the blades, typically around the leading edges. Adhesion is the primary damage

mechanism at high temperature and takes place mainly around the first turbine stage

in machines operating at high TET – where gas and wall temperature values are the

highest. Therefore, surface modification afflicts all parts of a gas turbine: coated and un-

coated, cooled and uncooled surfaces all experience shape and surface modification from

the baseline Bons et al. (2001).

Particle deposition on gas turbine components has attracted much attention because

of its practical implications and a large number of experimental studies is available Suman

et al. (2018) and Wang et al. (2018). These studies cover the whole range of conditions of

(i) full scale gas turbine unit, (ii) wind tunnel testing or hot gas facilities using stationary

cascades, able to reproduce the same conditions of gas turbine operation and finally, (iii)

wind tunnel testing or hot gas facilities using coupon as a particles target. The exper-

imental analyses have been supported by - and have given inspiration to - increasingly

realistic mathematical models. These models are widely used in the computational fluid

dynamic analysis for the study of this phenomenon. Two types of model exist according

to the approach followed to describe particle sticking. The first model type relies on the

definition of a quantity called sticking probability. The sticking probability represents the

likelihood a particle has to stick to a substrate (clean surface or pre-deposited layer). This

probabilistic approach is required to overcome inaccuracy and the uncertainty of the ex-

perimental tests on which these models are based. The sticking probability value may be

regarded as the statistically representative outcome of a series of independent experiments

carried out under the same conditions. For example, turbulent phenomena may afflict the

particle dynamic changing the impact velocity which could assume a different value for

every single impact for the same test conditions. In addition, the definition of a probabil-

ity function may consider the actual variation experienced by the gas turbine in terms of

particle size and shape, material compositions, operating conditions and conditions of the

blade surface that are difficult-to-be-considered in the laboratory tests. The second model

type is related to the comparison of the properties of a particle and a threshold value which

considers the particle dynamics, its material properties and energy available before and

after the impact. This deterministic approach can only be used when the conditions of

the flow, the substrate and the particles are known in detail. The validity of the available

168



models could be assessed, in principle, by applying them to the wealth of experimental

data published on particle deposition. However, these data cover a very wide range of flow

velocities, temperatures, particle materials, and target surfaces. Therefore, they cannot

easily be grouped or compared to each other unless suitable non-dimensional quantities

are defined. Non-dimensional maps describing the behavior of molten or liquid particles

are available in literature and can be used with advantage to study the problem at hand

because the solid particles ingested in a gas turbine are heated by the combustor and are

thereby softened or completely molten before hitting the walls of the turbine. From a

physical point of view, the conditions for adhesion, rebound or break-up are determined

by how much of the initial kinetic energy of the particle is absorbed by the deformation

work upon impact and by the adhesion energy with the substrate and how much is still

available to remove the particle, or its fragments, from the wall. In addition to these

forces, also the surface tension interacts with the particle deformation, and the resulting

surface energy is a function of the contact area between the particle and the substrate

[15] which is directly related to the particle deformation. These relations are conveniently

expressed in terms of the particle Weber, Reynolds and Ohnesorge numbers

We =
ρ v2 d

γ
where ρ, γ = f (T ) (7.1)

Re =
ρ v d

µ
where ρ, µ = f (T ) (7.2)

Z = WeRe−1/2 (7.3)

Both the Reynolds and Weber numbers change with temperature because of the tem-

perature dependence of viscosity, surface tension and, to a lesser extent, density. Using

non-dimensional parameters, generalized maps can be formed showing different regimes –

stick, rebound, spread, break up, splash - for the interaction between sprays and heated

walls Bai and Gosman (1995). Moreover, it is possible to predict the droplet behaviors

like stick, rebound, spread, break-up and splash in terms of only two parameters, one

non-dimensional (Weber number) and one dimensional (wall temperature). A similar ap-

proach has been adopted to describe the performance of droplets deposition for printing

Stow and Hadfield (1981). In this case, by using two non-dimensional parameters (Weber

number and Reynolds number), it has been possible to define whether ink droplets splash

or not during printing Derby (2010).

In light of these remarks, this perspective part aim is to identify particle deposition

regimes in the hot parts of gas turbines in terms of non-dimensional quantities. To this

effect, over 70 particle deposition tests reported in the literature are studied. The collected
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tests are selected because they were conducted using similar materials (silica-based type

contaminants, such as silty, coal-like, and volcanic particles) and took place in conditions

relevant to deposition on the hot parts of gas turbines. The tests were carried out in a

number of configurations, covering full engines, single blades, coupons or blade cooling

channels. The tests provide particle sticking results as a function of particle velocity,

temperature, dimensions, etc. Only in a few cases, the sticking phenomenon is reported

in detail with the quantitative estimation of mass deposits determining the per-order-of-

magnitude approach adopted in the present work. Details about particle size and chemical

composition used in each experimental test are listed as well as the flow conditions such

as velocity and temperature values. In addition, the target typology and its dimension are

reported (if available in the literature) in order to characterize each impact test. Starting

from this collection, a critical post-process is carried out by means of dimensional (e.g.

particle kinetic energy, temperature, etc.) and non-dimensional groups (e.g. particle

Reynolds number, particle Weber number, etc.). With more details, the first part of the

present review paper includes the following points:

• collection and comparison of the literature on experimental particle impact tests

related to gas turbine fouling;

• application of the most used particle sticking models for gas turbine particle adhe-

sion, highlighting how each model works and where it fails if compared with the

actual test results;

• a detailed review of the predictive model for particle viscosity is added and a sen-

sitivity analysis coupling particle characteristics (e.g. chemical composition) and

impact conditions (e.g. temperature) with the experimental results is proposed in

order to highlight the implications of the use of different sticking models together

with particle viscosity models.

In the second part, an innovative approach gives the opportunity to link the present

experimental results with some new perspective. The phenomenology reported in liter-

ature dating back 30 years is summarized in terms of two non-dimensional parameters

representing the ratio between the particle temperature and the glass transition temper-

ature on one hand, and the ratio between the available kinetic energy and the surface

energy on the other hand. The non-dimensional map clearly shows a number of different

regimes, fitting very well with reported observations in terms of deposition and erosion

phenomena. Furthermore, the map shows that the phenomena taking place in gas tur-

bines are amenable to generalizations in different fields of research (e.g. printable fluids).

The non-dimensional map proposed by the Authors represents a prediction tool in rela-

tion to the particle deposition and erosion phenomena and give a new insight into the gas

turbine fouling prediction. The conceptual steps, as well as the overall scenario in which

the present work is developed, are reported diagrammatically in Fig. 7.1.
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Figure 7.1: Conceptual framework: the predictive model of real-life behavior is based on
non-dimensional parameters achieved by specifically-designed tests

7.1 Particle sticking mechanisms and models

The adhesion of contaminant particles to the blade surfaces is determined by (i)

the material of the interacting bodies (particle, surface, third substance and carrying

medium), (ii) the surface conditions, (iii) the particle size, (iv) the impact velocity and

(v) the impact angle. The conditions under which these contaminants stick to blade

surface are still unclear. Over the years, several contributions related to the fouling phe-

nomenon have been proposed and this paragraph aims to summarize the models describing

the particle sticking. Three particle sticking models have been considered for the data

post-process, which is mainly referred to as the basic criteria, such as particle viscosity,

velocity, and energy. Other formulations which are derived from these basic criteria are

listed as well, but they are not considered for the data-process. The present section reports

in detail (i) the sticking models used for predicting particle adhesion on hot gas turbine

sections and (ii) the predictive models for estimating particle characteristics (viscosity,

surface tension and softening).
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Particle Sticking Models

The first model considered is the critical viscosity model, widely used in the litera-

ture, that compares particle viscosity to a reference viscosity at which sticking starts.

In addition, the model could account for the stickiness of the deposit itself Walsh et al.

(1990). The sticking probability was assumed to be inversely proportional to viscosity.

In terms of sticking probability, viscosity at or below the critical viscosity is assumed to

have a sticking probability of unity whereas at other particle temperature, according to

the relation

Pvisc = µc/µ (7.4)

Pvisc =

⎧⎨⎩µc/µ if µc < µ

1 if µc ≥ µ
(7.5)

where Pvisc is the sticking probability related to the viscosity effect and µc is the parti-

cle critical viscosity while µ is the viscosity of the particle at its temperature. This model

is implemented assuming that the critical viscosity value corresponds to the particle vis-

cosity at the softening temperature (µsoft). Softening temperature is a predetermined

temperature value, and it is a function of the particle material that could be calcu-

lated/measured according to the standard ASTM – D1857-04 (Standard test method for

fusibility of coal and coke ash) Standard (2003). This standard definition allows a univocal

and reproducible application of the critical viscosity method. Many authors have applied

this method and, in some cases, validated its results with experimental tests Sreedharan

and Tafti (2010); Barker et al. (2013); Birello et al. (2013); Borello et al. (2014); Prenter

et al. (2016); Zagnoli et al. (2015). Other contributions have improved the model by

introducing a transition across the critical viscosity value Sreedharan and Tafti (2010),

and by extending its validity at a lower temperature (lower compared to the melting tem-

perature) Singh and Tafti (2016). A detailed explanation of these models can be found

in the paragraph Predictive models for particle properties of the present Chapter. At a

lower temperature, energy losses due to particle-surface impact will determine whether an

impacting particle will be able to leave the surface. These energy losses are a function of

impact parameters such as the properties of the particle, impact velocity and angle. This

last formulation of the model states the probability of sticking should be a function of

energy losses during a collision and is calculated from the coefficient of restitution model

as

Pe = f (e) = e−c R (7.6)

The coefficient of restitution R is therefore considered as an index of the energy dissipated

at the impact: the lower it is the higher the dissipative viscous effect of the impact. Its
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effect is accounted for through an exponential law where the coefficient c ∼=6.5. Since the

model for the sticking must still depend on the viscosity of the particle (with respect to

µsoft considered as the threshold for ideal adhesion), the final formulation of this model

is the one reported in Eq. 7.7

P = min (Pe + Pvisc; 1) (7.7)

Another formulation is related to the definition of the critical value of the viscosity, which

could relate the effects of particle softening with the particle kinetic energy. In this case,

the definition of the critical viscosity is the following

µc = A EB
kin (7.8)

where A and B are two coefficients able to fit the experimental results related to the

specific material. For example, in the case of glass particles Srinivasachar et al. (1991),

A=5 10-12 and B=-1.78. This model is strongly dependent on the particle material

composition. Low-melting elements or mixtures could be responsible for early particle

adhesion. For this reason, this model is only suitable when the characterization of the

material particle and its behavior according to the temperature is available.

The second model considered is the critical velocity method. This model is based

on the comparison between a threshold value of velocity and the particle velocity Brach

and Dunn (1992). Other contributions are related to the representation of the particle-

boundary layer interaction. Numerical studies on the interaction between the particle and

boundary layers are reported in the literature Gökoğlu and Rosner (1984), with greater

attention to the effect of turbulence on particle dispersion, deposition on turbine blade

surfaces and detachment from the surfaces El-Batsh and Haselbacher (2000, 2002). As

mentioned, the velocity of an impinging particle is one of the parameters that drive the

sticking process. If its value is lower than a threshold (critical velocity) the particle sticks

to the surface. The threshold value is strongly dependent on the particle material and its

mass. The formulation suggested in Brach and Dunn (1992) for the critical velocity uses

the following equation

v2c =
−1 + µ2

R2

2WA

m
(7.9)

where WA is the work of adhesion and R is the coefficient of restitution. According to

the formulation of Brach and Dunn (1992), the critical velocity is referred to the normal

direction with respect to the target surface. The work of adhesion Johnson et al. (1971)

could be expressed as

WA = −
[︃
5

4
ρπ

9
2 (k1 + k2)

]︃ 2
5

γr2 |v|
4
5 (7.10)

and the restitution coefficient R = C/C + |v|p where C and p are constants that can

be derived from experimental tests, while the parameters k1 and k2 are referred to the

substrate and particle characteristics respectively. Assuming the subscript i as a material
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index (particle or substrate), the parameter ki is defined according to Young’s modulus

EY and Poisson’s coefficient ν as

ki =
1− ν2

i

πEY,i

(7.11)

Also for this model, the particle properties, and in particular its Young’s modulus, are

sensitive to the temperature and need to be estimated using empirical correlations. This

model was applied in the case of gas turbine contamination by ash using the following

relation for the particle’s Young modulus El-Batsh (2001)

EY,p = 120 (1589− T )3 for T > 1100 K (7.12)

and in the case of coal-particle contamination Ai (2009) using EY,p = 3 ·1020e(−0.02365T )

The critical velocity model was applied to study the gas turbine hot section fouling Ai

(2009), using simplified relations for critical velocity

vc =

(︃
2EY

d

)︃ 10
7

(7.13)

based on a composite Young’s modulus EY obtained as

EY = 0.51

(︃
5π(k1 + k2)

4ρ3/4

)︃ 2
5

(7.14)

by considering the parameters k1 and k2 defined in the Eq. 7.11 for particle and

substrate characteristics. Therefore, EY represents the material characteristic generated

by the pair of particle and substrate. The application of the present model requires

accurate values of the Young modulus of the particle and surface. This procedure is not a

standard (contrary to the critical viscosity method for which the definition of the critical

viscosity equal to the particle viscosity at the softening temperature allows the results

standardization). The lack of universally accepted ways to evaluate material properties

may be the reason for discrepancies in predictions obtained (i) in different conditions

with the same material or (ii) with different materials for the same test conditions. A

deposition model that includes elastic deformation, plastic deformation, adhesion, and

shear removal is reported by Bons et al. (2017). Its predictions were compared to five

literature cases: quartz on aluminum, ash on stainless steel, sand on stainless steel, ash

on Inconel at high temperature and ash on vane cascade. This model it is used in the

numerical analysis reported by Prenter et al. (2017) and Forsyth et al. (2018) after tuning

the model parameters. A different model was proposed by Agati et al. (2016) for the

numerical modeling of particle deposition that occurs in gas turbine hot sections over

between 500 K to 1500 K. The transition between these two extreme conditions is modeled
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through a temperature-driven modification of the mechanical properties of both particles

and target surface. A third method is proposed by Yu and Tafti (2017) as a modification

of the former model Yu and Tafti (2016) and it is based on the relation between particle

temperature and yield stress at a high temperature starting from 1000 K. The model

prediction was compared against experimental data obtained with sand particles. As

mentioned, more details about these models are reported in the section Predictive models

for particle properties of the present section.

The third category of models are referred to as Energy-Based models. Energy balance

models are based on comparing the available energy just before the impact to the energy

dissipated by the particle during its deformation. The model predicts sticking if all the

available energy is dissipated to deform the particle and to adhere to the surface. The

main parameters are the kinetic energy of the particle, its viscosity and surface tension,

and the surface energy or contact angle Kleinhans et al. (2016) and Ni et al. (2011). The

method can study deposition on an existing layer by a suitable choice of the properties

of the substrate and can even be used to obtain the restitution coefficient for use in

critical viscosity model calculations Singh and Tafti (2013). This model takes into account

the particle deformation due to the impact, without considering the behavior of particle

viscosity such as non-Newtonian effects or possible sintering effects after particle impact.

Figure 3 reports the phases involved in the particle impact phenomenon. The model is

based on the estimation of the parameter E∗ that stands for the excess of energy and

indicates whether all energy is dissipated during wetting and deformation. The particle

will rebound if E∗ >0 and it will stick otherwise. The parameter E∗ is defined according

to Kleinhans et al. (2016)

E∗ =
25

172
ξ2(1− cosθ +

50

129
ξ−1 − 3

43
ξ2.3(1− cosθ)0.63− 1 > 0 (7.15)

where θ is the contact angle and ξ is the particle spread factor. The spread factor repre-

sents the particle maximum deformation and, if dmax is the maximum footprint particle

diameter when the particle hits the surface, the spread factor is defined as

ξ =
dmax

d
(7.16)

Several empirical tests and spread factor quantifications are reported in the literature

Jones (1971); Pasandideh-Fard et al. (1996); Chandra and Avedisian (1991); Mao et al.

(1997); Scheller and Bousfield (1995) and, for this reason, a detailed evaluation of the

particle spread factor value predictions will be carried out in the present work.

As mentioned, the model compares the kinetic energy to the energy dissipated by

viscosity and the work done against surface tension to modify the surface area of the

particle. These energies are evaluated using semi-empirical correlations. The criterion

E∗¿0 is determined mainly by the value of the spread factor ξ. This can be appreciated

by inspecting Figure 4, where E∗ is shown as a function of ξ for different values of θ. In
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Figure 7.2: Particle deformation at the impact: dmax is the maximum footprint particle
diameter

particular, it can be seen that particle adhesion takes place for ξ >0.4 for most values

of θ of practical interest. Therefore ξ=0.4 will be used as threshold value in the present

work for particle adhesion.

Figure 7.3: Sensitivity analysis of the contact angle on E∗ calculation

Sticking mechanisms and deposit formation mechanisms are based on the presences

of a third substance or second phase at the particle/surface interface Mezheritsky and

Sudarev (1990). The presence of a third substance is usually invoked at low temperature.

An example is the formation of deposits on compressor blades, where particles come into

contact with water droplet or oily substances Zaba and Lombardi (1984). The third

substance could generate favorable conditions for particle sticking especially when the

particle is solid and its adhesion is driven only by electrostatic forces. In this case, in

fact, the presence of third substance could change the action of capillary forces as well as

the effects of the inertia and the correspondent energy dissipation during impact allowing

particle sticking. The presence of a second phase is invoked also to model deposition
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Table 7.1: Predictive sticking model

Basic criterion Authors ⇑ Pros / ⇓ Cons

Critical viscosity

Srinivasachar et al. (1991)
⇑Influence of the kinetic energy on the particle sticking
⇓Critical viscosity values related only to a single coal sample

Sreedharan and Tafti (2010)
⇑Accounts for the particle softening effects
⇓Only representative of molten particles

Singh and Tafti (2015)
⇑Accounts for the energy absorbed by the particle at the impact
⇓ Detailed characterization of the temperature-material characteristics relations

Jiang et al. (2018)
⇑Influence of the wall temperature on the particle sticking
Model equations and constant do not account for the particle kinetic energy

Critical velocity

Agati et al. (2016)
⇑Extended range of temperature
⇓Detailed characterization of the temperature-material characteristics relations

Yu and Tafti (2016)
⇑Accounting for the elastic/plastic deformation
⇓Sensitive to the on the mechanical properties of sand to the grain size.

Bons et al. (2017)
⇑Accounting for the elastic/plastic deformation, adhesion and shear removal
⇓Tuned by case-dependent coefficients

Yu and Tafti (2017)
⇑Temperature dependency on the yield stress for sand particles
⇓Sensitive to the on the mechanical properties of sand to the grain size.

Activation energy Casari et al. (2017a)
⇑General approach based on an energy content comparison
⇓Lack of validation of the model constants and applicability limits

on hot gas turbine sections in which contaminants are softened or completely molten

Senior and Srinivasachar (1995). For adhesion of particles to occur, either they must be

semi-molten or a molten phase must be present on the blade surfaces. The low-melting

compounds generated by the increment of the particle temperature act as a bridge between

the particle and the blade surface. Therefore, the sticking probability is dependent on

a number of characteristics, such as particle temperature, viscosity, surface tension and

wettability Ahluwalia et al. (1989), Ahluwalia et al. (1989). In the light of this background,

the prediction of particle adhesion is based on a two-step approach. The first step deals

with the prediction of the particle/surface properties while the second step deals with the

estimation of the sticking probability (or any other measure of adhesion) based on them.

With the reference of basic models presented in the latter paragraphs (critical viscos-

ity, critical velocity, and energy-based models), it is interesting to compare the exisiting

predictive sticking models, starting from the basic ones and tuned according to the ex-

perimental results obtained. All of these models were used for estimating the particle

deposition in the gas turbine and in agreement with their hypothesis, they could be used

for fouling prediction with a certain confidence. In Tab. 7.1, these models are listed

together with their peculiarities, such as, the basic criterion on which the model is based

and the main positive and negative peculiarities. The analysis proposed by Srinivasachar

et al. (1991), shows that the particle kinetic energy affects the critical viscosity value at

which sticking starts. The experiments have shown, for a single sample of coal, that the

critical viscosity value decreases for a specific particle impact velocity and diameter. The

sticking efficiency transition as a function of temperature was not as sharp, due to the

overlaying effects of ash size and composition distributions. It increases the reliability of

the former critical viscosity model. The models proposed by and Singh and Tafti (2015)

are based on the critical viscosity criterion as well, but, in these attempts, the Authors

have extended the prediction capability of the model to lower temperature. Hypothesis

related to the energy dissipation at the impact imposes to the precise characterization

of the particle structural characteristics. The last model based on the critical viscosity
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criterion is that proposed by Jiang et al. (2018), and is able to account for the wall tem-

perature effects on the particle sticking capability. The model takes into account ash

thermo-physical properties, particle viscosity and metal wall temperature by means of

simplified relation and two model constants. Moving to the critical viscosity criterion, the

proposed model involves the mechanical properties of the particles. The model proposed

by Agati et al. (2016), is based on the critical velocity criterion: the model is developed

according to the correlation between temperature and material properties by means of

the chemical composition, Temperature based model considers material properties (E and

ν) and material composition for a temperature range between 500 K and 1500 K. This

interval is modeled through a temperature-driven modification of mechanical properties

of particles and target surfaces. The model can also predict the coefficient of restitution

for particles bouncing region. Based on the aim of estimating the coefficient of restitu-

tion, four models are developed. In this case, the sticking phenomenon can be detected

when the restitution coefficient is null. The model reported in Yu and Tafti (2016), takes

into account the contact models for elastic, elastic–plastic and plastic compression stages,

followed by a recovery model based on the model of Stronge (2018). Then, a new elastic

recovery model is proposed with molecular adhesive forces acting on the contact area.

The model is more accurate in predicting the coefficient of restitution compared to the

Stronge (2018) and Jackson and Green (2005) models. The model is largely sensitive on

the mechanical properties of sand to the grain size. With the reference of this model Yu

and Tafti (2016), the Authors have improved the formulation in Yu and Tafti (2017) for

modeling the collision of micro-sand particles by means of the adhesion forces, size and

temperature dependency of particle mechanical properties. The base model is validated

and the proposed temperature-dependent model is validated against experiments on the

impact of micro-sand particles for impact velocities at different temperatures. However,

it is validated only against experiments that involve sand particles. Bons et al. (2017)

proposed a physics-based model which includes elastic deformation, plastic deformation,

adhesion, and shear removal. The model accounts for fluid shear removal, elastic and plas-

tic deformation, and adhesion. The model is not fully validated in terms of the deposition

prediction because of the dependency between temperature and material properties. A

different approach is adopted in Casari et al. (2017a), that investigates the deposition pro-

cess under a statistical perspective. This fouling model uses only the energy content of the

particles, based on temperature and kinetic energy, to estimate the sticking probability.

However, in a similar way of previous models, the model constants and the applicability

limits are not checked against experimental results. After this brief review of the present

sticking models, it is clear how the major issue is related to the extension of predictive

capability as a function of different particle chemical compositions, mechanical properties

etc. Therefore, it is necessary to improve the models in order to extend the prediction

capabilities together with the limitation of the use of model constants which are usually

specifically tuned for each application.

Different predictive models used for particle characteristics such as viscosity, surface
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tension, softening and density are reported. The formulations reported in the following

sections are useful for the subsequent data post-process based on literature experimental

data. The particle deposition on hot gas turbine section experiments was carried out

using similar materials that affect the power unit in the actual operating conditions such

as sandy, volcanic and coal-type particles. All of these contaminants belong to the class of

material called silica-based and are characterized by well-known interaction between their

constitutive ions. Silica melts are based on the strong covalent bonding between silicon

and oxygen forming a network structure. The glassy silica network can accommodate

many different cations. Three main categories exist, depending on the interaction of

cations and network: (i) glass formers (Si4+, Ti4+, P5+) which form the basic anionic

polymer unit, (ii) modifiers (Ca2+, Mg2+, Fe2+, K+, Na+) which disrupt the polymeric

chains by bonding with oxygen and terminating chains, and (iii) amphoteric (Al3+, Fe3+,

B3+) which act either as glass formers or as modifiers. Modifier ions disrupt the glass

structure and thus tend to lower viscosity. Amphoteric ions can act as glass formers when

they combine with modifiers ions which balance their charge, thus forming stable metal-

oxygen anion groups that can fit into the silicate network. If insufficient modifier ions are

present in the glass, amphoteric cations (Al3+ and Fe3+) can act as modifier ions Mysen

(1988).

Several test methods exist to measure silica melts viscosity: rotating crucible, rotat-

ing bob, falling body, oscillating plate, oscillating viscometer and Static Light Scattering

(SLS) Seetharaman et al. (2005). The methods contain provisions to guarantee uniform

temperature zone during the measuring processes. Each method has its applicability

range, confidence band and requires additional data (such as density and surface ten-

sion). The rheological behavior of silica melts Hsieh et al. (2016) can be assess using

standard test methods, according to ASTM D 2196-15 D 2196-15 (2015), which are able

to evaluate whether the slag has transitioned from Newtonian to non-Newtonian flow

at the measurement temperature. Unfortunately, these test methods are defined for a

specific range of shear rate (0.1 – 50) s−1 and developed for measuring the rheological

properties of the liquid phase only. Each material has its own temperature-dependent

characteristics, furthermore, each particle is subjected by different temperature-history in

a gas turbine flow path. For this reason, the aim of the present analysis is to compare the

experimental data with dimensional and non-dimensional parameters using the available

data reported in the literature. Over the past century, several equations have been pro-

posed relating the viscosity of arbitrary melts to temperature-dependent characteristics

and to specific composition constants Vargas et al. (2001). Most of these are proposed for

predicting material viscosity for a specific material composition and sometimes, their va-

lidity is limited to a certain viscosity ranges. In the present review, seven (7) methods are

considered. They are based on data extrapolation from temperature-viscosity trends of

coal and volcanic samples similar to those responsible for gas turbine hot section fouling.

In addition, all of the selected methods are able to predict the particle viscosity based on

the composition and temperature. Each method is applied considering its limits according
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to the particle composition, beyond of the absolute value of the predicted viscosity Mills

and Sridhar (1999); Hoy et al. (1964); Watt and Fereday (1969); Sreedharan and Tafti

(2011); Riboud et al. (1981); Streeter et al. (1984); Giordano et al. (2008). In this way,

each method can be included or excluded a priori only based on the particle composition

useful for automated calculation or routine easy-to-be-implemented in numerical simu-

lations. The considered models are based on different correlations obtained considering

different physical-chemical criteria. The S2 Hoy et al. (1964) and Watt-Fereday (WF)

Watt and Fereday (1969) postulate that the viscosity depends on temperature following

Arrhenius’ law. This corresponds to a description of the flow of silicates in terms of tran-

sition probability and vacancy distribution in the structural lattice. The NPL model by

Mills and Sridhar Mills and Sridhar (1999) is also based on the Arrhenius equation used

to describe the temperature dependence of slag viscosity and correlates the slag composi-

tion to the optical basicity of the material. Weymann (1962) proposed another equation

resulting from the same deduction considered for the Arrhenius model with the addition

of an extra temperature-dependent parameter. This model demonstrated a valid corre-

lation with experimental data and a successful description of the relationship between

viscosity and temperature. The models that are based on Weymann equation Weymann

(1962) are Sreedharan and Tafti (2011) (S&T), Riboud et al. (1981) (RRLG) and Streeter

et al. (1984) (SDS). Another equation that links the viscosity with temperature was in-

dependently proposed by Vogel (1921), Fulcher (1925) and Tammann and Hesse (1926)

in the 1920s and it is the base of the model presented by Giordano et al. (2008) (GRD).

In this case, a third adjustable composition parameter is introduced into the equation

to improve the performance of the model and to better emphasize the dependence of

temperature on silicate melts viscosity. This model is specifically realized for predicting

temperature-viscosity trends of volcanic ashes.

In addition to the particle viscosity, another basic particle characteristic is the particle

softening temperature. This property is the key value for calculating particle adhesion

according to the critical viscosity method. In order to post-process the literature data re-

lated to the particle deposition on hot gas turbine sections, the calculation of the present

quantity is required. For the estimation of the softening temperature, three main ap-

proaches exist. The first one is related to a visual method described in the standard

procedure of ASTM – D1857-04 (Standard test method for fusibility of coal and coke

ash) Standard (2003), the second one is carried out with a ThermoMechanical Analysis

(TMA) approach while the third one is related to a thermal analysis by means of Differen-

tial Scanning Calorimetry (DSC) approach. The setup of these different methods has been

carried out over the years due to the controversial question related to the deformation

temperature. In the literature, in fact, it has been emphasized that the initial deforma-

tion temperature is not the temperature at which the ash melting begins, and many coal

ashes have been found to start melting at temperatures far below the initial deformation

temperatures Hansen et al. (2002). Therefore, in this section, the three approaches are

briefly described. In accordance with Standard (2003), the softening temperature (ST)
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is defined as the temperature at which triangular pyramid prepared from the material

(see sketch n◦1 in 7.4) has fused down to a spherical particle which is characterized by

the height equal to the width at the base (see sketch n◦3 in Figure 7.4). The softening

temperature has been accepted as the critical temperature which is commonly referenced

in the evaluation of the characteristics of coal ash Speight (2015). The ash fusion test

(AFT) is considered the most widely used procedure for determining the temperature at

which the different stages of the ash transformations (softening, melting and flow) take

place in order to assess the deposition characteristics of the material Degereji et al. (2012).

The fusion temperature values are determined by heating a prepared sample of molded

coal in a gas-fired or electric furnace conforming to Standard (2003). The deformation of

the molded ash cone is monitored during the increase of temperature and, according to

Figure 5, the four (4) critical temperature points (fluid – FT; hemispherical – HT; initial

deformation – IT; softening – ST) are determined. Moreover, the response of the sam-

ple to thermal treatment is generally quantified by optical pyrometer or thermocouple.

An alternative approach for the evaluation of the four (4) critical temperature values,

applied to volcanic ash samples, consists in the use of thermogravimetry and differential

scanning calorimetry (DSC) Song et al. (2017) and Kueppers et al. (2014). Mechanically,

the evolution of characteristic temperature and the geometrical transformations of the

cone define the ability of the sample to sinter, to stick or to spread and wet the surface

Song et al. (2016). Nevertheless, the standard test Standard (2003) can be susceptible

to subjective assessment because of the visual evaluation of critical temperature points

Gupta et al. (1998). The standard procedure is recognized as not a very precise method

failing the prediction of the fusibility temperature by over 40 K Gupta et al. (2002) as

a function of the amphoteric content. In addition, it was found that the deformation

temperature is not the temperature at which initial melting begins as normally perceived

and the hemisphere temperature is below the liquidus temperature.

Figure 7.4: Critical temperature points. From Standard (2003)

The TMA methodology evaluates the progressive shrinkage of ash and it is suitable

for characterizing the sintering and melting behavior at temperatures lower than the

standard method. In addition, the precision of this technique is greater than the standard

one, reducing the inaccuracy due to the measurement method. However, this accurate

methodology can not be applied to ashes from biomass combustion Hansen et al. (2002)

and in this case, the use of the DSC technique appears the best solution. This methodology

is based on the evaluation of any mass changes by means of the comparison between the

ash behavior against the reference material. With this procedure, any deviation in terms

of energy corresponds to an evaporation or melting process with an accurate estimation
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of the most ash fusibility temperature values. Despite the background of conventional

techniques for determining the transformation temperature, the evaluation of the critical

temperature values from the chemical composition can be a difficult task because of the

unknown correlation between the interacting factors. In the present paper, starting from

the particle characteristics reported in the literature, empirical relations to compute the

particle softening temperature as a function of the composition proposed by Yin et al.

(1998) were used. This model is much easier and direct than other statistical methods

through the possibility to omit the mathematical correlation between the variables. In

addition, the aim of the present study is to compare the experimental literature data and,

for this reason, particle softening temperature has to be computed only by the use of the

particle chemical composition. According to the particle composition, different relations

are proposed. When the content of SiO2 is less than or equal to 60 %, and the content of

Al2O3 is larger than 30 %

Tsoft = 69.94SiO2 +71.01Al2O3 +65.23Fe2O3 +12.16CaO+68.31MgO+67.19a− 5485.7

(7.17)

when the content of SiO2 is less than or equal to 60 %, the content of Al2O3 is less than

or equal to 30 % and the content of Fe2O3 is less than or equal to 15 %

Tsoft = 92.55SiO2 + 97.83Al2O3 + 84.52Fe2O3 + 83.67CaO + 81.04MgO + 91.92a− 7891

(7.18)

when the content of SiO2 is less than or equal to 60 %, and that of Al2O3 is less than or

equal to 30 %, and that of Fe2O3 is larger than 15 %

Tsoft = 1531− 3.01SiO2 +5.08Al2O3 − 8.02Fe2O3 − 9.69CaO− 5.86MgO− 3.99a (7.19)

and finally, when the content of SiO2 is larger than 60 %

Tsoft = 10.75SiO2+13.03Al2O3−5.28Fe2O3−5.88CaO−10.28MgO−3.75a+453 (7.20)

The constant a is defined according to the weight fraction wt% of each component as

a = 100− (SiO2 +Al2O3 + Fe2O3 + CaO +MgO) (7.21)

The third particle characteristic useful for applying the particle sticking methods is

the particle surface tension. In the literature, several contributions are related to the

measurement of surface tension values of slags and silicate melts Sukenaga et al. (2011);

Shin and Gulyaeva (1998); Vadasz and Havlik (1995); Nakamoto et al. (2007); Choi and

Lee (2002); Melchior et al. (2009); Clarkson et al. (2016). Ternary or more complex slags,

as well as coal ashes, are taken into consideration. These analyses are mainly focused on
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Table 7.2: Surface tension of single oxides

Component γ = f(T ) [mN/m]

SiO2 243.2+0.0031 T [K]
CaO 791-0.0935 T [K]
Al2O3 1024-0.177 T [K]
MgO 1770-0.636 T [K]
Na2O 438-0.116 T [K]
Fe2O3 504-0.0984 T [K]

the estimation of the temperature effects on the surface tension values. Even if, these

contributions report very detailed slags and ashes characterizations, both in terms of

chemical composition and surface tension values, they are mainly focused on the high-

temperature values at which these materials are characterized by the liquid phase. For this

reason, the actual slag and ash characterization can not be applied to the present study,

due to the different temperature ranges at which gas turbine operates (lower temperature

values than the slag/ash characterization). Therefore, in the present work, the particle

surface tension is calculated using a chemical-temperature dependent correlation based

on the principle that the surface tension can be expressed as a linear function of the

composition Rezaei et al. (2002)

γ = Σ (γi mi) (7.22)

where γ is the surface tension corresponding to each oxide i and m is its molar fraction.

The surface tension of each oxide is taken from literature correlations Hanao et al. (2007);

Wu et al. (2014). Tab. 7.2 reports the equation of the relation γ = f(T ) used in the present

analysis. The contribution of potassium oxide and titanium dioxide are not considered.

Particle density model

Several models for density calculation have been provided through the years Grau and

Masson (1976); Courtial and Dingwell (1995); Persson et al. (2007). One of the most

common methods is proposed by Bottinga et al. (1982), which calculates the densities, ρ,

of molten slags from the following two equations

Vm = Σ
(︁
Xi V

0
i

)︁
+XAl2O3 V 0

Al2O3
(7.23)

ρ =
M

Vm

(7.24)

where the sum of Eq. 7.23 is taken over all oxide components except the aluminum

trioxide. In the Eq. 7.23 X is mole fraction of component i, while V 0 terms represent the

apparent partial volume of slag constituents. They are constant and derived independently
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Table 7.3: Recommended values for apparent partial molar volume V0 of slag constituents
[cm3/mol]

Component V0 at 1673 K Bottinga et al.
(1982)

V0 at 1773 K Mills and
Keene (1987)

SiO2 26.75 19.55 + 7.966XSiO2

TiO2 22.45 24.0
Al2O3 - 28.31 + 32 – 31.45XAl2O3

Fe2O3 44.40 38.4
MgO 12.32 16.1
CaO 16.59 20.7
MnO 14.13 15.6
Na2O 29.03 33.0
K2O 46.30 51.8

from an analysis of volume-composition relations in alumina-free silicate liquids. In Eq.

7.24, M represents the sum of the molar weight for the given slag. The apparent partial

molar volumes of SiO2 and Al2O3 are polynomial functions of composition in the density

model proposed by Mills and Keene (1987) for multicomponent slags. Based on Bottinga

et al. (1982), the Authors adjust the partial molar volume values (V 0) achieving certain

success in calculated data with an uncertainty of 2 %. Different model constants provided

by Bottinga et al. (1982) and Mills and Keene (1987) for calculating V0 of various slag

constituents are listed in Tab. 7.3 . In the present work, the apparent partial volume of

slag constituents reported Mills and Keene (1987) are used.

7.2 Experimental data of gas turbine particle depo-

sition

Deposition tests in conditions representative of the hot parts of a gas turbine have

been conducted over the years with a number of different materials. The tests involve

five principal types of particles Allaby (2013): sand, ash, coal, bituminous coal and lig-

nite. Sand is defined as mineral particles of diameter 2 mm to micronized powder. In the

gas turbine field of research, sandy particles are usually referred to Arizona Road Dust

(ARD) sand samples. This sandy powder takes inspiration from the standard powder of

ISO 12103-1 (A1, A2 A3, and A4) ISO 12103-1:2016 (2016), but the size and chemical

composition of particle used in the deposition tests could be different from the standard

one due to the mixing, filtration, sieving, and processes applied before the tests. Ash com-

prises all pyroclastic particles or fragments ejected from a volcano, irrespective of size,

shape or composition. The term is usually applied to an air-fall material characterized by

a characteristics diameter less than 2 mm. Coal is a carbon-rich mineral deposit formed

from the remains of fossil plants. The process of coalification results in the production

of coals of different ranks such as bituminous coal, lignite, and anthracite. Each rank
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marks a reduction in the percentage of volatiles and moisture and an increase in the per-

centage of carbon. According to this definition, ASTM standard D388 (2013) proposed

a detailed coal classification based on the content of carbon, volatile matter and calorific

limits. Unfortunately, this classification is not completely useful to understand the phys-

ical characteristics of the contaminants involved in gas turbine degradation. Physical

characteristics such as viscosity and surface tension are dependent on the chemical com-

position and structure (e.g. crystalline or amorphous) of the contaminants. In addition, it

is important to note that the chemical composition of slag and its correspondent original

coal ash could be different. As reported by Streeter et al. (1984), slags chemical compo-

sition could change due to the depletion of iron oxides species or to the enhancement in

alumina content during heating/melting processes. At the same time, high-temperature

values generate the volatilization of the sodium oxide that could change the slag viscosity.

These behaviors enhance the difficulties related to the characterization and classification

of the contaminants that affect hot sections. Particle deposition is investigated in order

to understand turbine section contamination and the interaction between cooling holes

and particle deposition. Accelerated tests are frequently used to recreate the actual gas

turbine condition using in-house experimental test bench. For example, accelerated de-

position testing is realized within 4 hours which cover 10,000 hours of actual gas turbine

operation Jensen et al. (2005). Sometimes, in order to study specific problems, deposi-

tion tests are conducted using a coupon instead of gas turbine cascade Anderson et al.

(1984, 1990); Ross et al. (1988); Richards et al. (1992); Weaver et al. (1996); Bons et al.

(2007); Wammack et al. (2008); Crosby et al. (2007); Ai et al. (2009, 2012b,a); Laycock

and Fletcher (2013, 2016); Boulanger et al. (2016); Barker et al. (2017).In this type of

test, the particle deposition occurs on specifically-designed target, usually characterized

by simplified geometry in order to guarantee a certain flow and temperature fields. In this

case, the experimental procedure allows the proper correlation between particle impact

conditions and deposition phenomenon based on the criterion that, all of the injected

particles are characterized by the same impact conditions such as temperature, velocity,

and incoming angle. In addition, given the simplified geometry of the coupon, detailed

evaluation of several peculiarities such as (i) surface roughness of the deposited layer, (ii)

effects of the cooling hole array, (iii) deposits thickness and (iv) influence of the substrate

temperature on the particle sticking capability can be easily carried out. In Figure 6

an example of this evaluation is reported. In particular, Figure 6a shows the evaluation

of deposit surface roughness, Figure 6b depicts the influence of the presence of cooling

holes on the particle deposition pattern and, finally, Figure 6c reports an evaluation of

the deposit thickness by means of a three-dimensional detection carried out with a laser

scanner.

Earliest contributions are related to deposits due to fuel contamination. Several stud-

ies can be found in literature Cohn (1982); Whitlow et al. (1983); Wenglarz and Cohn

(1983); Wenglarz (1987); Kimura et al. (1987); Spiro et al. (1987); Wenglarz and Fox

(1990); Wenglarz (1991); Chin and Lefebvre (1993) but no specific details about particle
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Figure 7.5: Experimental particle deposition tests carried out on coupons: a) evaluation
of the surface roughness Bons et al. (2017), b) effects of the cooling hole array Ai et al.
(2012b) and c) measurement of the deposit thickness by means of the three-dimensional
reconstruction based on laser scanner detection

sticking probability is reported, or the chemical compositions is too different from the

silica-based materials Laycock and Fletcher (2018). Analytical schemes were developed

for extracting sticking coefficients from the measured weight gain data, particle size spec-

trum, and particle density and composition Ahluwalia et al. (1986). The influence of

the particle temperature was one of the first studies reported in the literature Nagarajan

and Anderson (1988). The particle temperature determines the appearance of different

composites with different characteristics. For example, in the temperature interval (800

– 1800) K, the multi-component solution comprises oxides, sulfates, silicates, and alu-

minosilicates. Below 1100 K, low-melting alkali sulfate solutions are the predominant

components, whereas above about 1500 K, molten oxides constitute most of the liquid

phase. At high temperature, vapor deposition driven by thermophoresis force becomes

important. Differences in deposits were encountered for pressure and suction sides where

diffusion phenomenon works as a leading actor Fackrell et al. (1994b) and Fackrell et al.

(1994a). At the same time, the first studies on the effects of volcanic ash on aero-engines

were published. Tests with different power unit using a unique facility able to gener-

ate realistic environmental conditions of particle-laden clouds under controlled laboratory

conditions are carried out Dunn et al. (1987); Kim et al. (1992); Dunn (2012). The results

show the variation of the power unit performance during the test (a few minutes) high-

lighting the deterioration over a small period. Evaluations of blade erosion and deposition

patterns are also proposed. This type of studies are not widespread in literature and only

in the last years, new studies have been proposed related to simply particle deposition

Taltavull et al. (2015); Dean et al. (2016); Giehl et al. (2017), cooling holes blockage Wang

et al. (2016); Whitaker et al. (2017) and internal cooling hole clogging Wylie et al. (2017).

Cooling holes clogging represent the most detrimental phenomenon that occurs in gas tur-

bine hot section, especially for aero-engines. Figure 7.6 reports literature experimental

results showing the occupied area due to particle adhesion inside the cooling hole. More

recently, Shinozaki et al. (2013) and Naraparaju et al. (2018) use a micro gas turbine for

studying volcanic ash adhesion at different load and for different blade coating material,

respectively.

With the increase in usage of gas turbines for power generation and given that nat-

ural gas resources continue to be depleted, alternative types of fuel have been tested.

186



Figure 7.6: Internal cooling hole clogging Wylie et al. (2017): deposition in first four
cooling holes of HD45 running at 1310 K

Examples of alternative fuels are coal-derived synthetic fuels. Coal-derived fuels could

contain traces of ash and other contaminants that can deposit on vane and turbine sur-

faces. Experimental tests and numerical analyses are devoted to the comprehension of

the effects provided by bituminous and sub-bituminous particles on the gas turbine noz-

zle Casaday et al. (2014). Several studies were realized in order to increase the effects of

these contaminants on gas turbine hot section fouling, especially in the presence of film

cooling. Different types of ash (e.g. coal bituminous, lignite, etc.) have been used for

performing particle deposition on a gas turbine nozzle Webb et al. (2013); Prenter et al.

(2014); Smith et al. (2010). Such tests allow the proper analysis of the flow dynamic

behavior in the particle impact and adhesion phenomena, giving the possibility to realize

the same flow conditions of the actual application. By contrast, the complexity of the

flow structure and the effects of geometric features that characterize an actual gas turbine

nozzle could represent an obstacle in the definition of general rules and trends related to

particle sticking. In Fig. 7.7 the comparison between the deposits pattern without and

with film cooling using bituminous ash is reported. The effect of cooling holes on par-

ticles deposition pattern is still under investigation. Experimental tests Whitaker et al.

(2016), also run with high gas temperature Lundgreen et al. (2016), attempt to improve

the comprehension of particle deposition.

Other specific contributions can be found in relation to the effects of the electrostatic

charge on particle deposition Raj (1983); Raj and Moskowitz (1984) or the influence of

the deposit on the heat transfer and the influence of the free-stream turbulence on the

particle deposition Whitaker et al. (2015). The deposits thickness influences the heat

transfer and, through experimental tests, it is possible to correlate the thickness and

the heat transfer over the operating time Bons et al. (2008). Finally, some attempts to
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Figure 7.7: Comparison of coal bituminous particle tests (a) film cooling (b) non-film
cooling. From Webb et al. (2013)

use a sort of thermal similitude for studying particle adhesion were proposed Lawson

and Thole (2009); Wood et al. (2010); Lawson and Thole (2010). These experimental

tests were based on the similarities between melting ash and wax/PVC particles. Latter

materials have lower values of melting temperature and, using thermal scaling techniques,

the deposition pattern could be assumed as representative of actual gas turbine particle

deposition.

7.3 Literature data collection

The experimental results related to particle deposition on cascade and/or coupon re-

ported in the literature, are obtained with different (i) material (ii) size and (iii) working

conditions such as velocity and temperature. These different working conditions imply

several difficulties in comparing deposition results obtained from different experimental

tests. Different material compositions determine, for example, different values of particle

viscosity even if the tests are carried out at the same particle temperature. The same

phenomenon affects also the surface tension value (closely related to the surface energy),

that, in addition with the viscosity, drives the adhesion phenomena at the particle/surface

interface Johnson et al. (1971). On the other hand, differences in impact velocity and par-

ticle dimension values determine different impact mechanisms and particle deformation

related for example to the particle kinetic energy. In the light of these considerations,

in this paragraph, all the experimental results related to particle deposition on hot gas

turbine section are summarized. Starting from the information reported in every single

work, particle composition and temperature are used to calculate viscosity and surface

tension based on the relations available in literature and reported earlier. Coupling these

values with particle velocity, density, and dimension, the calculation of the particle adhe-

sion according to the analytic models (critical viscosity, critical velocity and energy-based

models) are performed, highlighting pro and cons of each method. Special attention
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is given to the particle viscosity which is considered the most important parameter for

judging the particle adhesion or rebound phenomena.

Tab. 7.4 reports the experimental data available in literature related to particle de-

position in gas turbine hot sections. Each material is indicated with the same name used

in the respective reference. In the case of more than one contribution that uses the same

material, with different test conditions, a progressive number is adopted. For each test

(grouped according to the reference), the particle characteristics such as dimension and

density are reported. The particle dimension indicates the variability range or the mean

mass diameter used in each test (if provided). Unfortunately, detailed data on other in-

teresting parameters such as d50 and d75, which represents the diameters for which the 50

% and 75 % of the particles measured are less than the stated size, are not reported. The

test conditions are also indicated and, in absence of detailed information, particle velocity

is assumed equal to the gas velocity and particle temperature is assumed equal to the gas

temperature. Fixed value or the indicated variability range is also specified. Regarding

the velocity, in the case of test realized on a full-scale gas turbine, a representative particle

impact velocity of 100 m/s is chosen because no-data related to this variable is reported

Kim et al. (1992); Dunn (2012). Finally, Tab. 7.4 reports also the type of target, tg, used

in the experimental tests, with a reference of:

• T, the test is realized on a full scale gas turbine;

• B, the test is realized on wind tunnel provided with cascade or single blade target;

• C, the test is realized using a coupon;

• I, the test is realized in order to discover particle deposition inside the internal

cooling hole.

All of this information (dimension, density, velocity, and temperature) provide the first

overview of the experimental contribution related to particle deposition and fouling on

gas turbine hot sections. Particle velocities span from 15 m/s to 350 m/s while the

temperature values range from 850 K to 1900 K, approximately. Wind tunnel tests allow

the best control in terms of test parameters but, at the same time, could imply certain

limits related, especially to a maximum temperature value.

The uncertainty related to the experimental test conditions and at in turn, the ac-

curacy of the particle deposition results, are not always reported in literature even if a

considerable number of tests indicate the experimental uncertainty Webb et al. (2012);

Prenter et al. (2014); Ahluwalia et al. (1986); Jensen et al. (2005); Anderson et al. (1990);

Richards et al. (1992); Wammack et al. (2008); Crosby et al. (2007); Ai et al. (2012b); Aldi

et al. (2017a); Laycock and Fletcher (2013); Boulanger et al. (2016); Wylie et al. (2017);

Smith et al. (2010); Whitaker et al. (2016, 2015). The difficulties are especially related
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to the not-clear correlation between the uncertainties related to test conditions like flow

velocity and temperature and mass deposits or sticking coefficients. Measurement uncer-

tainties have to be considered different from the variability of the test conditions even if,

both of them determine the amount of deposits. The present data collection allows the

definition of a sort of tolerance band of the experimental data reported in the present

review. Given the sticking model relations which are based on the particle characteristics

strongly related to the temperature, one of the most important uncertainties related to

the experimental results is that which characterizes the temperature measurements. Un-

certainties related to the temperature values are estimated equal to 0.11 % Wylie et al.

(2017), 1.3 % Crosby et al. (2007)and 2 % Webb et al. (2013); Prenter et al. (2014);

Smith et al. (2010); Whitaker et al. (2015). These values have to be correlated with the

actual temperature in order to highlight the influence of the measurement uncertainty

on the particle characteristic and thus, on their sticking capability. According to the

aforementioned percentage values, the uncertainty in terms of Kelvin become equal to 1

K Wylie et al. (2017), 19 K Crosby et al. (2007), and 27 K Webb et al. (2013); Prenter

et al. (2014); Smith et al. (2010); Whitaker et al. (2015). Given the high temperature

at which the tests were carried out (up to 1500 K), these uncertainty values appear in

line with those reported in literature even if, according to the analysis reported in the

following paragraphs, a slight deviation could be determined between the sticking predic-

tion provided by the models and the actual results of the experimental tests. In the same

way of the temperature measurement, even the uncertainties related to the mass flow

rate are useful to improve the comprehension of the experimental results. In particular,

these uncertainty values could be used to estimate the uncertainty in the particle impact

velocity. For the collected data, these uncertainty are estimated to be equal to about

0.80 % Wylie et al. (2017) and 4 % Webb et al. (2013); Prenter et al. (2014); Wammack

et al. (2008); Whitaker et al. (2015). According to the percentage values, the uncertainty

of the mass flow rates in Wylie et al. (2017) is equal to 0.0074 g/s, while in Webb et al.

(2013); Prenter et al. (2014); Wammack et al. (2008); Whitaker et al. (2015), the maxi-

mum uncertainty value is equal to 0.015 kg/s. Regarding the uncertainty of the particle

concentration used to contaminate the main air flow, data are not commonly reported.

Only in [106] and Jensen et al. (2005); Wammack et al. (2008) the accuracy in the par-

ticle contamination is reported and is equal to 6 ppmw. Other uncertainties are related

to the geometry and position of the target Laycock and Fletcher (2013); Boulanger et al.

(2016), in the capture efficiency evaluation Ai et al. (2012b,a), and mass measurements

Crosby et al. (2007). Proper methods for uncertainty estimation are adopted in Wylie

et al. (2017) by applying Kline and McClintock (1953) and Smith et al. (2010); Webb

et al. (2013) using the procedure reported in Coleman and Steele (2018). In other cases,

the uncertainties were estimated by duplicating the tests as reported in Richards et al.

(1992); Ai et al. (2012a). In relation with the variability of the tests condition during the

deposition tests, the variability of the flow temperature is between 3 K Whitaker et al.

(2015) (for a tested flow temperature of 1353 K), 6 K Webb et al. (2013) (for a tested

flow temperature in the range of 1314 K – 1385 K) and 5 K in Whitaker et al. (2016) (for
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a tested flow temperature of 866 K). Regarding the variability of the mass flow rate, in

Whitaker et al. (2015) is declared equal to 0.005 kg/s (that corresponds to the 2.8 % and

1.4 % for a tested mass flow rate values of 0.181 kg/s and 0.363 kg/s, respectively) while

in Webb et al. (2013) is declared equal to 0.01 kg/s (that corresponds to the 1.8 % and

2.7 % for a tested mass flow rate values of 0.557 kg/s and 0.365 kg/s, respectively). Other

inaccuracies are especially related to the effects of radiation on the flow temperature mea-

sures Ahluwalia et al. (1989); Anderson et al. (1990); Crosby et al. (2007). Data collection

covers about thirty (30) years of particle deposition tests, realized using several different

facilities and instrumentations. The amount of data, their variability, and their different

nature give the possibility to discover the widest view of particle deposition on gas turbine

hot section. The present analysis is based on the data available in open literature, and

the data post-process reported in the following paragraph allows the comprehension of

the basic phenomena using per-order-of-magnitude variations.

The particle behavior depends on the relationship between particle viscosity and tem-

perature and this is strongly dependent on the chemical composition. Table 7.4 reports

the chemical composition as a weight fraction of sodium oxide Na2O, potassium oxide

K2O, calcium oxide CaO, magnesium oxide MgO, silicon dioxide SiO2, aluminum oxide

Al2O3, titanium dioxide TiO2, and iron oxide Fe2O3. Obviously, these oxides do not cover

the entire composition for each material but these components characterize each ash,

powder, and particle determining their physical characteristics. This wide compositional

range is related to the process formation of the ash or powder and might include particles

formed from new materials as well as those derived by the fragmentation of pre-existing

components which are subjected to degradation or combustion processes. In this context,

Srinivasachar et al. (1991) have carried out combustion and deposition experiments with

a coal (San Miguel Texas lignite) to assess critical viscosity hypothesis for deposition pro-

cesses. These experiments have highlighted that final ash composition is independent of

combustion conditions and the analysis of individual combustion ash particle have shown

that there are negligible interactions between the particles which are characterized by sim-

ilar final chemical composition. In light of the above, bulk composition can thus provide

an overall indication of each particle behavior and its relation between viscosity, temper-

ature, and chemical composition. However, a certain degree of non-uniformity could be

represented by the initial formation of liquid phase due to the low temperature eutectic

during the particle heating, such as the combination between sodium oxide with silica

and aluminum dioxides, that generates a liquid fraction starting from 1200 K. Similar

findings are reported in Lee et al. (2002), where the presence of sodium sulfate generates

a condensed phase that increases the particle sticking capability. This sort of inhomo-

geneity represents the first phase of particle softening process, that represents one of the

most important parameters for estimating the particle adhesion capability. A graphical

description of this occurrence can be realized by means of the ternary plot. Figure 7.8

depicts two different ternary plots according to the triplets Al2O3-SiO2-CaO and SiO2-

MgO-Fe2O3 with the indication of the liquidus curves Atlas (1995) together with the
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Table 7.4: Particle deposition data. Material composition in term of weight fraction.
Notes in Tab. 7.5

Authors Material d [µm] ρ [kg/m3] v [m/s] T [K] TT Na2O K2O CaO MgO SiO2 Al2O3 TiO2 Fe2O3

‘18 Naraparaju et al. EYJA 0.5–10 849 200 1773 T 3.6 2.7 1.6 1.3 78.6 11.3 0.3 0.7

20
17

Giehl et al.

Basalt 5–125 2800 15 1373–1773 C 3.0 0.5 10.2 5.9 52.0 13.0 2.8 12.4
Andesite 5–125 2600 15 1373–1773 C 3.7 0.7 8.8 5.6 53.9 18.7 1.0 7.4
Dacite 5–125 2700 15 1373–1773 C 4.4 2.4 3.7 0.8 63.7 13.5 0.8 7.8
Rhyolite 5–125 2500 15 1373–1773 C 6.4 2.4 2.9 1.0 73.4 11.9 0.9 2.8

Barker et al. ARD+ 10–35 2560 80 1373 C 2.3 3.3 3.8 1.3 72.8 10.8 0.3 5.3
Boulanger et al. ARD 2+ 20–40 2560 70 1273–1373 C 2.3 3.3 3.8 1.3 72.8 10.8 0.3 5.3
Whitaker et al. ARD 3+ 0–10 2560a 40 920–1262 I 2.3 3.3 3.8 1.3 72.8 10.8 0.3 5.3

Wylie et al.
EYJA 2 ◦ 4.8–34.9 849b 80 1163–1293 I 2.0 2.0 4.6 0.0 51.3 10.9 1.4 9.5
Chaiten VA 4.8–34.9 849b 80 1163–1293 I 2.9 2.9 1.6 0.0 73.9 14.0 0.2 1.6

20
16

Boulanger et al. ARD 4+ 20–40 2560 70 1273–1373 C 2.3 3.3 3.8 1.3 72.8 10.8 0.3 5.3
Whitaker et al. ARD 5+,∗ 0–20 2560 21 866c I 0.0 0.0 3.3 0.0 84.8 9.9 0.0 2.1
Lundgreen et al ARD 6+,∗ 0–5 2560 70 1363–1623 B 0.0 0.0 3.0 0.0 85.0 10.0 0.0 2.0

Dean et al.

Lakix 5–50 2400 106 1043–1295 C 6.4 0.3 6.3 8.3 52.6 18.8 1.3 6.1
Hekla22x 5–50 1500 106 1043–1295 C 7.3 1.2 2.0 1.4 67.4 18.1 0.0 2.6
Eldgja3x 5–50 1900 106 1043–1295 C 6.9 0.3 6.2 7.1 50.3 19.7 2.4 7.3
Askja4x 5–50 1400 106 1043–1295 C 5.6 1.5 1.7 1.8 71.9 15.5 0.0 2.0

Laycock and Fletcher JBPS A 4 2330 200 1523–1673 C 2.5 0.9 5.1 1.6 63.6 17.3 1.1 4.2

Taltavull et al.
Laki 25x 10–70 2400 91 1043 C 1.2 0.1 7.8 3.1 47.2 11.6 3.7 25.2
Laki 35x 10–70 2400 106 1160 C 1.2 0.1 7.8 3.1 47.2 11.6 3.7 25.2
Laki 45x 10–70 2400 127 1295 C 1.2 0.1 7.8 3.1 47.2 11.6 3.7 25.2

‘15 Whitaker et al. JBPS B 4.63; 6.48 2320 70 1353 B 3.7 1.6 9.4 1.7 49.9 11.5 3.0 14.5
‘14 Prenter et al. JBPS B 6.48 2320 70 1353 B 3.7 1.6 9.4 1.7 49.9 11.5 3.0 14.5

20
13

Casaday et al. JBPS B 2 11.6 2320 79 1366 B 3.7 1.6 9.4 1.7 49.9 11.5 3.0 14.5
Laycock and Fletcher JBPP ** 3; 13 1980 200 1523 C 3.9 1.7 9.9 1.8 52.4 12.1 3.1 15.2
Shinozaki et al. Laki 5 20–100 2400 365 1343 T 1.2 0.1 7.8 3.1 47.2 11.6 3.7 25.2

20
12

Webb et al.

Lignite 12.5 2818 70 1314–1371 B 0.8 1.0 31.7 3.6 32.8 14.2 2.6 9.8
Bituminous 14.1 1980 70 1339–1366 B 0.3 2.0 2.3 0.6 25.3 11.0 1.9 52.7
PRB 18.3 2989 70 1315–1385 B 1.8 0.5 42.2 6.9 22.1 10.5 2.2 6.1
JBPS B 3 12.5 2320 70 1317–1343 B 3.7 1.6 9.4 1.7 49.9 11.5 3.0 14.5

Ai et al. Coal (bit.) 13.4 1980 170 1456 C 6.9 2.6 8.7 3.6 47.4 17.8 1.6 6.4
Aiet al. Coal (bit.) 2 16 1980 180 1453 C 6.9 2.6 8.7 3.6 47.4 17.8 1.6 6.4

‘11 Ai et al. Coal (bit.) 3 4, 13.4 1980 170 1453 C 6.9 2.6 8.7 3.6 47.4 17.8 1.6 6.4
‘10 Smith et al. BM 14 14 1980 70 1181–1272 B 0.0 2.5 2.9 0.0 32.9 20.3 0.0 40.6

20
08 Crosby et al.

Coal (bit.) 4 3.1–16 1980 170 1133–1456 C 6.9 2.6 8.7 3.6 47.4 17.8 1.6 6.4
Petcoke 6.3 2900 170 1133–1456 C 4.3 2.5 7.5 2.2 38.3 14.5 0.8 22.9

Wammack et al. BYU SEM 16 2500 220 1423 C 0.0 7.3 13.7 0.0 60.2 4.5 0.0 10.7

20
07 Bons et al.

Coal (bit.) 5 13.3 1980 200 1423 C 6.9 2.6 8.7 3.6 47.4 17.8 1.6 6.4
Petcoke 2 33.0 2900 200 1423 C 4.3 2.5 7.5 2.2 38.3 14.5 0.8 22.9
Straw 17.6 1680 200 1423 C 1.7 23.4 7.8 2.5 48.4 1.8 0.0 5.0
Sawdust 19.7 960 200 1423 C 5.9 10.7 42.9 12.4 11.6 5.1 1.3 1.0

‘05 Jensen et al. BYU SEM 16 2500 220 1423 C 0.0 7.3 13.7 0.0 60.2 4.5 0.0 10.7

‘96 Dunn et al.
St Helens 23 2700 100 1283–1558 T 4.5 1.6 4.5 1.6 63.2 16.4 0.6 4.1
Twin Mountain 73 2730 100 1283–1558 T 0.5 4.2 10.6 1.5 50.3 13.2 1.9 15.3

‘93 Kim et al. St Helens 2 23 2700 100 1394–1494 T 4.5 1.6 4.5 1.6 63.2 16.4 0.6 4.1

19
92 Richards et al.

Arkwright 0–40 1980 300 1373 C 0.9 1.2 5.8 1.3 48.1 25.1 1.3 11.0
Blue Gem 0–40 1980 300 1373 C 1.5 0.5 7.0 2.5 16.9 22.8 2.0 29.6
Arkwright 2 0–20 1980 300 1573 C 0.9 1.2 5.8 1.3 48.1 25.1 1.3 11.0
Blue Gem 2 0–20 1980 300 1573 C 1.5 0.5 7.0 2.5 16.9 22.8 2.0 29.6

19
90

Anderson et al.

Arkwright 0–40 1980 300 1373 C 0.9 1.2 5.8 1.3 48.1 25.1 1.3 11.0
Blue Gem 0–40 1980 300 1373 C 1.5 0.5 7.0 2.5 16.9 22.8 2.0 29.6
Arkwright 2 0–20 1980 300 1573 C 0.9 1.2 5.8 1.3 48.1 25.1 1.3 11.0
Blue Gem 2 0–20 1980 300 1573 C 1.5 0.5 7.0 2.5 16.9 22.8 2.0 29.6

Wenglarz and Fox
Ash-fuel 1 10.2 1900 150 1253–1373 C 0.6 1.2 3.8 0.0 12.0 14.2 0.8 20.4
Ash-fuel 2 8.5 1900 150 1253–1373 C 0.7 1.0 3.4 0.0 11.5 13.9 0.8 21.9
Ash-fuel 3 14.5 1900 150 1253–1373 C 1.0 0.9 4.7 0.1 7.5 10.9 1.0 23.1

19
89 Ahluwalia et al.

Ash-fuel 1 10.2 1900 150 1253–1373 C 0.6 1.2 3.8 0.0 12.0 14.2 0.8 20.4
Ash-fuel 2 8.5 1900 150 1253–1373 C 0.7 1.0 3.4 0.0 11.5 13.9 0.8 21.9
Ash-fuel 3 14.5 1900 150 1253–1373 C 1.0 0.9 4.7 0.1 7.5 10.9 1.0 23.1

19
88 Ross et al.

Arkwright3 20 1980d 100 1400–1500 C 0.9 1.2 5.8 1.3 48.1 25.1 1.3 11.0
Kentucky 20 1980d 100 1400–1500 C 9.5 0.3 1.3 0.6 25.5 15.9 7.8 32.4
Spring Montana 20 1980d 100 1400–1500 C 13.1 0.1 26.5 6.5 18.6 13.5 1.3 4.7
North Dakotad 20 1980 100 1400–1500 C 8.3 0.3 22.9 6.7 20.1 11.2 0.5 13.2

19
87

Spiro et al.
AMAX 0–15 1900 100 1366 B 6.7 5.8 3.2 0.0 17.9 11.5 2.9 37.6
Otisca coal 0–11.5 1900 100 1366 B 0.5 0.5 11.6 0.0 16.1 23.2 1.1 28.2

Wenglarz
Ash-fuel 1 10.2 1900 150 1253–1373 C 0.6 1.2 3.8 0.0 12.0 14.2 0.8 20.4
Ash-fuel 2 8.5 1900 150 1253–1373 C 0.7 1.0 3.4 0.0 11.5 13.9 0.8 21.9
Ash-fuel 3 14.5 1900 150 1253–1373 C 1.0 0.9 4.7 0.1 7.5 10.9 1.0 23.1

Kimura et al. Otisca coal 0–11.5 1900 100 1366 B 0.5 0.5 11.6 0.0 16.1 23.2 1.1 28.2

19
84

Raj and Moskowitz Coal 0–6 1900 244 1144–1422 B 2.2 2.8 0.3 1.1 28.9 29.4 1.7 25.6

Anderson et al.
Pittsburg 15 2500 53 1590 C 0.9 1.2 5.8 1.2 47.9 25.0 1.3 10.9
Pittsburg 2 15 2500 149 1590 C 0.9 1.2 5.8 1.2 47.9 25.0 1.3 10.9
Pittsburg 3 15 2500 215 1590 C 0.9 1.2 5.8 1.2 47.9 25.0 1.3 10.9

‘83 Raj Coal 2 0 – 6 1900 244 1700–1922 B 2.2 2.8 0.3 1.1 28.9 29.4 1.7 25.6
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+ The particle diameters used in these tests could be different from the standard ones reported
in the ISO 12103-1 (A1, A2 A3, and A4) ISO 12103-1:2016 (2016) due to filtration, sieving
and processes applied by the Authors

◦ EYJA 2 has different chemical compositions with respect to EYJA
∗ ARD 5 and ARD 6 have different chemical compositions with respect to ARD, ARD 2, ARD

3 and ARD 4
a Temperature values refer to the surface wall temperature. Gas temperature was set equal

to 866 K
b Temperature values refer to the surface wall temperature. Gas temperature was set equal

in the range (800-900) K
c Temperature values were set in the range (700 – 866) K but particle deposition was founded

for the highest temperature value (866 K)
x The chemical composition in terms of oxide weight fraction was derived starting from the

element count % reported in Dean et al. (2016) (Si 17.5 %, Al 7.1 %, Na 3.4 %, Ca 3.2 %,
Mg 3.6 %, Ti 0.6 %, K 0.2 % and Fe 3.4 %)

2x The chemical composition in terms of oxide weight fraction was derived starting from the
element count % reported in Dean et al. (2016) (Si 21.4 %, Al 6.5 %, Na 3.7 %, Ca 1.0 %,
Mg 0.6 %, Ti 0.0 %, K 0.7 % and Fe 1.4 %)

3x The chemical composition in terms of oxide weight fraction was derived starting from the
element count % reported in Dean et al. (2016) (Si 16.0 %, Al 7.1 %, Na 3.5 %, Ca 3.0 %,
Mg 2.9 %, Ti 1.0 %, K 0.2 % and Fe 3.9 %)

4x The chemical composition in terms of oxide weight fraction was derived starting from the
element count % reported in Dean et al. (2016)(Si 23.6 %, Al 5.8 %, Na 2.9 %, Ca 0.9 %,
Mg 0.8 %, Ti 0.0 %, K 0.9 % and Fe 1.1 %)

5x The chemical composition in terms of oxide weight fraction was derived starting from the
element count % reported in Taltavull et al. (2015); Shinozaki et al. (2013) and is different
from the Laki composition in Dean et al. (2016) (Si 24.0 %, Al 6.7 %, Na 1.0 %, Ca 6.1 %,
Mg 2.0 %, Ti 2.4 %, K 0.1 % and Fe 21.3 %)

∗∗ The details about the composition are based on the erratum Laycock and Fletcher (2017).
The powder belongs to the Jim Bridger Power Plant as well as the tests named JBPS A,
JBPS B, 1, 2 and 3 but has a slightly different chemical composition. The weight percent
values reported in the table were calculated starting from the following molar percentages
(SiO2 60.2 %, Al2O3 8.17 %, Na2O 4.3 %, CaO 12.2 %, MgO 3.1 %, TiO2 2.7 %, K2O 1.2
% and Fe2O3 6.6 %)

d Temperature range obtained as a function of the distance between nozzle and target
e Maximum firing temperature

Table 7.5: Notes for Tab. 7.4

correspondent temperature value. The liquidus temperature can be compared with the

temperature value at which the deposition test is carried out. The deposition tests are

reported by means of different markers based on the chemical composition reported in

Tab. 7.4. A higher content of silica dioxide corresponds to higher liquidus temperature,

and in turn, the deposition test is carried out when particles are not melted yet. Another

element of information that can be drawn, is related to the effects of each oxide on the

particle behavior. For example, for the majority of the considered tests reported in Tab.

7.4, the presence of iron dioxide does not influence the liquidus temperature that can be

assumed equal to 1673 K due to the higher presence of silica dioxide. In addition, it can

be highlighted that the ash composition of several tested coals occurs in mullite phase

field. Mullite is the predominant phase of coal ash which is formed due to kaolinite and

other clays decomposition during combustion Bandyopadhyay et al. (2014). With this

qualitative data representation (due to the approximation of this data post-process based

on only three oxides) it is clear how the correlation between particle composition and
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temperature could determine different phenomena during the impact process. The differ-

ent amount of oxide content in each test increase the complexity of the result comparison

process and thus, each test condition has to be considered as a fundamental information

coupled with the particle chemical composition. The final consideration is related to the

literature data. The material characterization is often reported but sometimes it is not

complete or, in the worst cases, completely absent. Material characterization is funda-

mental for calculating physical properties such as viscosity and surface tension which are

the most important parameter in the particle adhesion phenomenon. For this reason, in

this work, two characterizations related to the volcanic rock, are taken from literature. In

details, the composition of Twin Mountain basaltic rock Ciprian and Grigore (2013) and

St. Helens rock Taylor and Lichte (1980) are taken from literature.

Figure 7.8: Ternary diagrams with liquidus curves of the triplets: a9 Al2O3-SiO2-CaO
and b)SiO2-MgO-Fe2O3

With the reference of the data reported in Tab. 7.4, it is clear how each test is char-

acterized by several peculiarities, as well as different particle size and temperature. This

evidence introduces some critical aspect into the determination of a proper framework

under which a useful comparison can be carried out. According to the contamination

source, three families can be recognized such as silty, coal and volcanic particles even

if, only the volcanic ash particles, are created by instantaneous and, in many cases, ex-

plosive processes. For these reasons, in the literature, detailed analyses are reported in

relation to their dimension and material structure. Volcanic ashes are characterized by

different fractions of crystals and amorphous solids (juvenile fragments) created during

explosive volcanism phenomena. Specific volcanic events (phreatomagmatic eruptions,
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pyroclastic density currents, and explosive eruptions) determine variations in terms of

crystals/volcanic glasses fractions and changes in chemical compositions. The intrinsic

structural nature of the ash, comprised of fine fragments of magmatic glasses, magmatic

crystals, and other lithic materials, influences the temperature-dependent material char-

acteristics causing, for example, significant modification in sintering and/or melting con-

ditions of ash particles. This wide variability in chemical and physical ash characteristics

makes it difficult to evaluate the behavior of volcanic ash and the proper characteriza-

tion of the material structure is often tedious due to the structurally complex nature

of ash components. Regarding the coal-like particles, a description of the generation of

ash particles is reported in Lee et al. (2002). Large particles are formed by the mecha-

nism of coalescence, while fine particles are the result of vaporization and the subsequent

condensation of volatile inorganic elements. This implies that a certain degree of inho-

mogeneity in terms of size and composition can be found after the combustor, but, no

detailed analysis are available in this sense, especially related to the combustion process in

a gas turbine. A lack of contaminant characterization in terms of temperature-dependent

material characteristics implies hypotheses and unavoidable inaccuracies that should be

the main reason for pushing new strategies and tests procedures forward. For example, in

volcanic ash analysis, the relation between ash composition and melting temperature (and

in turn, ash viscosity) is very difficult to predict in detail Taltavull et al. (2015). Other

contributions (Song et al. 2014; Kueppers et al. 2014; Song et al. 2017) show the influ-

ence of the heating rate on the evolution of the wettability and spreading of volcanic ash.

More specifically, the wetting efficiency of volcanic ash is dependent on particle size and

particle temperature together with mineral/glass ratio Giehl et al. (2017). As reported

by Taltavull et al. (2015), these factors are related to the adhesion rate for normal surface

incidence. Regarding the dimension, as mentioned before, non-precise data are reported

but, some general consideration can be drawn. It is clear that the adhesion rate is more

influenced by a larger particle because its weight is comparable to that of several smaller

particles (e.g. one 50 µm particle weighs the same as a thousand 5 µm particles). Particle

size also affects the rate at which the particle temperature achieves the substrate tempera-

ture: fragments with smaller diameters are capable of reaching more quickly the substrate

temperature compared to larger particles and this is at the base of the theoretical effect of

heat transfer to different particle sizes Giehl et al. (2017); Clarkson et al. (2016). In this

context, the mineral/glass content of the ash can play a key role in the deposition rate.

When glass transition temperature is reached, most of the amorphous (glassy) particles

are expected to rapidly become very soft promoting the particle adhesion phenomenon.

Finally, the mechanical properties are related also to the particle diameter. As reported

in Portnikov and Kalman (2014), the particle Young modulus may increase when particles

are smaller. In particular, in Portnikov and Kalman (2014), an exponential dependence

of the particle Young modulus on the grain size is reported due to the fact that, when

the particle is small, the material structure is less affected by inhomogeneity and defects.

All of these effects affect the experimental results carried out over the years and, in turn,

influence the present data post-process. By contrast, given the number of tests which
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involve several materials, particle sizes and test conditions, can be concluded that the

present data post-process can be considered robust against these effects within a certain

tolerance band, allowing the comprehension of the particle deposition phenomenon based

on per order of magnitude considerations

7.4 Particle sticking models and viscosity method:

mutual interaction and critical analysis

The previous analysis has shown that the deposition tests listed in Tab. 7.4 are

carried out with temperature values lower than liquidus temperature and, thus, they are

characterized by semi-molten particles which impact on a solid surface. For this reason,

the measurement of the particles viscosity is not straightforward and, it implies several

difficulties. Figure 7.9 shows the iso-viscosity contour plot based on the ternary plots of

the triplet Al2O3-SiO2-CaO and gives the possibility to compare the collected data with

the viscosity values measured at 1773 K Atlas (1995). The regions not covered by the

iso-viscosity lines are due to the lack of literature data and, in some instances the presence

of solid matter (higher content of silica dioxide). Despite the fact that this qualitative

representation is not useful for carrying out the analysis of the deposition process (the

temperature value is constant and higher than the experimental particle temperature), it

gives the opportunity to highlight how the particle chemical composition influences the

particle impact behavior. By a slight modification of mass fraction oxide content, the

particle viscosity changes by an order of magnitude for the same temperature value.

Based on the chemical composition of the material, in this section, the particle viscosity

is calculated as a function of the temperature. Using the listed models (NPL, S2, WF,

S&T, RRLG, SDS and GRD) it is possible to calculate the viscosity values as a function of

the material composition and temperature. This allows the comparison between different

tests (carried out with different materials and temperature) in terms of viscosity. The

viscosity values are calculated for all materials reported in Tab. 7.4 following the models

reported. As mentioned, based upon the viscosity model analysis the NPL model works

with all the considered materials due to the absence of specific applicability limits (in

terms of chemical composition) allowing for the comparison among the deposition tests

without restrictions. Due to this, for the cross-comparison between the viscosity model

reported in the following paragraph, the NPL model represents a sort of reference giving

the chance to compare several models (applied according to their applicability limits) with

respect to the same reference values. For each analysis, all the viscosity models which are

suitable (in terms of particle composition) for the analysis are used, in order to improve

the completeness of the present data post-process. Figure 7.10 reports the variation of

the particle viscosity as a function of the temperature, according to the NPL model.

For a given temperature, the viscosity variation is almost six (6) orders of magnitude
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Figure 7.9: Iso-viscosity [Pa s] contour of CaO-Al2O3-SiO2 at 1773 K

for lower temperatures and three (3) orders of magnitude for higher temperatures while

the majority of the data is localized in the range of (1 – 104) Pa s. Figure 7.11 reports

the viscosity prediction according to the different models (S2, WF, S&T, RRLG, SDS

and GRD). Each model is applied within its validity limits and, in order to highlight

the differences, the viscosity prediction obtained with the NPL model are reported in

red. Therefore, the shape and grey-scale color (empty with black bound, solid black

and grey) represent the model predictions according to the chart label, while the red-

scale (empty with red bound, solid red and pale red) represent the NPL predictions.

Considering all predictions, the viscosity values vary in a sixteen-orders-of-magnitude-

wide range. The trends are very similar to each other, even if the predictions provided by

the WF model show a different trend. Based on viscosity calculation and by applying the

critical viscosity method, it is possible to define the capability of each particle to adhere

comparing the instantaneous particle viscosity and the critical viscosity value. The critical

viscosity values could be calculated using one of the viscosity model reported where the

particle temperature corresponds to the softening temperature Tsoft. According to Eqs.

(7.17) to (7.21), the particle softening temperature is calculated according to the materials

compositions. Even if in some instances the particle softening temperature is reported, in

order to compare all tests under the same conditions, the particle softening temperature

is calculated for all tests. Table 7.6 shows the softening temperature for all materials

listed in Tab 7.4. Therefore, starting from the particle characteristics such as particle

viscosity, reported in Fig. 7.10 and Fig. 7.11, it is now possible to compare the viscosity

ratio (µ/µc) trends at the critical condition related to the sticking model. This means

197



that starting from a particle characteristic, the information changes, moving toward the

particle sticking phenomenon.

Figure 7.10: Viscosity values as a function of the temperature calculated according to the
NPL model

Figure 7.11: Viscosity values as a function of the temperature: a) S2, b) WF, c) S&T, d)
RRLG e) SDS and f) GRD

The viscosity ratio (µ/µc) trends according to the temperature values are reported in

Fig. 7.12 where the particle viscosity and the critical ratio are calculated according to

the NPL model. According to the critical viscosity method, two regions for each material

can be defined according to the viscosity ratio (µ/µc) identifying the sticky and rebound

conditions. As can be seen in Figure 13, experimental tests are mainly conducted in the

sticky regions excluding a few cases in which the results of test conditions lie inside the

rebound region due to the lower particle temperature of deposition tests.

198



Figure 7.12: Critical viscosity method (rebound and sticking regions are divided by the
dashed line) calculated according to the NPL model

With the same criterion, Fig. 7.13 reports the viscosity ratio (µ/µc) trends according to

the temperature values obtained with the other viscosity methods . Each model is applied

within its validity limits. State the analysis of Figure 7.12 and Fig.7.13 , it is clearly

visible the immense variability in the viscosity obtained for the same substance from

different models and also that, using such widely different values will result in contrasting

predictions if different sticking models are applied.

Figure 7.13: Critical viscosity method (rebound and sticking regions are divided by the
dashed linea) S2, b) WF, c) S&T, d) RRLG e) SDS and f) GRD

In details, the following analysis reports a distinction between the tests according to

the viscosity method. At the same time, the softening temperature is calculated with the

same aforementioned model proposed by Yin et al. (1998). The first analysis, reported
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Table 7.6: Values of particle softening temperature obtained according to Equations (7.17)
to (7.21) compared with literature (if available)

Material Tsoft [K]
(calcu-
lated)

Tsoft [K]
(literature)

Material Tsoft [K]
(calcu-
lated)

Tsoft [K]
(literature)

Material Tsoft [K] (calculated) Tsoft [K]
(literature)

EYJA 1445 - JBPS A 1329 - Twin Mountain 1176 -
Basalt 1170 - Laki 2, 3, 4, 5 1132 873 - 973 Arkwright, 2, 3 1337 1589
Andesite 1257 - JBPS B, 2, 3 1197 1422* Blue Gem, 2 1191 1581
Dacite 1284 - JBPP 1172 1500 Ash-fuel 1 1169 -
Rhyolite 1387 - Lignite 1032 - Ash-fuel 2 1162 -
ARD, 2, 3, 4 1337 - Bituminous 1030 - Ash-fuel 3 1118 -
EYJA 2 1305 1123 –

1323
PRB 909 - Kentucky 1162 -

Chaiten VA 1446 1123 –
1323

Coal (bitum.), 2, 3, 4, 5 1278 1278** Spring Montana 1068 -

ARD 5 1465 - Bituminous mean14 1030 - North Dakota 1021 -
ARD 6 1471 - Petcoke, 2 1162 - AMAX 1084 -
Laki 1258 923 BYU SEM 1071 - Otisca coal 1179 -
Hekla 1394 1023 Straw 1213 - Coal, 2 1320 -
Eldgja 1341 973 Sawdust 842 - Pittsburgh, 2, 3 1337 1589
Askja 1161 973 St Helens, 2 1323 -

in Fig. 7.14 and Fig. 7.15, shows silty and coal particle tests respectively. The marker

shape indicates the test while the color indicates the viscosity method. In this case,

silty particle tests mainly belong to the rebound region, while coal particle tests are

located in the sticky region even if, some of these tests are conducted with the same

temperature as silty tests. This difference is due to the different relationship between

particle viscosity and temperature generated by the different chemical compositions. As

reported by Kueppers et al. (2014), differences in chemical composition must be taken

into account and the similarities between different particle impact tests have to be drawn

considering these differences. Therefore, the use of ARD particles instead of coal particles

for carrying out experimental tests in laboratory test facilities could generate several

mismatches with respect to the actual applications. Figure 7.14 and Figure 7.15 show,

in addition, the different viscosity ratio predictions provided by the viscosity methods.

The variations between the NPL model and the GRD and S&T models increase towards

lower temperature. In addition, the NPL predictions appear more close to the critical

value (µ/µc=1) than other models. Considering the comparison reported in Fig. 7.16, it

can be noted that predictions are not aligned with the straight dashed line (provided as a

reference for the reader), but the trends change according to the tests and according to the

viscosity ratio µ/µc. For high values of viscosity ratio, NPL and GRD model predictions

(see Fig. 7.16a) are very different (several orders of magnitude), while, across the critical

point (see Fig. 7.16a and b), the predictions appear similar even if characterized by

different slopes. A detailed description of the relations between the viscosity method,

sticking model and particle characteristics will report in the following sections.

Given that there have been a considerable number of tests of volcanic ash deposition, a

dedicated analysis is carried out. The viscosity method proposed by Giordano et al. (2008)

is expressly based on several volcanic ash samples (see section 7.11 for completeness) and,

in this section, it will be compared with the more general method proposed by Mills and

Sridhar (1999). According to the chemical classification proposed in BAS et al. (1986),

Fig. 7.17 reports the Total Alkali-Silica (TAS) diagram with the superimposition of the
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Figure 7.14: Critical viscosity method for silty particles (four tests with ARD) calculated
according to the NPL and GRD models

fourteen (14) volcanic ashes considered in this review. Tests can be classified according

to six (6) different categories called basalt, basaltic-andesite, dacite, rhyolite, basaltic

trachy-andesite, and trachydacite. These subalkaline series are characterized by a lower

amount of alkali and a progressive increase in silica dioxide content and are included in

the GRD model limits.

Figure 19 reports the viscosity ratio as a function of the temperature for volcanic ashes

using the GRD and NPL models. Thirteen (13) tests out of seventeen (18) are shown.

Laki 2, 3, 4 and 5 and Twin Mountain tests are characterized by a particle composition

out of the validity range indicated by Giordano et al. (2008). In a different way of coal

particles, about half of these tests belong to the sticky region. As mentioned above, by

using different viscosity prediction models, the viscosity ratio can vary noticeably, but the

mutual variation between NPL and GRD methods appears very similar to those reported

for silty and coal particles (see Fig. 7.14 and Fig. 7.15). This means that even if the GRD

model is based only on volcanic ash materials (by means of a data regression, as reported

in section 7.11), it performs similar prediction, in comparison with the NPL model, even

for the material derived from different sources (silty and coal particles). Figure 7.19 shows

the comparison between the critical viscosity ratio calculated according to the NPL and

the GRD viscosity models. Sticking and rebound regions are superimposed onto the graph

dividing the two regions as a function of the viscosity model. The comparison highlights

how the choice of the viscosity model affects the particle adhesion prediction. It can

be noted that predictions are not aligned with the straight dashed line (provided as a

reference for the reader), but the trends change according to the tests and according to
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Figure 7.15: Critical viscosity method for coal particles (three tests with JPBS B, JBPP,
five tests with Coal (bituminous), three tests with Arkwright and three tests with Pitts-
burg particles) calculated according to the NPL and S&T models

the viscosity ratio. This evidence has to be matched with the trends reported in Fig. 7.18:

by changing the test temperature by 50 K, the particle viscosity may change by an order of

magnitude and, by considering the different relation between viscosity and temperature,

this could imply different predictions in terms of a particle sticking or rebound. This

analysis shows how important the correct estimation of particle temperature is, as well

as the choice of the viscosity and sticking models in the prediction of particle adhesion.

7.5 Particle velocity: application of the critical ve-

locity method

In line with the viscosity analysis, it is possible to apply the critical velocity method

defining the rebound/adhesion regions. This analysis is carried out using Eq. (7.14) for

the calculation of the Young modulus and using Eq. (7.13) as a reference. This relation

is used in literature for both ash contaminants Ai (2009) and JBPS B 2 particles Barker

et al. (2013). The Young modulus of the surface is set equal to 200 GPa, while the Poisson

coefficient is equal to 0.3 for both particle and surface. The Young modulus for the particle

is calculated according to Eq. (7.12) that is suitable for coal-ash contamination. Figure

7.20 shows the comparison between a representative test (JBPS B 2) condition at v = 79

m/s and the consequent critical velocity. The dashed line in the picture is representative

of the particle velocity used in the tests and the critical velocity is reported as a function
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Figure 7.16: Comparison of the critical viscosity ratio (µ/µc): a) NPL and GRD models
for silty particles and b) NPL and S&T models for coal particles. The straight dashed
line allows the data comparison

of temperature and diameter. In this case, the overall range of particle diameter (2 – 20)

µm, instead of the mass mean average diameter equal to 11.6 µm has been considered.

In the same way, a temperature values in the range of 1273 K 1373 K instead of single

temperature value equal to 1366 K have been considered for the analysis. This assumption

is based on the experimental evaluations reported in Casaday et al. (2014). The Authors

in Casaday et al. (2014) reported the temperature map across the vane, showing a non-

uniform temperature pattern. If the particle velocity is lower than the critical velocity

value, the particle is able to stick to a surface. Taking into consideration the critical

velocity trends, for a given particle diameter, the particle velocity ranges for which the

particle is able to stick increases according to temperature values. This trend is related

to Young modulus variation with temperature (see Eq. (7.12)). Analogous results can be

obtained by fixing particle temperature and decreasing particle diameter. In this case, the

critical velocity value is inversely proportional to the particle diameter (see Eq. (7.13)).

As can be predicted by the critical velocity model, particle adhesion occurs in the case

of smaller diameter and higher temperature values. In this case, according to the critical

velocity model, several experimental conditions lie outside the adhesion region. In this

case, the actual non-uniform temperature pattern, instead of the single value taken as

the reference for this test, shows how for a single adhesion test, different predictions may

occur as a function of the local flow conditions. Critical velocity model takes into account

particle diameter while the classic formulation of the critical viscosity model accounts

only for the particle temperature and its composition. In literature, several analyses show

that increasing particle diameter the average sticking coefficient decreases, probably due
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Figure 7.17: Classification of volcanic tests according to the TAS diagram

to a not-complete particle heating during the experimental tests Naraparaju et al. (2018).

Analytical observations have highlighted the influence of the surface temperature Johnson

et al. (1971). In particular, in presence of blade cooling, the sticking coefficient decreases

due to the increment of the Young modulus (molten particle starts to solidify).

7.6 Energy-based model: particle spread factor and

overall comparison

The last analysis related to particle adhesion/rebound using literature sticking model

refers to the energy-based model. This model is based on the estimation of particle defor-

mation during the impact and its correspondent energy balance between the dissipative

and conservative forces. The peculiarity of this approach is related to the estimation of

particle deformation as a consequence of the impact. Beyond the target characteristics

(such as elasticity, hardness, surface roughness, etc.), one of the major challenges is repre-

sented by the identification of the particle condition (such as solid particle, liquid particle

or semi-molten particle) upon impact. As reported in the literature Ravi et al. (2010) the

deformation process is strongly dependent to the particle/droplet viscosity and surface

tension.

Figure 7.21 reports the variation of the particle surface tension as a function of the

temperature according to the material reported in Tab. 7.4. Therefore, each trend in-

cludes the particle surface tension variation due to the composition and temperature,

while, each dot provides the particle surface tension value fixing both temperature and

composition when that material is tested at a fixed temperature. The particle surface
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Figure 7.18: Critical viscosity method for volcanic ash particles calculated according to
the NPL and GRD models

tension values are estimated in agreement with Eq. (7.22) and the model coefficient col-

lected in Tab. 7.2. In the same fashion as seen for viscosity, particle surface tension values

decrease according to the temperature even if, the variation over the temperature range

is lower. The majority of data are comprised within 0.35 N/m to 0.45 N/m.

Particle spread factor analysis

Several researches are devoted to model the particle/droplet deformation process by

means of the non-linear relationship between non-dimensional numbers such as We and Re

and the contact angle realized on the target. As demonstrated by Kleinhans et al. (2016)

relationship derived from droplet impact Mao et al. (1997) could be used for representing

semi-molten particle impact, successfully. In particular, in Kleinhans et al. (2016), the

sticking behavior of soda lime glass particles are well represented using the non-linear

equation reported in Mao et al. (1997) obtained for water mixture with a viscosity value

in the range (1–100) mPa s. Starting from this result, in this section, a collection of

the relationships able to model the particle deformation process are reported. In order

to give an overall overview how these models tackle the problem of semi-molten particle

impact, six (6) relationships are used to calculate the particle spread factor for three (3)

representative tests taken from Tab. 7.4, named ARD 2 (sandy particle), Eldgja (volcanic

particle) and Coal (bituminous) 4 (coal particle) are considered. Spread correlations

available in the literature refer to the different type of fluid/semi-molten substances and,

as reported in Ravi et al. (2010) are characterized by some limitations. Most of these
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Figure 7.19: Comparison of the critical viscosity ratio calculated according to the NPL
and GRD viscosity models where straight dashed line allows the data comparison

are related to the difficulties of scaling the complex interactions of liquid properties,

surface wettability, dynamic contact angle and liquid velocity implying several difficulties

to extend the validity beyond the fluid tested. Unfortunately, all the models available in

the literature are based on studies of droplet impact having viscosity values lower than

that involved in the present study (see Fig. 7.4 and Fig. 7.13). For example, very low

viscosity fluid (3.9e-5 Pa s) was used by Jones (1971) taken inspiration from the Madejski

(1976) model characterized by higher viscosity value (about 1 Pa s). Other models as

Pasandideh-Fard et al. (1996) and Ukiwe and Kwok (2005) are based on experimental

results obtained with droplet water. Similar fluid viscosity (n-heptane) is adopted also

by Chandra and Avedisian (1991) while, fluids with higher viscosity values, are used by

Mao et al. (1997) (fluid viscosity equal to 100 mPa s) and Scheller and Bousfield (1995)

(fluid viscosity equal to 300 mPa s). Table 7.7 shows the non-linear equations used for

calculating particle spread factor for the three (3) considered experimental tests. As

reported, each equation depends on non-dimensional numbers (particle Reynolds and/or

Weber numbers) and, in some cases, on the contact angle θ assumed equal to π/2 in the

present study.

According to the relations reported in Tab. 7.7, Figure 7.22 and Figure 7.23 show the

spread factor trend as a function of particle diameter and particle viscosity, respectively.

In order to simplify the analysis, particle viscosity is calculated according to the NPL

model, only. Each figure reports the results obtained for the three considered tests (ARD
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Table 7.7: Non-linear equations for particle/droplet spread factor calculation

Author Equation Characteristics
of liquid

Jones (1971)

ξ =

(︃
4

3
Re0.25

)︃0.5

(7.25)

Viscosity
equal to
3.9e-5 Pa s

Pasandideh-Fard
et al. (1996)

ξ =

(︃
We+ 12

3(1− cosθ) + 4WeRe−0.5

)︃
0.5 (7.26)

Water

Ukiwe and Kwok
(2005)

(We+12)ξ = 8+3(1−cosθ)+4WeRe−0.5ξ3 (7.27)

Water

Chandra and Ave-
disian (1991)

3We

2Re
ξ4 + (1− cosθ)ξ2 −

(︃
1

3
We+ 4

)︃
= 0 (7.28)

N-heptane

Mao et al. (1997)

(︃
1− cosθ

4
+ 0.2

We0.83

Re0.33

)︃
ξ3−

(︃
We

12
+ 1

)︃
ξ+

2

3
= 0

(7.29) Viscosity up
to 100 mPa s

Scheller and Bous-
field (1995)

ξ = 0.91(ReWe0.5)0.133 (7.30)
Viscosity up
to 300 mPa s
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Figure 7.20: Application of the critical velocity method for JBPS B 2. Sticky conditions
refer to the case when particle velocity vp is lower than the critical velocity value

2, Eldgja and Coal (bituminous) 4). Taken into consideration Fig. 7.22, trends appear

very similar for particle diameter higher than 20 µm, even if, the spread factor values

are widespread. In the case of smaller diameter, the trend provided by Jones (1971)

deviates significantly with respect to the other. Therefore, in the case of small particle

diameter, data dispersion is greater and the prediction of particle spread factor become

more affected by the selection of the spread factor model.

Similar evidence can be found by considering the sensitivity analysis reported in 7.23.

In this case, spread factor values are shown as a function of the particle viscosity values,

and, it is visible that for lower particle viscosity, the model predictions of particle spread

factor values are very close to each other (see Fig. 7.23c, for example). Moving towards

higher viscosity values, the data appear very dispersed highlighting the variation of the

slope among the models (see Fig. 7.23a). The trends ξ/µ appear very different from each

other and it is in the opposite way than that reported in Fig. 7.22, where, the ξ/d trends

show very similar slopes. This result derives from the relationship between particle spread

factor and the non-dimensional numbers Re and We (see Tab. 7.7). Particle viscosity

contributes only to the particle Reynolds number while particle diameter contributes in

both characteristic numbers (Re and We). This implies that, from a particle deformation

estimation point of view, the variation of particle viscosity in more detrimental than par-

ticle diameter. Taking into consideration the analyses reported in Fig. 7.22and Fig. 7.23,

trends can be identified and correlated with the droplet characteristics used for obtaining

model equations (Eqs 27 – 32), reported in Tab. 7.7). Models based on liquid droplet

characterized by lower viscosity ( Jones (1971); Pasandideh-Fard et al. (1996); Ukiwe and

Kwok (2005)) predict lower particle spread factor values than the other models, which are

obtained with higher droplet viscosity. The energy-based models are built on the defini-
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Figure 7.21: Particle surface tension as a function of particle temperature

tion of a particle spread factor threshold value (ξ=0.4 for the present work, see Fig. 7.3

for the full explanation), and with the reference of particle sticking phenomenon, different

spread factor models give a different prediction of particle deformation for the same par-

ticle in the same impact conditions. According to the energy-based model, for a particle

spread factor ξ equal or less than 0.4, particle sticks to the surface, otherwise it bounces.

On the basis of these analyses, the model prediction of particle spread factor plays a key

role when particle sticking prediction is based on the estimation of the energy dissipation

provided by the particle deformation during the impact. Therefore, with this approach,

particle sticking prediction is affected by (i) the model assumptions related to the spread

factor equation and, taking into consideration also the estimation of particle viscosity and

surface tension, (ii) the models used for estimating the particle characteristics upon the

impact. In the following sections, the model of Mao et al. (1997) is taken as a reference
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Figure 7.22: Particle diameter sensitivity analysis: a) ARD 2, b) Eldgja, and c) Coal
(bituminous) 4

for analyzing the literature results, comparing the spread factor values with a threshold

value (ξ=0.4). As reported by Kleinhans et al. (2016),Mao et al. (1997) model is able

to well-recognized particle sticking in the case of high viscous substance (e.g. soda lime

glass particle).

Starting from the particle Reynolds number and particle Weber number and using

Eq. (7.29) it is possible to calculate the correspondent spread factor for each deposition

test. To perform this, the particle surface tension has to be calculated according to the

Eq. (7.21) with the reference of Tab. 7.3. Based on the derived particle surface tension

values, Figure 7.24 reports a three-dimensional variation of the spread factor as a function

of We and Re for a representative fixed value of contact angle Mao et al. (1997) equal to

90◦. In Fig. 7.24, red and black dots represent all the data reported in Tab. 7.4. The

threshold value of the spread factor (ξ = 0.4) is marked with a white line that divided
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Figure 7.23: Particle viscosity sensitivity analysis: a) ARD 2, b) Eldgja, and c) Coal
(bituminous) 4

the grey region from the pale-grey region. The grey region represents the sticking region

(ξ ≥ 0.4) in which the red dots represent the energy-based model prediction in agreement

with the literature deposition tests, while the pale-grey region represents the rebound

region (ξ < 0.4) in which the black dots represents the energy-based model prediction

in disagreement with the literature deposition tests. Therefore, some deposition tests

belong to the rebound region instead of the sticky region. In this case, particle diameter,

velocity, and temperature are the main contributors in the to spread factor values. The

three-dimensional surface We-Re-ξ shows, in correspondence of lower values of particle

Weber number, a curvature variation due to the roots of the cubic relation reported in

Eq. (7.29).
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Figure 7.24: Application of the energy-based model. Sticky conditions refer to the case
when particle spread factor ξ is higher than 0.4. Particle viscosity is calculated according
to the NPL model

7.7 Comparison between critical viscosity and energy-

based sticking models

The comparison proposed in Fig. 7.25 is related to the critical viscosity method and

the energy-based model calculated according to the NPL viscosity model. Trends are

related to a fixed particle diameter and particle temperature variation (if present) that

implies the contemporary variation of particle viscosity and spread factor values. The

trend lines report the variation of particle spread as a function of the viscosity for a fixed

particle diameter. In some cases, experimental tests are conducted with a certain particle

diameter dispersion with a constant temperature value. In this case, no trend-lines are

depicted because no-relation between particle spread and particle viscosity depend on the

diameter. The data summarized in Fig. 7.25 are subdivided according to two lines: the

vertical line divides rebound/adhesion regions according to critical viscosity method while

the horizontal line divides rebound/adhesion regions according to energy-based model.

From the comparison, it is clear the difference in the particle sticking prediction related

to these models. From the present subdivision, two regions could be clearly detected

according to the two models. The adhesion region is recognized using the simultaneous

conditions of µ/µc < 1 and ξ ≥0.4 for which both methods predict adhesion as a result of

the particle impact. The other region, characterized by µ/µc > 1 and ξ <0.4, is the region

of particle rebound. For the other two combinations (µ/µc > 1; ξ ≥ 0.4 and µ/µc < 1;

ξ <0.4) the two models are in disagreement, showing opposite predictions. It can be

remarked that all data collected in Tab. 7.4 refer to experimental tests showing particle
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adhesion. The overall analysis of the (µ/µc ;ξ) trends is reported in Fig. 7.26 where

the viscosity ratio and the spread factor values are calculated according to the other six

viscosity models considered. As highlighted, different viscosity models predict different

results (see for example the test called Arkwright and Arkwright 3 with the reference of

Tab. 7.4) that could differ from sticking to rebound results (see the predictions of S2 and

WF). Therefore, the analyses reported in Fig. 7.25 and Fig. 7.26 show the effects of the

viscosity model on the particle sticking probability as a function of particle composition.

In the next sections, a detailed analysis of their mutual interaction is proposed according

to material composition.

Figure 7.25: Model comparison critical viscosity/energy-based (data obtained using NPL
model).The vertical line divides rebound/adhesion regions according to critical viscosity
method while the horizontal line divides rebound/adhesion regions according to energy-
based model (for an easier visualization of the chart, ARD 5 tests (characterized by µ/µc=
4.1e16 and ξ = 0.010 – 0.004) are not shown)
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Figure 7.26: Model comparison critical viscosity/energy-based: a) S2, b) WF, c) S&T, d)
RRLG, e) SDS and f) GRD. The vertical line divides rebound/adhesion regions according
to the critical viscosity method while the horizontal line divides rebound/adhesion regions
according to energy-based model

Arizona Road Dust tests

The first analysis is devoted to the ARD tests. This material is largely used in the ex-

perimental tests due to its ready availability and standardization (e.g. ISO 12103-1:2016

2016). This material is characterized by a high value of silica dioxide comprises in the

range of (72.8 – 85.0) wt% and for this reason, in the present analysis, only the NPL vis-

cosity model is applied to the six (6) experimental tests (see Tab. 7.4). Based on literature

characterization, the same material (ARD) is characterized by three different composi-

tions (see ARD, 2, 3, 4 with respect to ARD 5 and ARD 6 tests). In addition, due to the

preparation processes (e.g. filtration), different particle diameter ranges characterize the

literature value. Figure 7.27 shows the (µ/µc ;ξ) trends superimposed on the thresholds

sticking condition (µ/µc=1 and ξ=0.4). As reported above, several tests belong to the

rebound region for which both sticking models fail the prediction. In particular, even if

the ARD and ARD 6 tests are conducted with the same particle temperature 1373 K and

1363 K respectively, the viscosity ratio is one order of magnitude different. The ARD 6

particles are characterized by a higher silica dioxide content that reflects in higher soften-

ing temperature (see Tab. 7.6). This mismatch between the actual experimental results

and the model prediction can be explained with two reasons: (i) the sticking models are

not able to represent all of the ARD deposition tests and/or (ii) for a specific test, the

deposits are generated by a certain combination of particle diameter, temperature, and

velocity. Therefore, even if the particle impact tests give particle adhesion, this results

could be generated by a small portion of powder (in term of diameter) or by specific flow

conditions (in term of temperature).
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Figure 7.27: Model comparison critical viscosity/energy-based (data obtained using NPL
model) for Arizona Road Dust tests

7.7.1 Volcanic ash tests

In this section, several specific analyses are realized considering volcanic ash tests.

Volcanic ashes are characterized by a lower content of silica dioxide than ARD, allowing

the application of three viscosity models (NPL, S&T, and GRD) matching the ash com-

position and the applicability limits. Figure 7.28 shows the (µ/µc ;ξ) trends superimposed

on the thresholds sticking conditions (µ/µc=1 and ξ=0.4). Taking into consideration the

critical viscosity method, the three viscosity models provide different predictions. Three

tests (Eldja, EYJA 2 and Laki) belong to rebound region for which the critical viscosity

method fails the prediction. Referring to the energy-based sticking method, it can be

appreciated that NPL viscosity model gives higher spread factor values for the same test

conditions and it seems the best viscosity model for predicting particle sticking with the

energy-based method. By contrast, GRD model predicts the lowest values of particle

spread-factor and for this reason appear not suitable for the energy-based model. Figure

7.29 reports a detailed analysis of Basalt and Andesite tests according to NPL, S&T,

SDS, and GRD viscosity models. With the same criterion adopted earlier, the marker

shape indicates the test while the color indicates the viscosity method. According to the

volcanic ash classification, basalt and andesite are characterized by a different content of

silica dioxide. With this comparison, clearly visible is the effects of the viscosity model on

the sticking/rebound prediction. The NPL method gives higher values of particle spread

factor, but at the same time, provides a viscosity ratio (µ/µc) prediction closer to the

threshold µ/µc =1. The SDS model provides the lowest values of particle spread factor

determining conflicting predictions in the case of energy-based sticking model. A spe-

cific analysis of the influence of viscosity methods and their effects on particle sticking

prediction will be reported in the next section.
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Figure 7.28: Model comparison critical viscosity/energy-based for volcanic ash tests: a)
NPL, b) S&T and c) GRD

Figure 7.29: Model comparison critical viscosity/energy-based for Basalt and Andesite
volcanic ash tests with NPL, S&T , SDS and GRD viscosity models

Influences of particle composition

Thanks to the availability of the particle chemical characterization (see Tab. 7.4) it is

possible to analyze the different behavior of viscosity models and chemical composition

on the sticking methods. In Fig. 7.30, 7.31 and 7.32 the application of different viscosity

models to different tests are reported. The marker shape indicates the test while the

color indicates the viscosity model. These comparisons are dedicated to discovering the

relationship between model predictions and the influence of single constitutive element.

The analysis reported in Fig. 7.30 considers Coal (bituminous) and North Dakota tests.

These materials are characterized by the different content of silica dioxide and calcium

oxide: Coal (bituminous) particles have about 50 %wt of SiO2 and 9.5 %wt of CaO

while North Dakota particles have about 20 %wt of SiO2 and 23 %wt of CaO. As can

be seen from the graph, similar effects on the viscosity ratio and spread factor values

are generated by the viscosity models. The NPL formulation determines a viscosity ratio

(µ/µc) prediction closer to the threshold µ/µc =1 for the same test condition. This effect is
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more visible in the case of North Dakota test characterized by a lower amount of SiO2 and

a higher amount of CaO. Given that the present analysis, for a particle material similar

to North Dakota, SDS model appears more suitable for calculating particle adhesion

according to the critical viscosity method. Opposite results can be obtained with the

reference of the energy-based method. North Dakota tests appear closer to the threshold

value (ξ = 0.4) if the particle viscosity is calculated with the SDS model.

Figure 7.30: Model comparison critical viscosity/energy-based for Coal (bituminous), 2, 3,
4, 5 and North Dakota tests (NPL and SDS viscosity models) characterized by a different
content of silica dioxide and calcium oxide

The analysis reported in Fig. 7.31 considers JBPS B, 2, 3 and Straw tests. These

materials are characterized by the different content of potassium oxide: JBPS B particles

have about 1.6 %wt of K2O while Straw particles have about 23.4 %wt of K2O. Both

materials have a similar content of silica dioxide in the range of 48 – 50 % wt Considering

the critical viscosity model, the NPL and RRLG predictions appear very similar for the

JBPS B particles (lower content of K2O) while, in the case of Straw particles (higher con-

tent of K2O) the two predictions appear not so close. Therefore, NPL and RRLG models

work in a similar way in the presence of lower content of potassium oxide. Regarding the

S&T model, the variations between its predictions and the other obtained with NPL and

RRLG methods appear not so influenced by the different chemical composition of JBPS

B, and Straw particles.

The analysis reported in Fig. 7.32 considers JBPS B, 2, 3 and Arkwright, 2, 3 tests.

These materials are characterized by the different content of aluminum oxide and sil-

ica dioxide: JBPS B particles have about 50 %wt of SiO2 and 12 %wt of Al2O3 while
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Figure 7.31: Model comparison critical viscosity/energy-based for JBPS B, 2, 3 and Straw
tests (NPL, S&T, and RRLG viscosity models) characterized by a different content of
potassium oxide

Arkwright particles have about 48 %wt of SiO2 and 25 %wt of Al2O3. In this case, no

particular effects can be highlighted due to the presence of a different content of aluminum

oxide. The S&T model better performs the sticking predictions in the case of a critical

viscosity model. The behavior of the viscosity model on the particle sticking model will

be described in the next section.

Critical analysis of the viscosity models

Figure 7.33 reports four analyses dedicated to four different tests (Laki, Coal (bitumi-

nous), JBPS B, and St. Helens tests) for which the applicable viscosity models (according

to the proper applicability limits) are used to calculate the viscosity ratio and particle

spread factor. Also, in this case, the marker shape indicates the test while the color indi-

cates the viscosity method. Regarding the energy-based model, and thus the spread factor

and its threshold value (ξ= 0.4), NPL model predicts the highest values in all cases. The

other models (S&T, RRLG, SDS, and GRD) provide lower values of ξ with unavoidable

effects on the particle sticking prediction. For example, tests for which the NPL model

predicts particle sticking, RRLG predicts particle rebound (see for example Laki 3 and

JBPS B 3 tests) or again, by comparing the prediction provided by NPL and S&T models

in the case of tests with JBPS B particles. As mention in the previous sections, NPL

model determines closer viscosity ratio value to the threshold (µ/µc=1) in the sticking
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Figure 7.32: Model comparison critical viscosity/energy-based for JBPS B, 2, 3 and
Arkwright, 2, 3 tests (NPL and S&T viscosity models) characterized by a different content
of silica and aluminum dioxides

region but, as can be seen from Fig. 7.33a-b (Laki and Coal (bituminous) tests) the

effect affects also the rebound region. Considering the data distribution according to the

abscissa, the viscosity ratio values provided by the NPL model are the most squeezed to

µ/µc =1. This behavior is related to the formulation of the viscosity-temperature relation.

Taking into consideration the formulas reported for each model (see 7.8), the viscosity

values are based on specific and not univocal data extrapolation. Figure 7.34 reports a

sensitivity analysis of the relation viscosity-temperature provided by the seven (7) models

considered in the present analysis. In order to improve the readability of the graph, a log-

arithmic scale is used for the ordinate axis. Each trend refers to the relationship between

temperature and a normalized viscosity value (M) obtained considering the magnitude of

the model’s constants. As highlighted by the trends, each model is characterized by a

different slope and thus, different sensitivity to the temperature. NPL and S2 models are

less sensitive to a temperature variation while other models (e.g. WF and GRD) show a

strong dependence to the temperature value. By increasing the temperature value of two

(2) times, the normalized viscosity values increase by thirty (30) orders of magnitude.

This analysis shows the implication of particle temperature estimation or measurement

as well as the interaction between viscosity and sticking models in the prediction of particle

adhesion and/or rebound. Summarizing the outcomes of the analysis, Tab. 7.8 reports

the model equations and, in addition, the basis on that each model is based. These two

element of information, together with the sensitivity analysis reported in this work, could

be useful for the proper selection of the viscosity model. Beyond the NPL model, that is

based on the optical basicity, the other methods are based on specific material, that could

be used as a reference for the proper application of the model. For example, the RRLG
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Figure 7.33: Model comparison critical viscosity/energy-based: a) Laki 2, 3, 4, 5 with
NPL and RRLG models, b) Coal (bituminous), 2, 3, 4, 5 with NPL, S&T, and SDS
models, c) JPBS B, 2, 3 with NPL, S&T and RRLG models and d) St. Helens, 2 with
NPL and GRD models.

model is more suitable for slags instead of GRD, that is more appropriate for volcanic

ashes. Other considerations can be done taking into consideration the model equation.

The strong correlation between viscosity and temperature is different among the models,

as reported in Fig. 7.34, and, for this reason, models characterized by steeper viscosity-to-

temperature trends are more suitable for the cases in which the particle experience higher

temperature gradient (such as gas turbine nozzle equipped with cooling holes). Finally,

if the sticking model is based on the energy dissipation, the viscosity model prediction is

fundamental in order to estimate the proper energy dissipation. In this case, a viscosity

model that predicts lower viscosity values, for the same particle characteristics, is suitable

for predicting the particle adhesion with a wider confidence band. Besides the dedicated

experimental test that represents the greatest method used to discern the actual result,

it could be useful to find a new method, based on the present evidence, able to represent

the combined effects related to particle deformation and its material characteristics.

7.8 Dimensional analysis

Given the literature data related to different research fields, the analysis of non-

dimensional numbers characterizing the physic of the present phenomenon, may represent
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Table 7.8: Viscosity models: NPL from Mills and Sridhar (1999), S2 from Hoy et al.
(1964),WF from Watt and Fereday (1969), S&T from Sreedharan and Tafti (2011),RRLG
from Riboud et al. (1981), SDS from Streeter et al. (1984) and GRD from Giordano et al.
(2008)

Constitutive equations Basis

NPL lnµ = lnANPL +
BNPL

T
(7.31) Based on optical ba-

sicity values

S2 log µ = 4.468
(︂ ς

100

)︂2

+ 1.265
104

T
− 8.44

(7.32)

Data regression based
on sixty-two (62) sam-
ples of slags

WF
log µ =

mWF 107

(T − 423)2
+ cWF (7.33)

Data regression based
on one hundred and
thirteen (113) ashes
samples

S&T log
(︂µ

T

)︂
= AS&T +

103BS&T

T
(7.34)

Based on Non-
Bridging Oxygen
(NBO) values

RRLG log
(︂µ

T

)︂
= ARRLG +

103BRRLG

T
(7.35)

Checked against
twenty-two (22) in-
dustrial continuous
casting slag

SDS ln
(︂µ

T

)︂
= lnAU +

103BU

T
−∆ (7.36) Checked against sev-

enteen (17) coal slags

GRD
lnµ = lnAGRD +

BGRD

T − CGRD

(7.37)

Calibrated by means
of 1774 pairs of
temperature-viscosity
volcanic ashes silicate
melts
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Figure 7.34: Sensitivity analysis of viscosity models

Table 7.9: Pi Theorem: set of independent variables

# Independent variables Symbols {kg m s}
1 Particle density ρp {kg m−3}
2 Particle diameter dp {m}
3 Particle velocity up {m s−1}
4 Dynamic viscosity µ {kg m−1 s−1}
5 Surface tension γ {kg s−2}
6 Young modulus E {kg m−1 s−2}

a valid support for improving the comprehension of the particle impact behavior. Starting

from the particle characteristics involved in the three sticking models considered in the

present review, the Buckingham Pi Theorem Buckingham (1914) is applied. The relation-

ships between the particle sticking capability and several particle characteristics by means

of non-dimensional groups are reported in the first part of the present section. From the

results and the literature models reported above (critical viscosity, critical velocity, and

energy-based models), six (6) independent variables are identified. The set of indepen-

dent variables is reported in Table 8 where they are express in terms of its fundamental

dimensions.

As can be seen from Tab. 7.9 particle temperature is not included in the set of

independent variables. The effect of the temperature on the particle sticking phenomenon

is included in the viscosity and Young modulus variation. The first non-dimensional group

neglects the surface tension (capillary forces) contribution and considers the effect of the

particle temperature by particle Young modulus and particle viscosity

Π1 = ρpd
2
pµ

−2E1 = (ρpdpµ
−2)(dpE) (7.38)

where the dimensional group (dpE) characterizes the critical viscosity model while the

first term can be processed and expressed as a function of non-dimensional number Z (see
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Eq. (7.3))

Π1 = (dpE)
1

(γZ2)
(7.39)

demonstrating how the surface tension, and thus, the capillary force has to be included

in the particle sticking analysis. The second group is obtained by considering particle

viscosity the only structural characteristic that influences the particle sticking behavior

Π2 = ρ−2
p d−2

p u−3
p µ1γ1 = (ρ−1

p d−2
p u−1

p µ1)(ρ−1
p d−2

p u−2
p γ1) (7.40)

where the two non-dimensional groups correspond to the particle Reynolds number and

particle Weber number

Π2 =
1

(ReWe)
(7.41)

Therefore, excluding the particle Young Modulus, particle Reynolds number and particle

Weber number appear suitable for representing the particle sticking behavior. Thanks to

the data related to particle dimension, density, viscosity and surface tension it is possi-

ble to calculate the particle Reynolds number and the particle Weber number, defined

according to eqs. (7.1) and (7.2) supposing that the particle velocity is equal to the gas

velocity. Therefore, starting from the literature data reported in Tab. 7.4, the viscosity

and surface tension values reported in Fig. 7.10 and Fig. 7.21 respectively, Fig. 7.35

reports the logarithmic chart with the relationship of particle Reynolds number and par-

ticle Weber number. As mentioned, the calculation is performed using the viscosity values

obtained with the NPL model. The trends related to the mono-parametric variation of

particle diameter, velocity and temperature are traced. In several cases, the experimental

tests are carried out using a powder sample characterized by a specific size distribution.

For this reason, the data are aligned with the particle-diameter trend. The variation of

the temperature determines the variation of particles properties like viscosity and sur-

face tension. Comparing this amplitude with the particle viscosity variation proposed in

Fig. 7.10, the majority of experimental tests related to particle deposition on gas turbine

hot section, are located in a specific region in ten (10) orders of magnitude and four (4)

orders of magnitude wide according to Reynolds and Weber number respectively. The

test named ARD 5 is characterized by the lowest temperature (see Tab. 7.4) and for this

reason, the particle Reynolds number assumes the lowest values. For the sake of clarity,

this test is not reported in Fig. 7.35. Following the conceptual framework reported in

Fig. 7.1, non-dimensional numbers allow the generalization of the present data and the

comparison between the present results with those obtained in other fields of research.

Comparing the We-Re regions involved in the gas turbine particle adhesion with the We-

Re regions related to the analysis of printable fluids Srinivasachar et al. (1991), see Figure

7.35, some similarities can be noticed. The interactions between individual drops and

the substrate as well as between adjacent drops are important in defining the resolution

and accuracy of the printing process. The accuracy of the printing process is limited by

the issues related to the droplet spread and/or overlap processes of adjacent drops. In

particular, no-data related to gas turbine conditions belong to the region called Satellite
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droplets, in which the primary drop is accompanied by a large number of satellite droplets,

but almost all data belonging to the region called Too viscous. According to the litera-

ture findings Srinivasachar et al. (1991), the majority of the gas turbine fouling data have

shown little tendency to create satellite droplets and splashing. This means that, for these

experimental test conditions, particles are very viscous and their deformation during the

impact is too low to break themselves up. In this condition and considering the chemical

composition of a particle that characterizes the fouling phenomenon, the adhesion could

be promoted by low-melting substances which performed a sort of glue action at the im-

pact region Ahluwalia et al. (1986); Gupta et al. (2002); Nagarajan and Anderson (1988).

Given this , particle sticking models have to consider the different interaction between

particle and substrate according to the chemical composition of the particle, especially

when the impact conditions imply the modification of the surface interaction. Finally,

an interesting aspect is related to the limit of particle Weber number. As reported by

Srinivasachar et al. (1991), for the condition We < 4, the energy is insufficient to gener-

ate suitable droplet for the printing process. This means that the sticking process does

not take place and in fact, considering the We-Re plane reported in Fig. 7.35, only two

test conditions, related to the smallest particle diameter, of the tests named ARD 3 and

ARD 5 belong to this region. According to the literature review reported in Suman et al.

(2017), these tests are carried out for studying the sticking phenomenon in cooling holes,

and they are characterized by the lowest temperature values. In the light of these test

conditions, the sticking phenomena detected by the Authors for these tests, are probably

related to the influence of external parameter, as for example, flow structures.

Similarities with the printable fluids highlight the possibility to use non-dimensional

numbers to generalized particular experimental tests (i.e. gas turbine particle deposi-

tion) findings possible original explanations of such phenomena. In this analysis, specific

information obtained a priori about splashing phenomena, could be useful for settings

the best experimental test avoiding inaccuracy or misinterpretation of the results. The

overall analysis of the We-Re trends is reported in Fig. 7.36 where the particle Reynolds

numbers are calculated according to the six (6) viscosity models considered (S2 , WF,

S&T, RRLG, SDS and GRD). The regions related to the printable fluids Srinivasachar

et al. (1991) are also reported.

As mentioned, the We-Re relationship seems to be strongly correlated in the particle

deposition phenomena. This result is line with the literature, where it is reported how

the contemporary use of Weber number and Reynolds number allows the modeling of

both surface and viscous behaviors Xu et al. (1998). Starting from this consideration,

non-dimensional parameters allow the definition of the type of regime involved in particle

impact. It may happen that molten or quasi-molten particle impacts the blade surface,

deforming itself according to Fig. 7.2. Assuming a certain degree of similarity, when a

droplet (e.g. semi-molten or molten particle) impacts a wall, it may result in three different

conditions: rebound, breakup or adhesion. According to the approach adopted in Xu et al.
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Figure 7.35: Particle Weber number as a function of the particle Reynolds number (parti-
cle viscosity values were obtained using the NPL model) where for an easier visualization
of the chart, ARD 5 tests (characterized by Re = 6.8e-18 – 1.4e-16 and We = 3.5e-1 – 70)
is not shown: a) traced trends refer to the variation of particle diameter, particle velocity,
and particle temperature, while We-Re regions related to the analysis of printable fluids
Srinivasachar et al. (1991) are superimposed

(1998) the rebound condition is promoted by the elastic forces, the breakup condition

is due to the break of the interconnection forces and finally, the adhesion condition is

reached when the droplet deforms itself (spreading process), generating a sort of film on

the surface by a dissipative process due to its viscosity force. Thus, the comprehension

of the spreading process assumes a paramount importance for particle sticking modeling

Schiaffino and Sonin (1997). In order to do this, particle Ohnesorge number (see Eq.

(7.3)) is used coupled with particle Weber number in order to define the particle spreading

process Schiaffino and Sonin (1997). Particle Weber number is related to the force that
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Figure 7.36: Particle Weber number as a function of the particle Reynolds number ac-
cording to viscosity models: a) S2, b) WF, c) S&T, d) RRLG, e) SDS and f) GRD. Traced
We-Re regions are related to the analysis of printable fluids by Srinivasachar et al. (1991)
superimposed

7

generates particle spread: at higher We the force is due to particle velocity and particle

diameter while at lower We the force is due to surface tension. Particle Ohnesorge number

is related to the force that opposes particle spread: at higher Z the force is due to the

viscosity, while at lower Z the force is due to the inertia. Figure 7.37 shows the chart

We-Z defined according to the literature Schiaffino and Sonin (1997), in which the data

reported in Tab. 7.4, are superimposed (the viscosity values are calculated according

to the NPL model). Present data belong to the region characterized by highly viscous

particle and with the impact-driven particle spread. Therefore, the particle kinetic energy

works against viscous force. In this case, capillary force, and then, surface tension, does

not influence the particle spread Schiaffino and Sonin (1997). At the same time, the
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region called Impact driven puts the attention on phenomena such as satellite droplets

and splashing which may influence the particle impact process in a gas turbine. In this

case, the first particle impact generates negligible deposits but generates several smaller

semi-molten particles with greater capability to stick due to their low energy content.

Analogous results can be obtained using the six (6) viscosity models considered reported

in Fig. 7.38 This analysis allows the comparison between the particles behavior involved

in gas turbine fouling and other research fields. The non-dimensional analysis confirms

the importance of particle viscosity, but at the same time, highlights the relationship with

particle velocity and diameter. Viscous force act related to particle temperature but the

particle spread is driven also by particle kinetic energy.

Figure 7.37: Definition of the particle spread regime using non-dimensional numbers We-Z
(particle viscosity values was obtained using the NPL model

Figure 7.38: Definition of the particle spread regime using non-dimensional numbers We-Z
according to viscosity models: a) S2, b) WF, c) S&T, d) RRLG e) SDS and f) GRD
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7.9 Generalization of the particle impact behavior

Neither the critical viscosity/velocity nor the energy-based methods appear able to

predict particle sticking for the overall particle adhesion tests adopting a general ap-

proach. The mismatch between the prediction and the actual results of the tests can

be explained by two reasons. For a specific test, deposits are generated by a certain

combination of particle diameter, temperature, and velocity and therefore, by consider-

ing the overall variation of these quantities during tests, some conditions may generate

particle rebound. At the same time, particle characteristics such as viscosity and soften-

ing temperature are difficult-to-be-represented by a single model able to conceive a wide

range of particle chemical compositions. Summing up, a particle impact test reporting

adhesion can be the outcome of multiple superimposed effects in terms of particle size,

temperature and impact conditions. In the last part of the present work, the generaliza-

tion of particle impact behavior in a gas turbine is proposed. Non-dimensional groups

listed above (Weber, Reynolds, and Ohnesorge numbers), allow for the generalization of

particle impact/deposition data but describe only the effects of the impact into particle

spread and no information about sticking phenomenon can be gathered. In order to give

a perspective view regarding particle adhesion, the data reported in Tab. 7.4 have to be

accompanied by experimental results related to the other phenomena related to particu-

late impact. During gas turbine operation, surface erosion, particle adhesion, and particle

splashing could affect hot sections of the machinery. Erosion and fouling are generated

by the same type of particles (especially rock-derived particles and coal ashes) and could

take place under different or even the same conditions (such as temperature, velocity,

size). Therefore, the data related to particle deposition are compared with literature data

related to erosion Shinozaki et al. (2013); Tabakoff et al. (1991); Tabakoff; Kotwal and

Tabakoff (1980) and splashing phenomena Dean et al. (2016). In Tab. 7.10, the data

associated with erosion tests are collected in the same way of the previous ones. Particle

dimensions, density, velocity, temperature, and composition are reported as well as the

softening temperature calculated applying Eqs (19 – 23). These tests refer to hot erosion

measurements realized using dedicated test benches. It is possible to notice how erosion

tests are characterized by lower temperature with respect to those involved in particle

deposition tests. In particular, Laki 6 test is very similar to the Laki 5 test (see Tab.

7.4) but it is characterized by lower particle temperature. In Tab. 7.11 data associated

with splashing tests are collected. These materials are also among the ones reported in

Tab. 7.4 and used for the deposition tests, but in this case, tests and particle dimensions

are different. These tests consist in a spherical-pellet of volcanic ash projected at high

velocities towards a substrate. Particle splashing is evaluated checking the digital images

taken during the particle impact during the test Dean et al. (2016). In this case, particle

splashing is the only effect known and no data related to erosion issues are reported. All

materials refer to three different volcanic ashes and the particle size involved in this tests

is higher with respect to the previous one. Also, in this case, the softening temperature
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Table 7.10: Particle erosion data. Material composition in term of weight fraction

Authors Material d [µm] ρ [kg/m3] v [m/s] T [K] T soft [K] t Na2O K2O CaO MgO SiO2 Al2O3 TiO2 Fe2O3
‘13 Shinozaki et al. Laki 6 20–100 2400 115 983 1258 T 1.2 0.1 7.8 3.1 47.2 11.6 3.7 25.2
‘92 Tabakoff et al. Coal ash 15 2900 366 800 – 1089 1288 C 0.0 0.0 0.0 0.9 48.1 21.2 0.0 20.1
‘84 Tabakoff CG&E 38.4 2900 240 422 – 922 1288 C 0.0 0.0 0.0 0.9 48.1 21.2 0.0 20.1

‘80 Kotwall and Tabakoff.
CG&E 2 38.4 2900 228 756 1288 C 0.0 0.0 0.0 0.9 48.1 21.2 0.0 20.1
Kingston 15, 28 2900 228 756 1408 C 0.2 2.1 1.3 1.0 54.4 28.6 0.5 10.1

Table 7.11: Particle splashing data. Material composition in term of weight fraction

Authors Material d [µm] ρ [kg/m3] v [m/s] T [K] T soft [K] t Na2O K2O CaO MgO SiO2 Al2O3 TiO2 Fe2O3

2016 Dean et al.
Laki 7 6500 2000 106 1473 1161 C 4.0 1.0 11.0 5.0 50.0 12.0 3.0 14.0
Hekla 2 6500 1500 106 1473 1290 C 3.0 2.0 3.0 0.0 65.0 15.0 0.5 6.0
Eldgja 2 6500 1900 106 1473 1161 C 3.0 0.5 11.0 6.0 50.0 13.0 3.0 16.0

values are calculated applying Equations (7.17) to (7.21).

The first analysis shows the plane We-Z, Fig. 7.39, populated by the data reported

in Tab. 7.4, Tab. 7.10 and Tab. 7.11 (the viscosity values are calculated according to

the NPL model). Data related to particle deposition, shown in details in Fig. 7.37, are

reported using grey dots in order to highlight the differences with the erosion and splashing

data. As shown in Fig. 7.39, splashing data completely belong to the region called impact

driven, while erosion data belong to the highly viscous region characterized by very high

values of particle Ohnesorge number. This non-dimensional analysis shows quite different

impact regimes involved in particle deposition and particle erosion/splashing. In the latter

cases, the particle is characterized by size and/or velocity much more high with respect

to the adhesion case. Higher particle Weber number implies a spread regime driven by

the dynamic pressure gradient while lower values of particle Ohnesorge number implies

a resistance force driven by particle inertia Schiaffino and Sonin (1997). Erosion data

are collected at a lower temperature with respect to the splashing ones, and as shown

in Fig. 7.39, viscous effects are much greater and the inertia force is less. Therefore,

erosion phenomenon seems to be characterized by a particular combination of particle

kinetic energy and viscosity able to determines particle impact with material removal

from the target, without adhesion. Even if this distinction appears suitable for adequately

representing the erosion occurrences, it is important to note that, especially for higher

temperature, erosion issues are related also to the substrate characteristics Tabakoff.

The concurrent presence of erosion and deposition has been found also in the numerical

analyses proposed in 4.2. From this analysis, a quite clear pattern can be recognized:

deposition, erosion and splashing data belong to different regions in the We-Z plane,

with the particular characteristic that deposition and erosion regions have in common

the values of particle Weber number (in this case, the most discerning parameter is the

particle viscosity), while deposition and splashing regions have in common the values of

particle Ohnesorge number (in this case, the most discerning parameter is the particle

velocity). Therefore, the combination of particle kinetic energy and surface tension seems

to well describe the deposition, erosion and splashing phenomena.

Starting from these considerations, two (2) new non-dimensional groups are proposed.

Based on the Pi Theorem proposed in the previous section, by imposing a proper set of
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Figure 7.39: Particle spread regime using non-dimensional numbers including erosion and
splashing tests (particle viscosity values was obtained using the NPL model). Particle
deposition data are reported with grey dots

coefficients, the relation between kinetic energy and surface tension are

Π3 = ρpdpu
2
pγ

−1 (7.42)

and by re-arranging the terms the third non-dimensional group can be expressed as

Π3 = (ρpd
3
pu

2
p)(d

−2
p γ−1) (7.43)

The first term represents the particle kinetic energy and the second term represents the

particle surface energy. As shown above, particle kinetic energy and the surface energy

work in the opposite way. If kinetic energy increases, the particle/surface interaction

is driven by inertia, while if surface energy increases the particle/surface interaction is

driven by surface energy (i.e. capillary forces). Defining the particle kinetic energy as

Ekin =
1

2
mu2

p (7.44)

and the particle surface energy as

Esurf = γA = γ4πr2p (7.45)
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the considered non-dimensional group is defined according to the Pi Theorem as

K = Ekin/Esurf (7.46)

The second parameter is related to particle softening. As highlighted above, viscous force

determines how particle dissipates the kinetic energy at the impact. In order to represent

this, the non-dimensional group defined as

Θ = T/Tsoft (7.47)

is chosen. As reported, particle viscosity is directly related to particle temperature

via its composition. Each material has proper characteristics and its specific value of

softening temperature. This ratio represents how far the particle is from the softening

state, overpassing the definition of absolute values of particle viscosity, that, as reported,

is difficult-to-be-known. At the same time, the use of Θ ratio ”relative” parameter al-

lows the comparison among different conditions. As reported in Kueppers et al. (2014)

working with particle temperature “pure” parameter could misalign the actual operating

condition with the test operating conditions. As described in Kueppers et al. (2014),

glassy volcanic ash softens at temperature values that are considerably lower than those

required for crystalline silicates to start to melt and, for this reason, the use of standard

materials in laboratory tests (e.g. MIL E 5007C test sand) instead of actual volcanic ash,

determines no-reliable particle deposition results. Softening temperature is already used

as a threshold value in the particle sticking model (such as critical viscosity model) repre-

senting the discerning values between sticky and no-sticky particles. As reported in this

work, the determination of the softening temperature for a given material is well defined

as a standard procedure (such as test devices, atmosphere, thermal gradient, specimen

preparation, etc.) that allows the determination of the characteristic temperature (FT,

HT, IT and ST) with a specific confidence band (see Fig. 7.4) Standard (2003). With

the reference of the previous description, the standard method is affected by a greater

inaccuracy than other ash fusion temperature tests methods (such as the TMA and DSC)

but, for the aim of the present investigation, this does not represent a limitation due to

the fact that the post-process is based on the particle softening temperature estimation

by means of the Yin et al [86] model (see Eqs 19 – 23 for details). By contrast, the

definition of a critical viscosity value and its relation with temperature are not discovered

in details yet [64]. Differences in viscosity values are detected during tests with constant

shear and cooling rates compared with those measured in variable shear rate and stepwise

cooling experiments Hsieh et al. (2016) running with standard test conditions D 2196-15

(2015). With the present approach, the estimation of the particle behavior according

to the temperature variation become easier, more accurate and reproducible rather than

the particle viscosity measurement that could be affected by non-univocal test methods

Seetharaman et al. (2005); Mills et al. (2014) and by rheological behavior due to the

231



possible non-Newtonian effects. In fact, silica melts viscosity measurements are affected

by three categories of inaccuracy due to (i) device, (ii) material and (iii) fluid behav-

ior Seetharaman et al. (2005). The first one is responsible for inadequate temperature

control and geometric misalignment within the viscometer while the second determines

several uncertainties related to the inhomogeneity due to evaporation, molecular degra-

dation, improper mixing and phase separation. The latter category introduces several

inaccuracies due to flow instability and transient phenomena related to non-Newtonian

effects. Using the non-dimensional groups K − Θ, Figure 7.40 shows the data collected

for particle deposition (Tab. 7.4), erosion ( 7.10) and splashing 7.11. Data belonging to

the three categories are clearly subdivided. Particle erosion data are divided from particle

deposition data due to the different values of the ratio Θ. Also splashing data are clearly

distinguished and belonging to a region characterized by higher temperature and kinetic

energy. In this case, the ratio K discerns the phenomena.

Figure 7.40: Impact behavior map using non-dimensional groups K = Ekin/Esurf ; Θ =
T/Tsoft

In the light of the present considerations, specific regions can be recognized and they

are superimposed on the data collection. In the chart, different impact behaviors are

identified as a function of the literature data. With the reference of Fig. 7.40, in the

following description, each region will be analyzed in detail:

• deposition: this region comprises the data reported in Tab. 7.4 . The combina-

tion of particle temperature and softening temperature allows the dissipation of the

impact energy by particle deformation determining adhesion. Particles with these

characteristics are too soft to cause erosion issues and do not have enough kinetic

energy to determine the splashing phenomenon. In fact, when particle temperature

is higher than the softening temperature, the ratio K does not allow particle splash-
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ing. The erosion phenomenon is related to the strength of the surface that strongly

depends on the temperature values Singh and Sundararajan (1990); Sundararajan

and Roy (1997); Wellman and Nicholls (2004) and for this reason, a certain super-

imposition between the deposition/erosion region has to be considered. Beyond this

behavior due to the characteristics of the surface, the overlapping region is related

to the definition of the temperature ratio Θ (see Eq. 49). As well reported in Gupta

et al. (2002), the melting fraction at the softening temperature could be equal to

60 % depending on the composition of the ash. The correspondence of the melt-

ing fraction and the different ash fusion temperature values demonstrate that the

sticking process starts in correspondence of lower value of melting fraction. Such

experimental evidence confirms that the sticking process could be characterized by

lower temperature values (than the softening one) and, the extension of the depo-

sition region reported in Fig. 7.40 seems to be representative of the phenomenon.

The last consideration of the present region could be related to the non-Newtonian

effects during particle impact. As reported by Giehl et al. (2017), for particles char-

acterized by a lower content of silica dioxide, the highest velocity impact does not

determine the particle adhesion but, due to the high value of strain rate, particles

bounce off driven by the increased stiffness;

• erosion/rebound : in this region, the kinetic energy is high and some particles could

rebound determining the associated surface erosion. Particles are characterized by

the lower capability to deform itself, and, for this reason, the dissipation of the

kinetic energy that characterized the particle upon impact is dissipated through the

surface generating dimples and cracks. Kinetic energy associated with the parti-

cle dimension and velocity is able to generate surface erosion as a function of the

substrate resistance;

• erosion/deposition: in this region, particle viscosity plays a double role. It is still

suitable for generating particle adhesion (the particle is sufficiently soft) but at the

same time, it can determine erosion issues as well Ross et al. (1988). The particle

assumes a viscoelastic property related to a semi-solid state. Experimental tests

conducted in this regions should consider the double effects of particle deposition

and particle erosion. The deposits obtained during this tests are affected by two

phenomena and, is not suitable for generating/validate deposition or erosion models.

The outcome of such tests may be the result of the simultaneous occurrence of the

two effects. Thus erosion might falsify the final deposition since part of the build-up

have been removed;

• erosion and fragmentation: this region is characterized by a higher value of particle

viscosity and higher kinetic energy. Particle deposition does not take place, con-

firming the role of the particle softening Hamed et al. (2006) (with the reference of

erosion/deposition region explanation). For example, several erosion tests at high

temperature (1255 K) using alumina particles are reported. In this case, Θ is equal
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to 0.54 and K is equal to 40 and no deposition is detected during tests Shin and

Hamed (2016). Increasing the particle kinetic energy, the fragmentation increases as

well as the erosion issues Goodwin et al. (1969); Bitter (1963). Fragmentation is due

to the part of kinetic energy absorbed by the particle during the impact. This part

of the energy is dissipated by the particle through its fragmentation. The amount

of energy dissipated during this process is a function of particle velocity and mass,

or in other words, of its kinetic energy. Therefore, starting from a certain amount of

kinetic energy, erosion phenomenon is accompanied by fragmentation. This effect

occurs for lower values of Θ for which the viscoelastic properties of the particle do

not allow sufficient deformation able to dissipate this part of energy;

• erosion/splashing : this region is strongly related to the fragmentation one, but the

higher values of Θ determine different particle behavior. As shown in the literature

Dean et al. (2016), tests conducted with high particle temperature (1473 K), impact

velocity of 100 m/s and particle diameter equal to few millimeters, generate an im-

pact characterized by breaking up (yet during the flight) and extensive deformation

on impact with the substrate. In these tests, the particle kinetic energy is equal

to about 1e-2 J considerably higher than the kinetic energy involved in the particle

deposition tests realized with hot gas turbine section. Therefore, even if the viscos-

ity values are suitable for generating particle adhesion, the high values of kinetic

energy determine particle break-up (splashing) and limiting particle adhesion, and

then, deposits. At the same time, the particle splashing generates a large amount of

smaller semi-molten droplet, re-entrained by a flowing gas Henry and Minier (2014),

having lower kinetic energy. In this case, the particle behavior is very similar to the

one characteristic of the deposition region;

rebound/slip/rivulets: when the kinetic energy diminishes and/or the particle sur-

face energy increases the particle that impacts on the surface rebounds or, in the

case with very low kinetic energy particles slip on this. This phenomenon is known

as a lotus effect Wenzel (1936); Cassie and Baxter (1944); Blossey (2003) parti-

cle/drop slips/rolls on the surface driven by capillary forces. Elastic phenomena

could influence the particle impact or by contrast, the particle has an extremely

lower energy that the rebound it is not possible;

•• no data: in this region, no literature data are available but, in the track of the

former considerations, some hints can be reported. In this region, the values of the

ratio Θ imply the viscoelastic behavior of particle that could promote rebound (and

the associated erosion issues), but at the same time, the lower values of the ratio K

do not generate surface erosion. Therefore, if particle adhesion occurs, it is probably

due to particular conditions or to the presence of a third substance or an attraction

force (for example Van der Walls force) that promotes particle sticking. One of the

particular condition is described well by Sacco et al. (2018). In this experimental

test, the ARD particles impact the surface of the internal cooling holes with very low
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velocity and significantly low temperature (¡ 728 K). In these conditions, some par-

ticles are trapped in recirculating and stagnation zones and they repeatedly impact

the hot surface at low velocity Sacco et al. (2018). Regarding the presence of the

third substance, experimental results Poppe et al. (2000) have shown that, in the

case of dry conditions, particles are able to stick to the surface if the impact velocity

(in the normal direction) is lower than a certain limit. When the values of kinetic

energy are lower, due to the smaller particle diameter (0.1–1.5) µm, rather than

lower velocities, and if a third substance is present, particle sticking is promoted.

This condition is very to that found in the gas turbine compressor sections. Sub-

micro-sized solid particles are a class of particles that determine compressor fouling

Suman et al. (2017), or in other words, these particles stick under cold conditions. As

reported in the literature, compressor fouling is promoted by the presence of third

substances at the particle surface interface Zaba and Lombardi (1984); Tarabrin

et al. (1998) and for these reasons, the adhesion capability that characterizes this

region, could be due to the effects of particular surface conditions. Unfortunately,

detailed experimental analyses are not reported in the literature. A small number of

contributions (compared to those reported for hot sections) involved particle stick-

ing analysis relate to cold conditions. On-field detections Tarabrin et al. (1998);

Syverud (2007) have revealed that only the first stages are affected by deposits and

are driven by the presence of liquid water at the particle surface interface. Regard-

ing wind tunnel tests, Kurz et al. (2017) reported an experimental investigation

which provides experimental data on the amount of foulants in the air that stick to

a blade surface under dry and humid conditions. The tests show a higher deposition

rate provided by wet surfaces compared to dry ones. Similar results are reported in

Vigueras Zuniga (2007) where glue agents on the blade surface enhance the particle

adhesion rate dramatically. In hot sections, glue agents are described with the name

of vapor deposition Ahluwalia et al. (1986); Nagarajan and Anderson (1988); Lee

et al. (2002); Shin and Gulyaeva (1998); Carpenter et al. (1985). This phenomenon,

due to the presence of a condensed phase downstream the combustor sections, can

increase the adhesion capabilities of nanoparticles (mass mean diameter < 0.1 µm)

dragged in the vicinity of the surface by diffusion and thermophoresis forces, espe-

cially in the presence of film cooling. Vapor particles migrate through the boundary

layer toward the cool wall. If the boundary layer temperature is below the dew

point, condensation takes place at the wall Kaufmann (1996).

7.10 Predictive capability of K-Θ map

In this section, the impact behavior map, is checked against several different cases.

The first analysis refers to the particle sticking data already used for the map identifi-

cation, for which a detailed subdivision between the reported results (see Tab. 7.4) is
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Table 7.12: Particle erosion data. Material composition in term of weight fraction

Authors Material dp [µm] ρ [kg/m3] up [m/s] T [K] T soft [K] t Na2O K2O CaO MgO SiO2 Al2O3 TiO2 Fe2O3

2015 Delimont et al..
ARD COR 1 20 – 40 2560 28 873 1366 C 3.0 3.4 3.4 1.5 72.0 12.5 0.8 3.4
ARD COR 2 20 – 40 2560 28 1073 1366 C 3.0 3.4 3.4 1.5 72.0 12.5 0.8 3.4
ARD COR 3 20 – 40 2560 70 1073 – 1373 1366 C 3.0 3.4 3.4 1.5 72.0 12.5 0.8 3.4

2014 Reagle et al.
ARD COR 4 20 – 40 2560 47 533 1366 C 3.0 3.4 3.4 1.5 72.0 12.5 0.8 3.4
ARD COR 5 20 – 40 2560 77 866 1366 C 3.0 3.4 3.4 1.5 72.0 12.5 0.8 3.4
ARD COR 6 20 – 40 2560 102 1073 1366 C 3.0 3.4 3.4 1.5 72.0 12.5 0.8 3.4

Table 7.13: Water droplet erosion characteristics data. Density is assumed equal to 1000
kg/m3, surface tension is assumed equal to 0.072 N/m and Θ= 1.1

Authors Material dp[µm] up [m/s] t K

2009 Oka et al.

W 1 44 256 C 834
W 2 50 226 C 739
W 3 60 191 C 633
W 4 72 148 C 456
W 5 95 121 C 402
W 6 108 105 C 345
W 7 130 85 C 253

Ahmad et al. W 8 90 350 – 580 C 3190 – 8760

‘83 Hackworth
W 9 700 190 – 340 C 7312 – 23414
W 10 1800 222 – 290 C 25669 – 43802

performed (if possible). In particular, Figure 7.41 reports the impact behavior map with

the superimposition of several different tests divided according to silty (Fig. 7.41a), coal-

like (Fig. 7.41b), and volcanic ash particles. Volcanic ashes are reported in both Fig.

7.41c and Fig. 7.41d for improving the readability. Each bounded region represents the

covered region on the impact behavior map according to the test conditions, while the

solid-colored red-region represent the test condition for which the Authors have reported

the most detrimental effects related to particle sticking. The data summarized in Fig.

7.41 are all the available data which have reported the present distinction. Clear visible

is the presence of contradictory results in the region named erosion/deposition (see the

map description early reported) for which, tests conducted with silty and coal-like parti-

cles, do not show a high amount of deposits, while tests carried out with volcanic ashes

show the greatest sticky conditions. Looking into the analysis, it is clear how the data is

very dispersed, but, at the same time, it can draw two major considerations: (i) particle

sticking is greater moving towards high values of Θ while (ii) the relationship between the

ratio K and the sticking condition is not univocal. This means that the effects of particle

inertia and the interaction between the particle and substrate is not straightforward. For

example, the combination of particle size and velocity changes the heating process and

may affect the deposition process Giehl et al. (2017). For the same velocity, smaller par-

ticles (lower values of K) are heated-up quicker than bigger particles (higher values of K)

changing the results of the particle impact.

In the second analysis, K-Θ map presented in Fig.7.40 is checked against two differ-

ent cases. The first one is related to experimental tests for measuring the coefficient of

restitution (COR) at high temperature Delimont et al. (2014); Oka and Miyata (2009);

Ahmad et al. (2009). Tests were performed with ARD and Tab. 7.12 reports their char-

acteristics. The second one is related to experimental tests for evaluating the erosion due

to droplets impact Oka and Miyata (2009); Ahmad et al. (2009); Hackworth (1983). Tests

were performed with water and Tab. 7.13 reports their characteristics.
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Figure 7.41: The impact behavior map with the superimposition of several different tests
considering the more detrimental particle sticking regions: a) silty, b) coal-like, c) and d)
volcanic ash particles

Figure 7.42 shows the superimposition of literature data reported in Tab. 7.12 and

Tab. 7.13 on the K-Θ map. The tests performed with ARD are collocated in the ero-

sion/rebound region. These tests are realized with the aim of measuring the rebound

characteristics of ARD particles confirming the region highlighted in the K-Θ map. In

particular, ARD COR 3 tests conducted with higher temperature (close to 1373 K) belong

to the mixed region erosion/rebound-deposition. Deposition effects are recognized during

the tests realized for measuring COR of ARD particles at high temperature Delimont

et al. (2014). In detail, starting from about 1250 K (corresponding to Θ = 0.92) to about

1370 K (corresponding to Θ = 1.01) particle deposition takes place. A certain number

of particles stick to the target surface as well as the remaining particles bounce on the

target defining a specific value of COR. This experimental evidence, obtained with an

experimental apparatus design for calculating rebound characteristics of micro-sized par-

ticles, confirms a particular region characterized by particle rebound/erosion and particle

deposition. The tests performed with water droplet are located in the erosion/splashing

region. These tests are realized with the aim of measuring the erosion provided by wa-

ter droplets. Bigger droplets and/or higher impact velocities are collocated in the upper

region, where splashing is higher. The K-Θ map provided also, in this case, a good pre-

diction of the actual behavior even if, the comparison with water droplets over-stresses

the hypotheses under which the K-Θ map exists. In fact, across the Tsoft, all materials

considered for the K-Θ map identification, show a continuous trend of the relation µ-T.
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Figure 7.42: Tests of ARD rebound and water droplet erosion superimposed on the non-
dimensional impact behavior map K-Θ

By contrast, water is characterized by a step function of the µ-T trend across the Tsoft

(that represents ice melting).

7.11 Final Remarks

Particle sticking tests, collected in the present review, cover all materials responsi-

ble for the gas turbine fouling phenomenon (silty, volcanic ash and coal-like particles).

Starting from these tests, an original data post-process based on non-dimensional groups

has generated the K-Θ Map, in which several different results of a generic particle im-

pact can be a priori determined. The identification of the K-Θ Map by means of several

independent experimental results related to the evaluation of restitution coefficients and

droplet erosion has confirmed that the adopted approach seems promising for using the

K-Θ Map as a predictive tool. The K- Θ prediction is can be considered reliable as the

impact conditions (particle chemical composition and substrate characteristics) are simi-

lar to those considered in the present literature data collection. After a detailed analysis

of the literature, two main aspects have to be considered for the proper interpretation

of the results: (i) the effects of the local temperature variation due to the film cooling

on the blade surface and (ii) the effects of mutual interaction between particle and the

substrate at a given temperature. Particle thermal characteristic (such as conductivity,

specific heat, etc.) and the effects of glue agent due to the particular combination of

chemical composition and temperature, could affect the result of a particle impact. These
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aspects should be considered in the use of K-Θ Map and may represent the basis for

further improvements in particle deposition research.

Based on over seventy (70) experimental tests related to gas turbine hot sections

reported in the literature, the proposed non-dimensional particle impact behavior map

summarizes all the possible effects of particle impact on surfaces. The non-dimensional

parameters, used to identify the results of particle impact, are based on the assessment of

particle velocity, temperature, mass, surface tension and softening temperature. On this

basis, a proper characterization of particle material is required using (i) standard tests (if

exist) or (ii) predictive model of particle density, surface tension and softening tempera-

ture. The generalization of the results is provided by using non-dimensional groups able to

represent different particle impact behavior. All of the recognized regions (deposition, re-

bound/slip/rivulets, erosion/rebound, erosion and fragmentation, and erosion/splashing)

are related to specific experimental evidence found in literature which highlight several

effects involved in gas turbine fouling. A particular region named no data is also proposed.

This region is characterized by lower particle kinetic energy, higher viscosity values, and

no available literature data. Therefore, what is the reason for this lack of data for in-

terpretation? Are these particle conditions involved in gas turbine particle deposition?

Are these conditions easy to be studied by experimental tests? These questions are still

open and further studies will be devoted to discover particle impact behavior and improve

the knowledge about all recognized regions. Therefore, with reference to the sensitivity

analysis and data post-process reported in the present section, three main outcomes can

be drawn:

• the mutual correlation between the particle sticking predictive model and the model

used for estimating particle characteristics (in particular particle viscosity) deter-

mine the quality of the sticking prediction. Given this, the selection of the predictive

models has to be pondered according to the particle chemical composition and to

the hypothesis and data which the predictive model is based on;

• the use of non-dimensional groups may represent the starting point for improving

the knowledge of the gas turbine fouling and, in a wider scenario, could represent

a valid support for extracting general laws useful for improving the capability of

numerical tools, in the particle impact simulation;

• the predictive map can be used for estimating the particle sticking capability as well

as the effects of a generic particle impact (such as erosion, splashing, etc.) char-

acterized by specific impact conditions and particle characteristics. This approach

could be useful for designing an experimental test (such as the selection of the par-

ticle chemical composition, gas temperature, etc.) or, analysis in greater detail, for

characterizing a specific operating condition of the power unit.

Experimental analyses and analytical models have to take into account the effects of the
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presence of third material (such as water, oily substances, etc.) at the particle/surface

interface, implying several difficulties for modeling gas turbine particle deposition. All

of these aspects represent the upcoming challenges, considering that both experimental

and numerical analyses have to reflect the actual conditions in which the gas turbine

operates.
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Conclusions and Limitations

Particles dispersed in the air or in the fuel are known to be a real hazard for the gas

turbine operation. This problem arises especially in case of syngas-powered turbines, due

to fuel uncleanliness (e.g. tar presence). For such reasons, in this work the degradation

of gas turbine due to the processing of particle laden fluids is investigated. The problem

has been tackled mainly from the numerical standpoint, developing models suitable for

each section under investigation. The numerical analysis has been placed side by side

with experimental evidences or data available in the literature, in order to find the most

suitable technique for the study of the particle effects on the flow field. Each section of

the gas turbine is indeed affected by a different prevailing degradation issue that should

be reliably modelled in order to have a precise estimation of its relevance and its effect

on the overall performance.

Few guidelines and conclusions can be drawn from the present work:

• A number of particle deposition models has been proposed, differing both in terms

of the mathematical formulation of the sticking law and in the computational tech-

nique developed for considering the effects of the deposit formation on the flow field.

The differences in the techniques employed are related to the different mechanisms

of sticking as well as on the different time scale of the phenomena, in each of the

different situations investigated. The desire for achieving a more realistic represen-

tation of the sticking consequences has led to development of two innovative models

(i.e. microscale pattern and porosity-driven approach) that might be of help in the

definition of a relation between deposit and induced roughness or induced thickness

consequences.

• The erosion study has proven the importance this phenomenon has in the overall

evaluation of the performance degradation. This problem affects more the aero-

engine applications, since bigger particles that cause material losses are blocked by

filters in land-based applications. Fragmentation of particles due to impact with

blades prevents high diameter particle to reach the hot section and the softening of

the particles due to the passage through the combustor mitigates the erosion issue

in the hot section.
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• The deposit evolution over time section reports a study that investigates what hap-

pens to the deposit as time passes by. This study has the aim of investigating

the conditions by which the deposit weakens and tends to be detached, in order

to prolong the hardware performance/life. It has been found that the aging of the

deposit in the hot section can increase the deposit toughness. The porosity-strength

relation of the deposit in the hot section application is a very important parameter

and experimental tests should be performed to find the appropriate relation.

• An early stage research in formalizing a blade-design technique in fouling conditions

is proposed. Sticking model, mesh morphing and erosion model have been combined

and a shape that minimizes the losses when the blade is exposed to particulate

has been obtained. The design parameters that allow for higher performance in

such conditions have been outlined. This approach for the design is thought to

gain attractiveness with the growing employment of syngas for gas turbines. Such

renewable fuel is always more spread and criteria for considering the HPT fouling

in the design phase is sought by manufacturers.

• A generalization of the impact consequences has been proposed in order to try unify

the behaviour of the particle upon impact. Starting from data available in the

literature and identifying similarities with other problem studied in literature (e.g.

printable fluids), a map for the detection of the particle behaviour upon impact has

been realized. Such map is proposed as a candidate for the prediction of the particle

impact behaviour.

This work is of course affected by some limitations, most of which have been discussed

in the former sections. The most relevant will be reported here:

• The coefficients of the EBFOG sticking model proposed are tuned on experimental

data for the material under analysis. A prediction of these coefficients based on

the chemical composition is an ongoing project, but has not been yet formalized.

Besides, data used for the formalization of the model are affected by uncertainty

that, in turn, will affect the outcome of the present analysis.

• The models for deposition and detachment of the deposit on the cold section have

not been tested on actual compressor geometries. Their applicability should be

guaranteed, but actual test have not been performed so far.

• Although the model implemented are always based on experimental data available

and the physical evidence is stressed, the outcome of the numerical simulations has

never been validated. There are intrinsic difficulties in the experimental evaluation

of these phenomena, related to the size and velocity of the particles, to the tempera-

ture and to the setup of the actual conditions. In this light, some simple geometries

have been considered: an experimental campaign can validate more easily the results

and the finding here proposed.
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List of symbols

Ai,j Area of facet
A Hamaker constant, pre-exponential Arrhenius factor, erosion constant
B additive constant in the log-law
CD drag coefficient
c chord
C class function
Ce capture efficiency
Cin,out incoming/outgoing concentration
CK Tabakoff constant
Cu Cunningham factor
C1,2 EBFOG constants
Dij Darcy matrix component
dp particle diameter
E additive constant in the log-law
F∗ non dimensional detaching moment
Fij Forchheimer matrix component
FS particle shape factor
FΘ impact angle factor
HPT High Pressure Turbine
κ von Karman constant, mean curvature of the liquid meniscus
K permeability, nondimensional energy
Kn Knudsen number
ks equivalent sand grain
K1,12,3 Tabakoff constant, composite Young’s modulus
lx, ly Face dimensions
Ra center average line roughness
Rdq root mean square roughness slope
Rq root mean square roughness
Rsk roughness skewness
Rep particle Reynolds number
S Shape factor
Sa centerline average roughness (surface parameter)
Sp Sticking probability
Tsoft softening temperature
TET Turbine Entrance Temperature
u flow velocity
up particle velocity
uτ friction velocity
V molar volume
Vc critical velocity
V +
d non dimensional deposition velocity

Wa work of adhesion
y+ non dimensional wall distance
Y loss coefficient
z profile height

Greek letters
α operator in transfinite interpolation, pore angle
β operator in transfinite interpolation, pore angle
β1 impinging angle
γ surface tension
θ impact angle, contact angle
Θ nondimensional temperature
ϵ porosity
η efficiency, computational coordinate
λ particle aspect ratio
Λ cost function
µ dynamic viscosity, mean value
ν kinematic viscosity
ξ spread factor
ρ density
σ stress
τk Kolmogorov time scale
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τp particle response time
Φ particle volumetric fraction
Ψ filling angle
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Appendix 1

Figure A1.1: Technical design for the bended duct test case
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Appendix 2

Compressor fouling due to particle adhesion is characterized by three main peculiarities

Kurz and Brun (2012); Suman et al. (2017):

• particles impact velocity could vary from 0 m/s to over 400 m/s in the case of

transonic stages;

• contaminants are particles with a diameter in the range from 0.1 µm to 2.0 µm

(smaller particles are usually not so relevant in terms of mass while larger particles

are usually separated from the airflow by filtration systems, in the case of land-based

units or by the action of the fan in the case of aero-engines);

• the particle characteristics (such as shape, dimension, etc.) do not change during

the impact thanks to its mechanical strength (such as particle Young modulus that

varies only at higher temperature values El-Batsh (2001); Ai (2009)

These points represent the guidelines on which the experimental test bench and the data

analysis reported in the present work are carried out. The impact and the adhesion of

micro-metric particles have been experimentally studied in the aerosol technology field,

in which the test benches allow the proper control of the particle impact behavior. For

this reason, the layout and the operation features of the present test bench, are based

on this type of applications which are characterized by simplified targets, as flat surfaces

located in front of the particle injector Poppe et al. (2000) and Wall et al. (1990); Sethi

and John (1993). The proper positions of nozzle and target, as well as the combination

of the Reynolds number of the injector, given the opportunity to study different particle

impact behavior Burwash et al. (2006).

The test bench layout equipped with all devices is reported in Fig. A2.1. The particle

preparation is demanded to the aerosol generator TOPAS SAG-410/U. This device is able

to reproduce a constant feeding rate of solid sub-microsized particles. The preparation

process is based on a calibrated ring with a controlled rotational speed. The particles are

carried on the rotating ring by means of a hopper feeder that guarantees the continuity and

the reproducibility of the preparation process. The rotating ring carries the particles from

the hopper feeder to the suction port in which a constant pressure is imposed. Finally, the
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Figure A2.1: Test-bench layout

particles are sucked up from the rotating ring and accelerated by means of a specifically-

designed eductor system, able to increase the airflow velocity up to 50 m/s. According to

this procedure, the contaminated air at the eductor exhaust is characterized by a certain

velocity and a controlled number of particles. The operation of the aerosol generator

and the eductor system is realized by means of shop air. Both of primary air (used for

the operation of the feeding system) and the dilution air (used for increasing the particle

velocity) are controlled and measured (in terms of pressure, temperature and mass flow

rate) during each test. The impact plate is placed 8 mm-far from the eductor exhaust port

in order to reduce the influence of the back-pressure on the eductor operation. The impact

plate is designed in order to reproduce the quasi-ideal stagnation condition in front of the

eductor exhaust port. The impact plate is an assembly of two parts: the target holder and

the metallic target. With this design, it is possible to test several metallic targets with

the same experimental set-up. The metallic target has a square frontal area (20 mm x 20

mm) and it is obtained by means of a milling process. The surface roughness of the target

is accounted for one of the sensitivity analyses presented in this paper. In a different way

of literature findings Dong et al. (2018), in the present research, the particle diameter and

surface roughness level are comparable playing an important role in the particle adhesion.

Finally, the eductor system is closed in a protective case equipped with a hygrometer.

Therefore, in line with Dong et al. (2018), the humidity of the outlet gas is continuously

monitored in order to give a reference value of the test conditions. It is well known the
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effects of air humidity on the microsized particle agglomeration Endo et al. (1997). and,

due to this, the present results of adhesion/detachment process refers to the following

humidity condition. In the present work, the humidity value is not considered for the

sensitivity analysis of the particle sticking behavior but it is recorded for giving the actual

impact conditions for each test. Each impact test was carried out with a humidity level

of the outlet gas of 51 ± 1 % together with a room humidity value of 48 % ± 1 %. With

reference to Burwash et al. (2006), the fluid dynamic and geometric features of the eductor

are also reported. According to Burwash et al. (2006), the dimensionless distances from

the nozzle exit to the impaction surface L/D (where L represents the distance between the

eductor outlet section and the target, while D represents the eductor diameter) is equal

to 1.3 for all the test conditions. As reported in Burwash et al. (2006), this short distance

leads with a deposition phenomenon dominated by the turbulent dispersion instead of

inertia. Regarding the eductor Reynolds number, according to the tests conditions, it is

comprised in the range from 7500 to 12’500, very similar to that used in Burwash et al.

(2006).
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