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QoS-aware Admission Control and Resource
Allocation for D2D Communications Underlaying
Cellular Networks

Sergio Cicald and Velio Tralli

Abstract— Device-to-Device (D2D) communications enable user  To address this problem, several works in the literature have
equipments (UEs) in proximity to exchange information by taking  investigated QoS-aware optimized AC and RRA strategies
advantage from high data-rate and low energy consumption. 5 pop communications underlaying cellular network (see

When D2D transmissions share the radio resources with the | > d ty 131, [4 d ref therei
cellular UEs, efficient admission control (AC) and radio resource SO [2], and more recently [3], [4] and references therein).

allocation (RRA) strategies play a key-role to control the co- Most of them have mainly addressed RRA [8]-[16], [19]-
channel interference and to allow QoS provision to UEs. This [21], [23]. Few have jointly considered AC and RRA [3]-
paper proposes a novel joint AC and RRA strategy that provides [7]. The Authors in [8] investigated the achievable sum-rate
long-term QoS support to cellular and D2D communications. o hyhyrid cellular networks under three different transmission
The AC algorithm derives the best set of cellular and D2D links desi th | shari d h | shari

by maximizing the revenues of the service provider under QoS modes,.e., non-orthogonal sharing moae, orthogonal sharing
constraints. The RRA algorithm assigns the available channels mode and cellular mode. They showed that the use of non-
and transmit powers to admitted users on the short-term, in orthogonal sharing mode provides the best performance. Sim-
order to maximize an average weighted sum-rate under the jlarly, the recent work in [9] focused on resource allocation
same QoS constraints of the AC. Due to the NP-hard nature of and power control, under heterogeneous QoS requirements

the optimization problem, we propose an AC greedy algorithm L . .
that achieves near-optimal results for reasonable numbers of of the applications, with the aim to select the best resource

D2D links. Then, we propose a low-complexity RRA algorithm Sharing mode. However, the analyses in [8] and [9], as well
that decouples channel and power allocation. Numerical results as in [10], are limited to the simplified scenario with one
show that the proposed joint AC and RRA strategy outperforms CU and one D2D pair. In [6] and [7] short-term AC and

existing frameworks by increasing up to 40% the number ppa methods for multiple D2D communications underlaying
of satisfied cellular and D2D links and by reducing energy - .
consumption by mare than 50%. cellular network have _been cons!dgred. The Authors derived
AC and power allocation to maximize the sum-rate of D2D

links under instantaneous SNIR constraints for both D2D
links and CUs showing that their proposed frameworks were
outperforming other methods, in terms of D2D access rate and
|. INTRODUCTION D2D throughput gain. More recently, [3] and [4] have jointly

] ] ] ] ] considered AC, mode selection and RRA to maximize both
The ever-increasing proliferation of portable devices angl-oss rate and network throughput, under minimum signal-

the exponential growth of data-rate demanding commuRjs_ngise ratio constraint. However, AC and mode selection are

cations for social applications increase the probability thBErformed as short-term processes, and [4] does not consider
user equipments (UEs) in proximity wish to communicatgyits on the available spectrum.

with each other [1]. In this scenario, direct device-to-device The work in [11] proposed an efficient joint resource

(D2D) transmission enables UEs to communicate with othgesjgnment and power control strategy to maximize the sum-
proximate UEs by exploiting a four-fold gain: proximity gainyate of D2D communications while guaranteeing short-term

reuse gain, hop gain and pairing gain. It allows to redug§,s of Cus. This strategy provides superior performance
the cell load and the energy consumption, and may ben

X th respect to similar existing methods. Other QoS-aware
from high data-rate and low end-to-end delay. Moreover, D2Rr A strategies have been more recently proposed in [12]

transmissions underlayipg a licensed cellular network MY4]. However, all of them do not consider AC with QoS
share the resources with the standard cellular UE (CURMqyirements for D2D links, thereby significantly limiting the
thereby improving the resource utilization and enhancing thgp performance when the number of D2D pairs and/or the
cellular capacity. However, without efficient radio resourcgsp gistance increase. Among the recent works addressing
allocation (RRA) and admission control (AC) strategies, D2bh and power allocation with minimum-rate constraint on
communications may generate harmful intgrference to thep links, [15] proposed a decentralized algorithm by mod-
standard CUs andce versa, thereby compromising the qual-gjing the system as a Stackelberger game, while [19] proposed
ity of service (QoS) [2]-{23]. a strategy based on optimal power allocation and graph-based

o . - subchannel matching. Distributed algorithms for channel and
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constraints. Moreover, [16] addressed the energy efficiency
optimization with fairness and [20], [21] addressed the RRA
with partial CSI by maximizing ergodic sum-rate with con-

straints on outage/success probability for each link. The RRA "
for multicast D2D communications underlaying the uplink of '"te’fere"f‘i.ﬁ"‘:-..,"'."ks
an LTE network has been addressed in [22]. With an alternative . o

—_—

view, [23] proposed to minimize the maximum buffer size of
each user by exploiting an LTE network based scheduler.
All the aforementioned works consider short-term QoS-
aware strategies, which may fail to provide QoS in the long-
term. However, the long-term QoS should be guaranteed ?—%. 1
both CUs and D2D links, especially when the D2D links are
the result of an off-loading strategy of the service provider

[24]. ) o transpose of the vectar and|X| indicates the cardinality of

In this paper, we propose a joint AC and RRA strategyet v, E[.] denotes the statistical expectation. We use notation
for D2D communications underlaying cellular network that,+ — max(z,0). Given the vectors: = [z1, ..., zy], @' =
preserves the QoS in the long-term. The optimization proble[g‘rl’ ..., z'y], we use the following element-wise inequality:
for the AC jointly considers CUs and D2D pairs in order
to derive the links admitted to the system that maximize the
total revenue at the service provider under QoS and resource
constraints. As a consequence of the NP-hard nature of thiS’he most used symbols of this paper are summarized in
optimization problem, we also propose a greedy algorithi@ble I.
based on clustering and iterative linear programming (CILP)
methods.

Moreover, we provide novel methods to optimize the short-
term scheduling and power-allocation, by looking for the solu- We consider a time-slotted uplink OFDMA cellular system.
tions of the weighted ergodic sum-rate maximization problefrhe total available bandwidtk is divided intoS orthogonal
under average rate-constraints for both CUs and D2Ds subchannels indexed by the sgt= {1,...,S}. Each sub-
OFDMA networks. Due to the discrete nature of the allocatigghannel has bandwidth B (e.g., 180 kHz in LTE). The time-
variables and the non-linear relationship between powers dnequency unit composed of one subchannel and one time-slot
rates, both objective and constraints of the problem revéaldefined as the resource block (RB), which is the elementary
to be non-convex. Since finding the optimal solution of sudiesource unit for RRA.

NP-hard problem is computationally prohibitive, we derive a Multiple cellular UEs (CUs), indexed by the sé&t with
low-complexity sub-optimal algorithm which decouples powdC| = K, are uniformly distributed in a cell and wish to
allocation and scheduling, and iteratively finds a provablgstablish a long-term communication with the base station
convergent sub-optimal solution. We also propose a novel af®5). The CUs coexist with a s@, with |D| = D, of D2D
efficient method to evaluate the initialization point of the RRAvairs which establish a direct communication without going
algorithm, which greatly improves the final performance. through the BS. Each D2D pair is assumed to be distributed in

To the best of our knowledge, this is the first time that the cluster of radiug, and clusters are randomly located within
AC and the RRA strategies, which include both scheduliribe cell area, according to the clustered distributed model [7].
and power allocation, have been investigated for long-terfmor each D2D pail € D there is a transmitter (TX) and a
QoS support in D2D communications underlaying cellulaeceiver (RX). The total number of links is thén= K + D
networks. and we use = K U D to denote the total link set.

Numerical results will show that the proposed low- Each link! € £ has its own QoS requirement, defined in
complexity joint AC and RRA strategy is near-optimal for derms of minimum average bit-ratg, with a correspondent
reasonable number of D2D links. Furthermore, the proposesenuew, for the service provider. In this work we consider
strategy outperforms existing frameworks in terms of Qo& scenario where the cellular links have the highest priority
support and energy efficiency by increasing up to 40% tld the network is overloaded, i.e., almost all the network
number of satisfied CUs and D2D links and by reducingsources have to be assigned to the admitted cellular links.
energy consumption of more than 50%. In this scenario the D2D pairs can only be served in sharing

The next section presents the system model. The AC modsbde with the CUs and some links could not be supported
and optimization are illustrated in Section Ill, whereas Sectidoy the network due to the lack of resources to meet QoS
IV presents the proposed RRA framework. In section V wequirements. Therefore, we assume that a RB can be allocated
provide extensive numerical results and, finally, we draw otw either a CU in orthogonal mode or to a couple CU and D2D
conclusions in Section VI. pair in sharing mode, thus with a possible cross-interference

Notation: Vectors and sets are denoted by bold and callifeneration as depicted in the system model of Fig. 1. Although
graphic fonts, respectively. The notationz, z* denotes inter- in principle a RB might be allocated to more than one D2D
mediate, approximated, and optimal solution:of" indicates links in sharing mode, this option is often inconvenient due

cu UE-eNBlink eNB

System model.

z-x sr,>2,,Vn=1,...,N

Il. SYSTEM MODEL
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Symbol Definition . .
kf’,c hdex and Set of CU ks We denote the average SNR of linkin orthogonal mode
4D index and set of D2D links with T, and the average SINR of link when it shares the
LL index and set of total links i L (4) A
5,8 index and set of RBs channel with the link € £ asT';,’. In compact notation, they
wi, @i revenue (weight) and minimum rate of lidk H
i, P allocated power and power budget of lihk are given by
Gui long-term gain between TX of link. and RX of link ¢ Ie P L
r$) long-term SNIR of linku interfered by link: (i) “”; - ifi=0
& long-term rate per RB of link: interfered by link: Fu = G uPu otherwise (1)
A'AY Parameters of long-term rate model 024G, P; wi
g portion of RBs allocated to Cl& . ) )
g portion of RBs allocated to D2D link in sharing mode with Cl whereP, is the power budget of Uk, ando? is noise power.
Tk, Zd binary AC variables of ClW: and D2D paird . .
U w() | Utiity and cost function of AC Accordingly, we model the average rate achievable over one
Guis short-term gain between TX of link and RX of link i on RB s RB by the linku, when it shares the channel with linkas
'yffl SNIR of link « when interfered by link on RB s
e short-term rate per RB of link interfered by linki C(i) = A'/ABlo 1 A”I‘(i) 2
" ) . = g2( + ut u ) ( )
i short-term ergodic rate of link u
AL A parameters of short-term rate model / 7 L
o9 allocation variables of CU and D2D paird on RBs wheref/l/ _and Al are parameters of the_ model._ Mor_e sp(_ecm-
cally, Al is usgd to account for the multi-user dlversny gain of
TABLE | the useru, achieved through the actual RRA algorithm, which
SUMMARY OF MOST USED SYMBOLS depends on the number of CUs and D2D pairs considered.

In [28] the Authors have shown that the achievable multi-
user diversity gain in OFDMA systems, when all the UEs
to the increased level of cross-interference. Hence, we do H&ve the same average SNR and share t_he channel without
consider this option in our model interference, is upper-bounded by the logarithm of the number

The aim of our work is to jointly derive efficient AC of UEs sharing the orthogonal RBs in the system. Motivated

and RRA strategies that allow to maximize the number this re;ult, we extend the. gse/lof (2) 10 alsg include the
both CU and D2D admitted links while satisfying their Qo&'Tects of interference by defining;; = ¢In(K), if u € K

requirements. Since we consider long-term QoS, we fidpd A" =¢In(D) if u € D, whereg takes into account the

analyze the AC problem in the long-term in the followindm_paCt of the possible interference on the multi-user diversity

section and then investigate a proper short-term RRA stratedf)"- The particular adaptive modulation and coding (AMC)
that meets rate requirements in Section IV. adopted at the physical layer influences both the parameters

A’; A”. Note that the model in (2) is a rough, but simple,
[1l. ADMISSION CONTROL approximation of the ergodic achievable rate. The setup of

The objective of the AC is to select a suitable set of of cU§e parameterst’, ¢ and the accuracy of the model will be
and D2D users that can be supported by the cellular networkdigcussed in the first part of Section V.
order to maximize the total revenue under Qb&, long-term Each subchannel may be shared by a couple of UEs (one
data-rate, and resource constraints. CU and one D2D user), or may be alternatively allocated in

One of the main issues is to characterize the resoumme¢hogonal mode (one CU). We denote with the fraction
requirement of each UE,e., the expected number of RBsof RBs to be allocated to CW, and Withﬁfik) the fraction of
required to achieve the prescribed QoS, considering that ®RBs that a D2D linkd shares with CU:. Here, the fraction of
UEs experience heterogeneous short-term and long-term ch@Bs is the average number of RBs over a sufficiently long time
nel conditions. In fact, in OFDMA multi-user scenario, wheinterval, divided by the length in time-slots of this interval. The
CUs and D2D users are allowed to share the same RB, fh#owing constraint must hold:
long-term achievable data-rate is dependent on the statistical (k)
distribution and on the correlation properties of the short-term Z By’ <ok, VkeEK ®)
channel gain samples of both direct and interfering links, and deD
on the underlaying short-term scheduler employed. This makesrhe average rate achievable by the €when it shares the
the resource requirement characterization hard to be derivggls with a set of D2D links havingﬁff) ~ 0 can be then

To overcome this issue, state-of-the-art cellular AQ)., estimated as
[25], [26], as well as load balancing strategies [27], are
generally built by considering an estimation of the achievable Ry (ay,3) = (
UE data-rate based on the long-term channel conditioas,
obtained by averaging out the short-term dynamics of the . 1 K
channel. Here, we consider a similar approach based on e_reB = [B1,....Bpl, W_'th Ba = _[ é)""’ﬁl(i )]' anq
average channel conditions of direct and interfering links, i IS the average rate of link when it shares one RB with
also introducing a suitable model to account for the multi-uspk . The first and second additive terms account for the

diversity gain achievable through the underlaying RRA. ~ rates achievable in orthogonal mode and in sharing mode,
respectively. Given the values @, the rate achievable by

ar—y ﬁ;“)c,@ +y 874 (@)

deD deD

A. Rate Model for AC the D2D linkd € D can be written as
.Let Gu,j be_ thelong-term power gain. bgtwgen th.e trans- Ra(Ba) = Z 5((1@0((1“' (5)
mitter of the linku and the receiver of linkj, with u,j € L. ek
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According to the proposed long-term rate model, in the za € {0, 1}, Vd € D

following, we evaluate the minimum fraction of RBs required . . .

. . L Eq. (10b) is the wireless resource constraint, whereas (10c)
by both CUs and D2D pairs to achieve their minimum ratea’escribes the resource sharing constraints as in (8). Eq. (10d)
and accordingly we formulate the optimization problem for ~-. o . S
the AC. defines the minimum rate constraints for t_he D2D links. Note
that the constraints (10c) and (10d) also imply tﬁgﬁ) =0,
if at least one of the binary variables, z; is set to zero.

The problem in (10) is a mixed integer linear problem

We use the binary variables, andz, to indicate whether (MILP) and represents a variant of the well-known knapsack
(1) or not (0) the CUk and the D2D pairl are admitted in problem, which is NP-complete. Optimal solution can be
the system, respectively. The aggregate utility of the serviggained via,e.g., Branch & Bound (B&B) search and linear
provider is here evaluated as the sum of the revenues fregfdgramming (LP) relaxation, whose complexity is exponen-
each admitted UE,e, tial in the worst-case. As an example, in the test case with

_ S =15 RBs, K = 40 CUs, D = 20 D2D pairs and D2D
Ui z) = I;kawk + dezpzdwd cluster radiugp = 250 m , theGurobi solver [29] achieves in

several cases an optimal solution wittf node explorations of
wherex = [zy,...,zx] andz = [z, ..., zp]. the B&B algorithm. Although the AC algorithm may work off-

Since the aggregate utility defined in (6) only depends Qe and run on a time scale of several seconds, practical low-
the number of admitted UEs through the binary variables,  omplexity algorithms with worst-case polynomial complexity
its maximum value is attained by searching for the optimughqy|d be considered. In the next section, we propose a low-
values ofo; and3q satisfying Ry (ax, 8) = s andRa(Ba4) =  complexity algorithm based on clustering of UEs and iterative
¢4, by taking into account thaty, and 3" are implicitly |p (CILP), which is shown to be near-optimal for reasonable
related to the allocation variables andzq, i.e, Y, Y >0 values of number of the D2D pairs and the radius of D2D
if and only if z; = 1, and}_, fik) >0 ifand only if z;, = 1. cluster.

The minimum cost for the admission of the Gl)i.e, the
fraction of the RBsx"™" required to achieve minimum raig,

(10f)

B. Optimization Problem for AC

(6)

C. CILP Greedy Algorithm

thus o, > a’,?i”, can be then derived by setting, = ¢ in

In order to reduce the complexity of the optimal solution of

4),i.e, the AC problem in (10), we propose a low-complexity greedy
min Gk " (4 c,(f) 7 algorithm. The key-idea is to build clusters of UEs achieving
Yk = @ + dzl:)ﬁd - @ () the maximum value of a suitably defined objective function

[S

and to select them for admission in the cellular system until
which is function of the variableg!”) only. Note that the constraint (10b) holds. This objective function includes both
second additive term can be seen as the resource increniatutility, i.e., the total revenue of a UEs cluster, and the total
required by CUk to support resource sharing with a se€ost,i.e., the amount of RBs required to achieve the required
of D2D links in order to still achieve its minimum rate.QoS for each UE in the cluster.

When Ry, = g, the resource sharing constraint in (3) can be A clusterC = £’ UD’ is defined as a subset of CUs and
rewritten, after some simple algebra manipulation, as folloi&2D pairs that includes at least one CU. For each choice of

Z ﬁ(k) @® 3, its cost is given by¢(3) = ¥(x’, 3), while its objective
d

i k d
<o = > B < g,k € K. function is defined as

deD deD
- r /

By exploiting eq. (7) we can evaluate the total amount of thd/c(B) =U(a', z) - F¥ (', B) “ (11a)
RBs per time-slot required to support the set of CUs (given , (k) c ,
by x) admitted at their minimum rate, when they share the — Z/ Tp Uk — I Z/ Ba O + Z/ Wdzq
resources with the D2D pairs (according@, as kek dep k deb (11b)

(d)
U(x,B) =) i [% + Zﬁ,(f)( - %)] 9) whereu, = wy, — Fqp/c\” is the individual objective of
kek  “Ck dep Ck the CU k. Moreover,z) =1, 2z, = 1,if k € K', d € D,
. k .
Within this framework, the optimization problem for the ACreéspectively, andrj, = 0, z; = 0, 8 = 0, otherwise. The

can be then stated as follows parameterF' is a positive scaling factor.
A cluster C is said to be optimized i3 = 8¢ such that

max U(x, z) (10a) the objective function achieves its maximum valie(3¢),

©,z,8-0 . ) . .
stU(z,B) < S (10b) given the constralnts_(lod) and (10c). The optim@jnis the
o (@ solution of the following problem
Z Bg ¢ < Trqr, Vk e K (10c) ()
deD : k) (1 _ Sk
2 w2 A (1-%) 122
By ¢y’ = zdaqd, vd € D (10d) kEK’ deD’ k
kek st. S R D < g Vke K (12b)
x € {0,1}, Vk e K (10e) d;, ¢
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Z [3((;6)6((1@ > qa, Vd e D (12¢c) Algorithm 1 CILP Algorithm

keX! 1: Define A = [V, hic(d)]; hi(d) = 1if B > 0; 0
if and only if (12) is feasible. This is a simple LP problem,, ?r:ﬂi%.mlgea;:?(i)ﬁz,;; i%,>z9;:@(§f634::07{(?}?h%mspi (0}
yvhlch can be .opt|mall_y so_Ived ywth polynomlal complex— 3 Sort the setk according tows — FQk/CkO)
ity, eg., by using the interior-point or primal/dual-simplex 4: for all £ € K : do
methods. The resulting algorithm is also used to check th&  Build C} with €' = {¥' =1,...,k}, D’ = {0}.
feasibility of the problem. If the problem is unfeasible, clusterS: %r;daﬁ)rd €D do
C is said to be unfeasible. If the problem is feasible, it mays: Build C"y with K’ = K, D’ = {d}
happen that one CH € K’ exists such thaﬁfik) =0,YdeD'. 9 if Problem feasibl& \If(h@,ﬁ) < S then
This means that such CkJdoes not support resource sharinqof Dremp <~ D(tsr)npU {d}; 2z =1
vyith the D2D links inC. We finally define the minimal form 1;_ XdU:E,gL(h(d?) N Py
C of an optimized cluste€ as the subset of the cluster whichy3  endif © ® ¢
includes only the CUs that support resource sharing with D212: end for

e A ) ' (k) 15: repeat
pairsinC, i.e.C =D U{k € K': > jcp By >0} 1o d — argmingp v
The basic steps of the CILP algorithm are illustrated atthg. 4 —0; B=10; 2/ =0, Vke K

end of the paragraph, after having definddas the set of 18 forall k€ K:z; =0do

admitted links Ave, 4 = e (B5)—ena(BY) as themarginal  19: A”<— A+t qu/c; B« B+wy — Fa/c;
cost of the cluste€ with respect tod, AUc 4 = Uc(B5) — 2% Ty =1
) - : . : . > .
Ucna(B%) as themarginal objective of the clusteC with s : Ang‘;g‘%ﬁ g;%;Ud then
respect tad. The details can be found in Algorithm 1. 23: | break
. 24: else
Step 1: Initialize A to {0}. , , 25: Solve (12) with AU (d}, 10 get3,
Sep 2: Sort the CUs in the sek in decreasing order ... PR (k
. e > 26: a, =2 v ey, 8), Vke K
according to their individual objectives;. For eachk € K 27 if Problem Feasiblé: W(z', 3) < S then
build the clusterC? by using K’ = {k' = 1,...,k} and 28 D" D U{d"};
D' = {0}.If its cost is larger thars' set it as not-admissible. ggf endir B =B z=1.
Sep 3: For each D2D paitl, build the cIusteCQ by using 31 Dremp < Dremp \ {d*}
K' = K andD’ = {d}. If the optimized cluster o€} exists, gé defnd if
: end for

derive the minimal formC of Ch. If its cost is larger thar§

. . 34: for all d € Demp do
set it as not-adm|55|ble._ _ B _ 35 forall k€ K :af =h® do
~ Step 4: For each admissible clustéf; build a new cluster 4. AUy  (AUs — wi) — F(a — qu /)
ChUA: if its cost is larger tharB, then mark the cluste? as 5. b — a — g/
not-admissible. Compute thearginal cost and themarginal  38: end for
objective of all the admissible clustef§ andCl} with respect 3% if W(z",B") +¢a > S then
to A 40: ptemp <~ Dtemp\ .
: 41: end if

Sep 5: Find the clustelCh. with minimum marginal cost 42:  end for
among the admissible clustef§. If some admissible clusters ﬁf ?or;t'gllplfmpﬁ 0} 0 do
Cp exist that have both a largenarginal objective and a if \Il(aze* ﬁ;)lni_qk/c“” < S then
smallermarginal cost than those cﬂ’g*, then select the cluster 46- zi st koo
Cp. with minimum, include it in A and set the clusterd?, 47:  end if
k < k* as not-admissible. Otherwise, @. U A is feasible, 48 end for
include clusterCh. in A and set it as not-admissible.

Sep 6: Go to step 4 if at least one admissible clustég o
non yet included in4 still exists. to solve each LP problem. By considering the problem (12)

Sep 7: lteratively consider the single (ordered) not yeitn canonical form with matrix notation, it is straightforward to
admitted CUSt’ ¢ A. If the cluster{k’} UA is not unfeasible Show that th(D’ + K”) x (D'K”) matrix of the constraints

and its cost, when optimized, does not excSethen include results to be sparse. Hence, each LP optimal solution is
Ein A achieved with few iterations in all the investigated cases.

At the end of the algorithm, the resulting set of admitted
links is denoted withC* and the variables:;, z; are set to V. RADIO RESOURCEALLOCATION AND SCHEDULING
one for each CUk and D2D paird belonging toL". Given the set of admitted linkg*, i.e., the union of the

1) Complexity Analysis. In the worst-case the CILP Algo- sets of admitted CUK* and D2D pairsD*, resulting from the
rithm solves2D LP problems: the firstD problems involve AC algorithms proposed in the previous section, the aim of the
K variables andK + 1 constraints ¢ep 4), whereas the RRA strategy is now to allocate each RB to a CU in orthogonal
latter D LP problems ¢ep 5) involve iK variables and mode or to a couple CU - D2D pair in sharing mode, and the
K + i constraints, withi = 1, ..., D. By neglecting the fixed UE’s power budget to the different subchannels, in shert-
number of products and the low order terms, the complexitgrm time scale, i.e., slot by slot. We use time indexto
is O(DK Imjr), wherely; is the number of iterations requiredindicate time-slot sequence. The objective considered here is
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to maximize the weighted sum of short-term averages, ( RB allocation to a single CU or to a couple of CU and D2D

ergodic) rates under rate constraints. links, whereas constraint (16e) limits the power allocated to
Let yffi[n] € {0,1} be the binary variable that indicateseach link to the maximum budget of the related transmitter.

whether or not the subchanneht time slotn is allocated to Finally, (16f) dictates a non-negative power allocation.

CU k € K* and the D2D linkd € D} = D* U {0}, where The feasibility of problem (16) is not guaranteed if the set

d = 0 indicates orthogonal subchannel assignment to ACU £* of admitted links is too large with respect to the available
We denote withg, ; s[n] the short-term random power gain, resources, the channel conditions and the QoS constraints. This
including fading and path-loss components, between the Exent might happen when the rate model in (2) overestimates
of the linku € £* and the RX of linki € £*, on subchannel the long-term rate achievable by each link over one RB.
and time-slotz. Similarly to eq. (1), we define thghort-term  The behavior of the proposed algorithms in this case will be
SINR of link « when it shares the channel with linkgiven discussed in the next subsection.

u,i € L*U {0}, as follows The ergodic RRA and scheduling problem in (16) is a
combinatorial non-convex problem due to the discrete nature

. 0 lpe o] if u=0 of the variables iny and the non-linear expression of the
VD (Puyss piys)[n] = § Lol ifi=0,u#0  power-dependent SINR in eq. (13) which appears in both
guaslPusnl - Gihenwise objective (16a) and constraints (16b). Finding optimal solution

024gi,u,s[n]pi,s[n . . s
i el (13) of such NP-hard problem is computationally prohibitive. In

wherep, s[n], u # 0, denotes the power allocated to the T)order to derive a low-complexity optimized RRA we pro-
of link « on subchannet and time slotr. The instantaneous pose a framework which decouples the power allocation and
(short-term) achievable rate is modeled as the scheduling problems, and iteratively find a provably-
) _ oy ) _ " convergent sub-optimal solution. The algorithm is inspired by
€us (Pu,s Piss) [n] = A ABLogy (147, (Pu,s: Pis)[M/A”) — the methods proposed in [30] and extended in [31] to solve the
. (14) RRA problem in the downlink of multi-cell OFDMA systems.
where A’, A" are two parameters, namely the rate adJUStmmbwever, several modification are introduced here to adapt

and the SNR-gap, respectively, depending on the specific AMfe methods to our problem. Moreover, compared to [31], we
scheme adopted. Note that the parameiteis different from i oqce a novel and efficient method to evaluate the RRA

Ay usedin (2). initialization, which greatly impacts the final performance. In
To summarize, given the sgt— {gu.isln],u,i € L7, s € the next subsections, we provide efficient solutions for the
S} of the S[2K D+ K + D] realizations of the random channeljecoupled scheduling and power-allocation sub-problems. We
gains, the RRA algorlthmd at the BS determines the sets @k jllustrate the solution to the RRA problem when the set
allocation variabley = {y{")[n]. k € K*,d € Df, s € S,¥n} of powers is fixed to constant values (no power allocation),
and powerp = {pu s[n],u € L*,s € S,Vn} as functions of then we extend it to include power allocation.
the channel realizationg.
The ergodic rate achievable by the liike L* is then
defined byr,(y,p) = E[E(y,p)[n]], where E;(y,p)[n] is A. Scheduling with Fixed Power

the instantaneous rate given by In this subsection we consider the scheduling sub-problem

DS yl(f?[n]el(i)(pz,s,pd,s)[n] if 1 e K obtaineAd _when the values qf are fixed to given.feasible
Ei(y,p)[n] = s€S deD;; valuesp, i.e, the problem described by the equations (16a)-
’ > % ylnlel) (s, prs)ln] if L€ D* (16d) with p = p. Due to the binary variables iy this
SES ke~ (15) subproblem is still a combinatorial non-convex optimization

. . L roblem. Nevertheless, motivated by the “zero duality gap”
The ergodic weighted sum-rate maximization problem under : .
¢ traints is stated as foll esult of ergodic RRA in OFDMA systems [32], we solve the
rate constraints Is stated as toflows problem through Lagrangian dual decomposition by applying

a continuos relaxation of the variablesan
max > weri(y,p) + Y wdrd(y’p)] (16a) By defining the relaxed allocation variables @ =

hek b {590,k € K*,d € Dy, s € 8,¥n}, with 0 < §iV[n] < 1,

st.ri(y,p) > q, VieLl (16D) o |aved version of e (et (L0 o B e witen
Z Z yl(cds) [n]<1,VseS (16c) as:
keK* deD
sV [n] € {0,1}, Vk € K*,Vd € Dj,Vs €S max [Z werk(@8)+ Y wara(@,p) (173)
| (16d) KeK dep-
S.t. y,p) > q, vl e £* 17b
> _pslnl < B, VieL (16€) r(9,P) q(zd) (17b)
- YD all<t, Vses (17¢c)
pis[n] >0, Vie L VseS (16f) keK* deD;

~(d) « «
. - . 0< <1 VkeK*,VdeD}VseS (17d
where (16b) is the minimum average rate constraint for all the - y’“’s[n] - e R VEE o, Vs € (17d)

admitted links. Constraints (16c¢) and (16d) indicate exclusivehich is a convex optimization problem [32].
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Let L(g,p; ) be the Lagrangian function, angh =

1,
The dual problem becomes

minO(p) stu>0 (18)
m

where

O(p) = mex L(y,p; ) (19a)

=max | > mre(§,B)+ Y mara(§,p)| (19b)

ke deD*

to a result that does not satisfy the QoS constraints in (16b) for

, ur,] be the dual vector related to the constraint (17b3ome links can be forced by simply setting an upper limit to

all the dual variables im. This event should be easily detected
and this information may be suitably exploited to update the
set of admitted links.

B. Joint Scheduling and Power Allocation

Here we come back to the combinatorial non-convex prob-
lem in (16) and try to build an algorithmic solution by
extending the methods used to derive optimal scheduling with
fixed power (illustrated in Sect. IV-A) in order to include

is the dual objective, under the constraints in (17c), (17d)ower allocation. This solution will be in general suboptimal.

andm, = (w; + w), VI € L*. For any feasible solution of

As for scheduling with fixed power, we apply Lagrangian

p*, the solution of the dual objective is the solution, time sigiual decomposition and continuous relaxationgofnto 3.
by time slot, of the instantaneous weighted sum-rate (WSRji€ new problem can be formulated as in (17) by leaving

maximization:

max (7, ) (20a)

st. Y > gl<1,vses (20D)
kek* deDg

0< g <1 Vk € K*,Vd e Dy, Vs €S (20c)

where the timen is omitted for the sake of simplicity and

9(y,p) (21a)
= Z Z Z ﬂ;(jz [Wkegc(fg(pk,sapd,s) + ﬂ-de,(j]f; (pd,sapk,s)]

s€ES keK* deDy
(21b)

with m, defined as 0.

both p and g as optimization variables and by also including
the constraints (16e) and (16f). The dual problem becomes as
in (18) and its solution can be still obtained through stochastic
algorithm in (23). Within this framework, the solution of the
dual objective is, slot by slot, given by

max g(, p) (24a)
Yy,p
sty D sl Vses (24b)

keK* deDy
0< g <1 Yk € K*,Vd e D, Vs €S (24c)
> ps <A, Vie Lr (24d)
seS
s >0, Vie L VseS (24e)

Problem (20) corresponds to the OFDMA single-cell WSRhere timen is omitted for the sake of simplicity.

maximization problem, wit{ D + 1)K users, investigated in

The problem (24) replaces problem (20) in this new case. It

[32]. Hence, the almost-sure optimal scheduling solution is not convex and has a structure similar to that of the optimiza-
given by a tinner-takes-all” strategy [32], where here thetion problem for coordinated multicell downlink scenario in
“winner” may be either a CU or a couple of CU and D2D[31] where the total power constraint is per base station instead

At each time slotr, the subchannel is assigned to a C&?
and a D2D paitd; > 0, or exclusively to a CLk} if di =0,
according to the following rule:

(ki,d3) = argmax [mel” (Prss Pas) + mae) (Pa,s: Drs)]
keK*,deDy ’
(22)

of per link. A suboptimal solution can be obtained with an
algorithm that iteratively plays between two suitably defined
decoupled subproblems. The algorithm updates the solutions
of a first subproblem,e., the scheduling subproblem, by using
the solutions of a second subprobléra.,, the power allocation
subproblem, and viceversa. The scheduling subproblem in our

Since the dual problem in (18) is in general not tractabf@se is the one obtained from (24) by fixing the power values
analytically, an iterative sub-gradient method as in [33] cdf diven feasible fixed valugs, which is exactly the problem
be used to solve it. However, in realistic applications, tH8 (20), with solution in (22). In the same way, the power
adaptive implementation is suggested, where the dual variatdgcation sub-problem is the one obtained from (24) by fixing

are updated at each time slot as

wfn + 1) = [fn] - §(Ei(y* . p)ln) - a)]" (23)

where E;(y*,p)[n] is the instantaneous rate evaluated as in

(15) with y* = {y;V[n],k € K*,d € Dy, s € S,Vn} such
thaty; @ [n] = 1if k = kZ[n], d = dZ[n], andy; P [n] =

S

the scheduling variables to any given feasible get= 4,

whose elements must be {i, 1} as stated in (22),e.,

max 9(9.p) (25a)

s.t. Zpl,s < Ha
seS

vie Lt (25b)

0 otherwise, and is a constant step-size selected to ensure The sub-problem (25) is still non-convex. A similar problem

convergence [34].

was investigated in [30], [35]. By following the methods

It should be remarked that when the set of admitted useri®posed in [30], the solution of (25) can be approximated by
too wide with respect to available system capacity, thus madxploiting a tight lower-bound of the logarithmic function in

ing the problem in (17) infeasible, the adaptive algorithm ithe objective (25a), which allows to build a successive convex
(23) does not converge. However, in this case, the convergeapproximation procedure, also known as SCALE. Here, we
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briefly retrace the key steps of the procedure in [30], with @ Improved RRA initialization: SAA-SLM
formulation coherent to our proposed model.

For any¢ > 0, £ > 0, the following inequality holds As pointed out in [31], the iterative algorithm provides

log, (14 €) > alog, (&) + b (26) @ suboptimal solution, e.g. a local maximum, of problem

_ (24), whose values depend on the initialization used. It is

= L_, b =1log,(1+ &) — alog, (). (27) shown there that an enhanced power initialization strategy
1+¢ based on per-tone binary power selection and uniform power

allocation among active tones allows to significantly improve
the performance of the SCALE algorithm. However, due to
the different nature of the downlink considered in [31] with
9(9,p) > 9(9,p") (28a) respect to the uplink where the power budget is per user
_ c(dyr (D) k) and each subchannel can only be shared by one CU and one
B Z Z Z s [l (Phss i) + Taas (Pl oo s D2D pair, this technique leads to a poor performance. Note
(28D) that, since user-based binary power selection in the uplink is
already inside power allocation mechanism, the initialization
where method of [31] in the uplink is just uniform power allocation
e (pl .. pl,) = ABAal) log, (vg)s(ep;bvs,ep;vs)//l”) 4+~ among tones. Ther.ef_ore, we propose here a novel initiqlization
' R ' ' 29) Mmethod which exhibits better performance as shown in Sect.

andan)S andbe)S are parameters evaluated as in (27) by L)JSin\é' It is based on two steps.e., an initial subchannel amount
the vaiues of S,lNR’.&i?s resulting from the preceding iteration.aSSig”ment (SAA) and a subsequent subchannel link matching

These values can be evaluated through the set of poﬁueréSLM) with uniform power allocation.

resulting from the preceding iteration, also used in (22) to 1) Subchannel amount assignment (SAA): To derive an effi-
updatey, as cient low-complexity initialization procedure we first simplify
-731)5 _ 'Yq(ﬁ)s(ﬁu.saﬁi.s)a Vuic L seS (30 the g_eneral problem_in (24) by assuming that: (i) direct and in-
' ’ B terfering channel gains are constant over the set of subchannels
Thus, the new transformed power allocation problem becomagstheir average values given By ; = £ >, s Gu,is; Vu, i €
L*; (ii) a constant power budget is first assigned to each set
max §(J, p') (31a) of RBs shared by a CU and a D2D pair, vyhich is denoted by
p’ ’ P, for CU k € K* and by P; for D2D paird € D*, then
st Z ePhe < B, Viec (31b) the a_ssigned power budget is uniformly _distributed among the
RBs in the set (the same power budd#tis also assigned to
each set of RBs used by Cliin orthogonal mode). According
Note that the problem (31) is a standard concave maximiza-these approximations, it is straightforward to show that the
tion. In Appendix | we provide a low-complexity method toRRA problem in (24) collapses to the problem of finding the
optimally solve it by using the Lagrangian dual decompositiaptimal number of RBs allocated to each link with uniform
method. To summarize, if we denote wiil* the solution of power distribution among them.
problem (31), the algorithm that solves problem (24) iterates
the following steps:

By exploiting it and the transformatiop = ¢?’, we can write

sES kEK* dED;

seS

In fact, let N,gd) be the fractional numbed < N,E‘i) <S8

of RBs allocated to Clk and shared with the D2D pait,

« given the set, find p’* solution of (31) where, once again] = O_ indi_cates orthogona_l Cu allocgtion.

« updatep = eP” By following the ap droxm;atlon, we can rewrite the achievable

« given the sep, find y* as in (22) instantaneous ratg; )(N,E )} of link k € k*, when it shares

« updatej = y* N,id) RBs with link d € D*, and the achievable instantaneous

. updategff;)s as in (30), updatagf?s and bgf,)s as in (27). ratepff) (N,gd)) of link d € D*, when it sharesé\f,gd) RBs with
link k& € K*, as follows:

We finally observe that the solution of the ergodic WSR

optimization in (16) requires two layers of iterations. In the N,gd)f <%> , d=20

outer layer, at each step, the problem (24) is solved and the (4), \,(d)y _ 7 55 i 32

dual variablesu are updated as in (23). This can be used as P (M) = (d) N@ N (322)
. . N f kb deD

adaptive loop along time, also able to track long-term channel k 2+gd,(kdljd ’

variations. In the inner layer, the two problems (20), (31) are o

solved and both scheduling and power allocation variables are %

updated until convergence. We name the algorithm ED2D- p(N(®) = NP [ — 2 (32b)

SCALE. The convergence of the ED2D-SCALE algorithm can o? + %

be easily proved as extension of [31]. The next issue is how
to derive an initial starting point for the iterative procedure iwhere N = {N,gd), k e K*, d € D§} and f(zx) =
the inner layer, which is the subject of the next subsection.A’ABlog,(1 + 2/ A”) is defined in (14). The approximated

1536-1276 (c) 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TWC.2018.2840141, IEEE
Transactions on Wireless Communications

RRA problem can be then rewritten as follows: The ED2D-SCALE algorithm is finally outlined in Algo-
d d) k) nr(d) rithm 1. Here, the initialization ofx can be simply done by
max Z Z [mpl (VL) + mapy” (V)] (333) settinguy = 1 Vi € L.
kekK* deDg
st. > Y NP <s (33b) Algorithm 2 ED2D-SCALE algorithm with SAA-SLM
keK* deDg 1: Initialize Imax and , and setn = 0

. . ... 2: repeat
As shown in [11] and [36], where a problem with a S|m|lar3_ Solve the SAA problem (33) to gét™®, vk € K+, Vd € D"

struct_ure has been ar_1a|yzed, (_33) is a standard_ convex opji- Setnj = 3 N VkeK* nj= 3 Nék)7Vd€ D*
mization problem. Optimal solutions with complex®( K D) deD} ke
can be easily found via dual relaxation method. Since th&:  Setp;,s[0] = Pi/n;, if nj > 0;p,,5[0] = P,/S otherwise

resulting subchannel aIIocatioN,gd) is fractional, a suitable 3: gg{\;e:t%e SLM problem (34) to g@}{0]
rounding methotlis applied to have integer values f(‘if,gd) 8:  repeat .
that satisfy ", .. Sgeps N\ < S. It should be finally % Solve problem (31) to gep'[i + 1]

d that the result of this SAA procedure depends on the  seibi 1l =<l
not_e that t e result of this SAA procedure depen s on the Solve problem (17) to ge§i + 1]
arbitrary choice of the power®; and P,;. Although it is 12 Updatea, b according to (27) and (30)

natural to consider values of the two powers that satisfy tfﬁf umﬁ ;;;“jérl ence of — I
total power constraint,e., P;(D + 1) < P, and P4K < P4, 15, Updatep[n g 1] asin (23)
other values can be used in the approximated framework. 168 n+«+n+1
our results we simply seled®, = P, and P; = P,, because 17: until £* changes
in many cases each CU (or D2D pair) shares the resources
with only one D2D pair (or CU).

2) Subchannd link matching (SLM) with uniform power

allocation: By exploiting the estimate of the number of We consider the uplink of a LTE-like OFDMA cellular

V. NUMERICAL RESULTS

RBs allocated to each link, we can now initialize the poweaysteni with B = 3 MHz, resulting in S = 15 RBs,

set p with uniform values over the RBs allocated to thend carrier frequency equal  GHz. The most important

same link as followspy, s = Pr/ (> cp- N,gd)) andpy;, = System model parameters are listed in Table 1l. Monte Carlo
: : :

simulations with duration of 15 s are carried out by fixing

allocated to CUk and D2D paird, respectively, according to the number of CUs ta<' = 40 and by varying either the

the integer solution of problem (33). As a consequence, tjumber of D2D linksD or the radius of the D2D clustered

initial values of the sety can be found as the solution of amodel p- The weightswy, k & K, of the CUs are uniformly

subchannel link assignment (SLM) problem stated as; ~ distributed in [0,1], whereas the weights;,d € D, of D2D
users are uniformly distributed between zero and the minimum

Pa/(D ek~ N,gd)) where the power valuég, ; andp, ; are

max g(y, P) (34a) weight of the CUs, in order to prioritize CUs. The required
Y ) () average rateg;,l € L, for both CUs and D2D users are
sty yps =N, Vk e K*,Vde Dy (34b) get to 512 kbps. The UE-BS path-loss follows 3GPP case-
s€S 1 model defined in [38], whereas the path-loss of the D2D
Z Z y,idg =1, VseS (34c) links follows the outdoor-to-outdoor communication model in
kek* deDy [39]. The parameterst’ = 0.945 and A” = 2.061 in the

The problem in (34) is a classical matching problem, whicWOdel_ in (14) are derived through curve-fitting over the actual
can be efficiently solved through Hungarian method WithTE discrete rate-to-SINR function [40]. In the proposed CILP

complexity O(53). The resulting solutiong and § of the algorithm the parametdr has to p_e suitably selecte_d in c_)rder
SLM method can be then used as starting values for the EDZ?_balance the_two Va'“_es of utllity and cost functions n €q.
SCALE algorithm at each time epoch when the adaptive 11). After having expenm_entally checkegl that the _algonthm
algorithm updateg, p, . To further reduce the algorithmicWorkS well when t_h_e maximum cost (weighted Bj) is not
complexity, the initialization might be done at time= 0 only, gre_ater than the utility vqlues, we st= 0.05 for our results,
and the initial values of the inner layer algorithms for> 0 as in our setup the maximum costds= 15 and the average

might be replaced by the resulis and p of the same inner utility Per useris around 0.5.
layer algorithm at time.— 1. However, we have checked from We first investigate how to select the value of the parameters

simulation results that this algorithmic simplification leads tél/ _and A (which depends or) in the model (2), used to
a small, but not negligible, performance loss. estimate the rate per RB for each link. The performance of

the joint AC and RRA has been investigated by varyjnigr
1In our numerical evaluation, we evaluate an integer solution by first findirfdifferent numbers of CUs and D2D links. We have found that,
them = S — Yjcxcr Caeps |N{? | variables having the largest value ofthe maximum value of allowing to match the minimum long-
N — NS |. For these variables we s&f(”) « |N{”| + 1, while for term rate requirement for the 99th percentile of the admitted
all the others we seN.") « [N ].

2If the denominator is zeroi.e., no RB is allocated by SAA to linkc 3In LTE systems SC-FDMA is used for the uplink. In this case, some
or d, the minimum powerPy /S or P;/S will be assigned to this link for additional specific allocation constraints significantly increase the complexity
initialization, to prevent initial link exclusion. of the RRA problem. This issue is addressed in [37].
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System model 16 1 - e

= - —stmform_ _ ¢ e
Cell layout Single circular cell ° 0.8]-o-Waterfilling " g
Cell range 500 m g 1§ proverorererorereoraerer Lé Tlesna-sim ] f 8
Number of CUs 40 -3 509 O
CU distribution Uniform % T SR ST SR SIS LR Y SRR PSR S04 f g
Minimum CU distance 50 m 814/ ~=-Uniform _ EOZ P
CU path loss [dB] 128.1 + 37.6log; o (d[km]) [38] :Z:\é\/’\?/tf_rgfil:\;‘ng : S
Penetration loss [dB] 15 17 s ) s o= 1'6' = 2
Number of D2D links [5, 10, 20, 30, 40] Iteration Dual Objective
D2D users distribution Clustered model [7] (@) (b)
Radius of D2D cluster [m] [50, 100, 200, 250, 300, 400]
D2D path loss [dB] 157.5 + 43.71og o (d[km]) [39] Fig. 2. Example of the dual objective (19) evolution over the inner iterations
Channel model ITU A extended pedestrian of the proposed RRA algorithm (a) and empirical CDF of the final dual
System bandwidth 3 MHz objective (b), according to three different power and scheduling initialization
Subchannel bandwidth 180 kHz strategies withD' = 20 andp = 250 m.
Number of available RBs | 15
Time-slot duration 1ms 1 ~ Feng (CUES) o
UE’s power budget 24 dBm -e-Feng (DUEs)
Noise power density 210720 W/Hz o.s—*iroposeg ggg ;

- - % -Propose
N_Ilnlmu_m rate 512 kbps w |~ Optimal (CUES)
Simulations drops 200 8 0.g!-°-Optimal (DUESs)
T
TABLE Il E 04 e }
SIMULATION PARAMETERS - P
0.2
UEs is 0.8. By increasing beyond this value, the model in (2) 0 26 verage Rate [kbps] 1024

overestimates the achievable rate and the number of admitted

UEs increases, thus increasing the probability of infeasibf@. 3. Empirical CDF of the UE average rates when= 20 and p =100
RRA (no solution for problem (16)) using the proposed sul*

optimal algorithm. Hence, we use= 0.8 for the evaluation of

the ne>_<t results. Regarding parametéiof (2), it is reasonable working with ED2D-SCALE algorithm, and (ii) the system
to set it equal to parameter’ of (14). with AC and RRA proposed by Fergal. in [7]. In [7] it was
As a second step we evaluate the convergence prop_enggumed that the subchannel allocation to CUs was already
and the performance of the proposed ED2D-SCALE algor'thﬁ%en done, thus allowing the D2D links to share a RB if the
for a feasible set of admitted users in the considered Scenamgtantaneous QoS requirements for both the CU and the D2D
according to different RRA initializations.e, user were satisfied. Here, to obtain a meaningful comparison,
« uniform power allocation among sqbchannels, Pis = the strategy in [7] is implemented by first performing AC for
Fi/S, vl € L, and channel allocation as in (22), whichcys using the solution of problem (10) without D2D links.
is the result of the initialization proposed in [31] wheny, this scenario, problem (10) collapses in the well-known

applied to the uplink knapsack probleni,e.,
» water-filling power allocation, i.e, p;s =

[A'mAB/(In(2)N) — A" /g™, VI € L, where )\, — max > mpw, sty wrai/cy) < S(1 - dpzp) (35)

is derived through the power budget constraint equation kek kek
(16e), and channel allocation as in (22) where, for the sake of a fair comparison, we introduce in
« the SAA-SLM method proposed in Section IV-C. each simulation drop a resource gégpp to the total RBs

Fig. 2a shows a representative example of the evolution thfat accounts for the resources required to accommodate D2D
the dual objective in (24a) over the inner iterations of thienks. The admitted CUs are then scheduled according to the
proposed ED2D-SCALE algorithm and the empirical CDF afptimal solution of the RRA without D2D links (see [32]).
the dual objective at convergence with= 20 D2D pairs and  The performance in terms of average rate achieved by the
cluster radiusp = 250 m (a). We can note that the ED2D-admitted UEs is investigated in Fig. 3 for the three strategies.
SCALE algorithm quickly converges in few iteration for allHere, the empirical CDF of the rates of both CUs and D2D
the RRA initialization considered. Moreover, as statisticallysers is reported for a test-case with= 20 and p = 250
verified in Fig. 2b, the proposed SAA-SLM initializationm. The resource gappyp is set to 0.2. The step-siz& in
method significantly increases the ED2D-SCALE performantiee ED2D-SCALE algorithm is set ta0~*. Although the
of 10 % on average and up to 35 % with respect to the oth&€ and RRA strategies in [7] allow short-term QoS support,
two benchmark cases. the resulting long-term performance is highly unfair. In fact,
Now, we compare the system that jointly applies théhe 40 % of the D2D links, which correspond to the short-
proposed CILP AC and ED2D-SCALE algorithms with thelistance D2D links, achieve a long-term rate larger than the
following benchmark cases: (i) the system with the optimalouble of the rate requirement, whereas another 40 % of D2D
AC obtained by solving (10) usinGurobi solver [29], jointly links are not able to achieve a long-term QoS support. The
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—o—Optimal (CUEs) Fig. 7. Rate of satisfied UEs evaluated by varying the nunibesf D2D
o ‘ ~ °~Optimal (DUEs) links with p = 300 m (a) and by varying the cluster radigswith D = 20
0 0.1 0

2 1] 03 04 (b).

Fig. 4. Empirical CDF of the energy consumption per informatbit when

D =20 andp =100 m. as link, diversity of the underlay system.
Fig. 5 shows, for each strategy, the average utilitg,
P —Feng 2 —Feng the sum of the utility revenues in (10a) for the links having
j"ngPosej . ~~Proposed the average rate guaranteed, along with its standard deviation,
2 ptimal . % - 1 20 Optimal i . . .
o L > _ according to different numbers of D2D link® with cluster
% 5 | i~ radiusp = 250 m (Fig. 5a), and different cluster radii with
13 13 D = 20 (Fig. 5b). The utility is normalized to have its
maximum value equal to the numbegrof links. The proposed
1510 Num%%r o S’SD 40 ! SORlafiﬁus ozf%)ZD c3|33er [fn‘c])o CILP AC achieves near-optimal performance for a reasonable
number of D2D connections and D2D maximum distance. As
@ () the cluster radius or the number of D2D links increases, the

Fig. 5. Average utility (6) resulting from the joint use of CILP-AC andutility gap increases. However, even in the worst-cases when
EI(DjZD-SCALE stre(\tiglesabg varying thﬁ nulmb@rof 32D llnrlfs with CIU(S;;%r (i) the number of D2D links is much larger than the available
radiusp = 250 m (a), and by varying the cluster radipswith D = 20 (b). _ i
The bars represent the standard deviation of the utilities. RBs and equal to the number_ of CUSE_( D - 40)_ or (")

the D2D users are almost uniformly distributed in the cell,
the average gap is limited tt0%, with a standard deviation

0. 0.
0.28 024 not larger than 5 %, resulting in a good trade-off between
4 H—G\B———B | . . - .
o0z e 02 / optimality and complexity. The strategy presented in [7] shows
2014 B 2 a4 poor performance when compared to the proposed AC and
< s D et B e RRA when the number of D2D pairs is large for all the
0.1 ~Feng 0.1 __o____:_::S‘ ~Feng d d | d h h
0.09-+-Proposel ood F° e-Proposel considered cluster radius. The aggregate revenue gap at the
© Optimal © Optimal service provider with respect to the CILP AC is up to 50%
® Pnumberordon ¥ SRadius of 020 duster i for large numbers of D2D pairs.
(@ (b) The improvement in terms of energy efficiency is also

fo 6 E . NP § e verified at different values of number of D2D users or cluster
g o o D B 8 eB5 SR g i @ shown in Fig. 6. Compared to the benchmark, wher
varying the numbet of D2D links with cluster radiup = 250 m (a), and the number of D2D pairs increases, our proposed AC and
by varying the cluster radius with D = 20 (b). RRA select the best D2D links in terms of both utility and
cost by fully exploiting the multi-link diversity. This leads to
an increase of the average energy efficiency. Naturally, when
proposed and the optimal AC jointly used with ED2D-SCALEhe D2D cluster radius increases, the energy efficiency also
algorithm performs similarly and fairly with respect to bothincreases, due to the larger path-loss in all the considered
D2D users and CUs by providing an average rate larger thsinategies. However, the slope of the energy consumption
the requirement of all admitted UEs. curve for the proposed strategies is smaller than that of the
It is important to note that this improvement is not at thbenchmark.
expense of an increase of the energy spent by the UE’s. InThe performance degradation in terms of QoS experienced
Fig. 4 the empirical CDF of the average transmission enery D2D users for the short-term AC and RRA strategies
consumption per information bit.e., en; = E[>__ pi,s|/r; for proposed in [7] is highlighted in Fig. 7 for different numbers
the generic linki € L*, is reported. Although the energyof D2D pairs and different values of D2D cluster radius. Here,
efficiency is not the major focus of our paper, we are able the performance metric is the percentage of satisfied CUs and
qguantify how the the proposed long-term methods significant2D pairs,i.e., the number of CUs (D2D pairs) achieving the
decrease the energy spent by both CUE and D2D TXs. Withquired minimum rate with respect to the total nhumber of
respect to the benchmark in [7], our proposed strategies s&@ds (D2D pairs) in the system. Compared to the benchmark,
more than one half of energy. This is due to the fact that oaur framework increases the percentage of admitted D2D links
strategy better exploits the time, frequency, multiuser, as welh to 40% (30% on average).
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V1. CONCLUSIONS by

In this paper, we have proposed a joint AC and RRA strat-

egy for D2D communications underlaying cellular networ%k
,S

that supports QoS, in terms of minimum rate, in the long-
term. The proposed AC is built on a simple model for the
estimation of the achievable long-term data-rate as function of

2
A d) A A
( & +,3k,d,s) -ﬁ‘40t§C s = Brd, s — =
Ik,d,s " k,d,s Ik,d,s

= 22k , A >0

o
Gha,sPhd,s” A =0
(39)

the average channel condition of each direct and interferiMéth the constrainpy, s € [0, ). If, for a subchanned, d, =

link. After showing that the optimal AC is a NP-completd), only one equation fopy, ,, i.€., pk,, sk,

—a =0 has

problem, we have derived a near-optimal CILP algorithm witto be considered.
polynomial complexity. The low-complexity RRA algorithm By observing that each power valge, in (37) and (38)

for the admitted UEs has been derived by maximizing thiepends on\; only,i.e, p; s

f(A), the set of dual variables

average weighted sum-rate under average rate constraintsXor € £*, can be found from the set of constraint equations
both CUs and D2D users. Joint subchannel and power alloda, s pi,s = P, for eachl € L£*. The solutions of these
tion has been addressed through an iterative algorithm nanegghiations can be independently derived through line-search,

ED2D-SCALE. Numerical results, obtained through extensieg.

Monte Carlo simulations, have shown that the proposed CILP
AC strategy is near-optimal for reasonable values of distance
and number of D2D links. Furthermore, the joint use of the
proposed CILP AC and RRA strategies outperforms existingi!
frameworks by increasing the number of satisfied D2D links
up to 50 % and by reducing the energy expense by more thag
50%.
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APPENDIX |

DERIVATION OF PROBLEM(31) SOLUTIONS -
Since the problem in (31) is convex, solving the first-
order optimality conditions is sufficient to obtain a global
optimal solution. Given a sétof allocation variables, for each
subchanne$ let us defingk, = [ if a user index € K* exists
such thaty gjl(i) =1, andd, = [ if user index/ € D* exists

such thaty", 45", = 1. Let us now consider the following [®!
Lagrangian function associated to problem (31)

LN =g00) - S (St -n)  ce) B

el seS

(7]

where \; > 0 is the dual variable for the power budget
constraint of each link € £*. For any feasible set of dual [t
variablesh = {)\;,] € £*} the dual objectivenax, L(p’, \)

is obtained through the solution of at m@¥ equations, two
for each subchannel € S having one CUj.e, k; # 0, and

one D2D pairj.e, ds # 0, active, as follows:

(11]

ks ds ds
D Moo b st Phos [N TG54, (04—l )] —al®) =

ds ks ks
DB NGl s P 00k, (0 =)=l =0 g
3

= 0 with the
(@)

Oy, s

which are obtained fronvL(p', \)/dp;
positions: pis = eFis, gl Gu,ins/ 0%, (14]
ABAN'7, 1og2(e)a5ﬁ)§. As example, the solution of equation
(37), usingk = ks, d =ds and S 4,5 = 0‘51]2 - oz;fi, is given

, through bi-section method.
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