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Introduction

Moral judgment can be broadly defined as the process by 
which people decide whether a course of action is right 
or wrong, including the evaluation of rights, duties, or 
obligations (e.g., Colby et al. 1980). While in some situa-
tions people can easily and unanimously judge the moral 
appropriateness of specific actions and behaviors, such as 
in intentionally hurting others, deciding is harder when 
conflicting moral principles or rights are at play. Indeed, 
particular set of circumstances, in which the rights of dif-
ferent individuals or stakeholder groups must be taken into 
account, may lead to divergent moral judgments. This is 
the case of moral dilemmas, typically involving a conflict 
in choosing between two undesirable alternatives, both 
of which have aversive consequences and none of which 
clearly emerges as the right thing to do (e.g., Braunack-
Mayer 2001; Sinnott-Armstrong 1987), such as in choos-
ing between killing one person and letting many people 
die. The Trolley and Footbridge problems are prototypi-
cal examples of this condition. In the Trolley dilemma, the 
only way to save five workmen from a runaway trolley is to 
pull a lever redirecting the trolley onto a sidetrack, where 
it will kill a single workman. In the Footbridge dilemma, 
the only way to save the five workmen is to push a large 
man off an overpass onto the track, where he will die while 
his body will stop the trolley. Despite the same cost/ben-
efit ratio, moral judgments in the two dilemmas appear 
to be driven by different principles, as most people judge 
that pulling the lever in the Trolley dilemma is morally 
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dilemmas the anticipation of the emotional consequences 
of causing intentional harm might contribute to the deci-
sion of rejecting utilitarian resolutions. However, no empir-
ical data have been reported on the emotions felt by partici-
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acceptable, whereas pushing the man in the Footbridge 
dilemma is not (e.g., Hauser et al. 2007).

Empirical evidence suggests that intentionality of action 
plays a major role in producing divergent moral judgments. 
Indeed, people tend to choose action when harming others 
is a foreseen but unintended consequence of producing an 
overall greater good (as in the Trolley dilemma), while they 
prefer action omission when the harmful act is an intended 
means to pursue a greater good (as in the Footbridge 
dilemma) (Foot 1967; Cushman et  al. 2006; Hauser et  al. 
2007). In addition, the negative emotions elicited by harm 
are found to increase judgments of moral blameworthiness 
only when the harm is intentional (Treadway et al. 2014).

According to the dual-process theory (Greene et  al. 
2004, 2001), emotion is the critical factor differentially 
affecting moral judgment in the two types of dilemmas. 
Specifically, based on different types of evidence, includ-
ing behavioral, functional magnetic resonance, and event-
related potential data (Borg et al. 2006; Greene et al. 2001, 
2004; Moore et  al. 2008; Sarlo et  al. 2012), dilemma 
resolutions are hypothesized to be driven by the interac-
tion between two competing processing systems mediated 
by partially dissociable neural networks: a fast, automatic 
emotional system engaging mainly the amygdala and the 
ventromedial prefrontal cortex (vmPFC), and a slow, con-
trolled cognitive system engaging mainly the dorsolateral 
prefrontal cortex (DLPFC) and the inferior parietal lobe. 
In particular, cognitive processes would drive utilitar-
ian choices (e.g., approving of killing one person to save 
more lives) in Trolley-type dilemmas, whereas emotional 
processes would prompt non-utilitarian choices (e.g., 
disapproving of killing one person to save more lives) in 
Footbridge-type dilemmas. Further evidence in support of 
the dual-process theory comes from neuropsychological 
studies that consistently showed an atypically high num-
ber of utilitarian responses to Footbridge-type dilemmas 
in patients with focal lesions to the vmPFC (Ciaramelli 
et al. 2007; Koenigs et al. 2007), suggesting a causal role 
played by emotional brain networks in rejecting utilitarian 
resolutions.

In spite of the large number of studies emphasizing the 
central role played by emotions in moral decision-making, 
to the best of our knowledge, only few studies have focused 
on the emotions felt by participants when responding to 
moral dilemmas. Specifically, Choe and Min (2011), using 
25 Footbridge-type dilemmas (i.e., “personal” dilemmas 
in the Greene et  al.’s 2001 study), asked participants to 
judge the appropriateness of the utilitarian resolutions and 
to choose the emotion most intensely felt during judgment 
from among anger, sadness, fear, anxiety, disgust, guilt, 
shame, surprise, and empathy. Results showed that guilt 
was the most intensely felt emotion, followed by sadness, 
disgust, anger, empathy, and anxiety. In another study by 

Szekely and Miu (2015), where a subset of 12 Footbridge-
type dilemmas was used, participants were first asked to 
choose between two courses of action (utilitarian/non-
utilitarian) and then to identify the predominant emotion 
they were feeling during decision, by rating its intensity 
on a 5-point Likert scale. The results showed that fear and 
disgust were more frequently reported when participants 
rejected utilitarian resolutions, whereas regret was more 
frequently reported when participants accepted utilitarian 
resolutions. The frequency of the other emotions did not 
differ between utilitarian and non-utilitarian choices. Emo-
tional intensity was overall higher for non-utilitarian than 
utilitarian choices.

Although these studies are valuable in highlighting the 
different emotions felt by participants during judgment or 
decision-making (Choe and Min 2011; Szekely and Miu 
2015), they investigated Footbridge-type dilemmas only, 
providing no information about Trolley-type dilemmas. 
However, as there is a general agreement that both cogni-
tive and emotional processes play a role in both Trolley- 
and Footbridge-type dilemmas (Greene et  al. 2004; Gub-
bins and Byrne 2014; Manfrinati et al. 2013) it is of crucial 
interest to assess the emotions associated to both types of 
dilemmas in order to clarify their role in affecting decision 
choices.

According to the dual process theory of moral judg-
ment (Greene et al. 2001, 2004), unpleasant emotions play 
a causal role in driving non-utilitarian choices in Foot-
bridge-type dilemmas. This would imply that emotions are 
engaged more intensely during decision-making rather than 
after decision choice. In contrast, it might be argued that 
in Trolley-type dilemmas, emotions, while not playing any 
causal role in driving decisions, are strongly engaged by 
decision outcomes of utilitarian choices (i.e., the death of 
one person for the greater good).

Another relevant issue to be clarified in this context 
is the role played by the anticipation of future unpleas-
ant emotional states in driving decision-making. Indeed, 
it has been suggested that in Footbridge-type dilemmas 
the anticipation of the emotional consequences of causing 
intentional harm might provide a substantial contribution to 
the decision of rejecting utilitarian resolutions (Ciaramelli 
et al. 2007; Sarlo et al. 2014). However, in the relevant lit-
erature no empirical studies have been reported to test this 
hypothesis.

On these bases, the first aim of the present study 
was to investigate in both Trolley- and Footbridge-type 
dilemmas the specific emotions engaged both after deci-
sion choices and after the generation of a counterfac-
tual scenario. In particular, we aimed at comparing the 
two emotional patterns in terms of intensity and quality. 
To this end, we asked participants to rate the intensity 
with which they felt the six basic emotions (fear, anger, 
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disgust, sadness, joy, and surprise) and the main moral/
counterfactual emotions (regret, disappointment, guilt, 
shame, and relief), both after the decision and after hav-
ing imagined themselves in choosing the alternative 
resolution.

Traditionally, counterfactual thinking consists in the 
mental simulation of events, actions, or decisions, that 
is alternative to what happened in reality (e.g., Kahne-
man and Tversky 1982) and it is acknowledged that, 
when generating counterfactual scenarios, people expe-
rience a range of emotions such as regret, relief, blame, 
disappointment, and guilt (e.g., Gilovich and Medvec 
1994; Johnson 1986; Kahneman and Miller 1986; Mel-
lers et  al. 1999). Importantly, decisions can arise from 
counterfactual comparisons in which people anticipate 
how they will feel about the different courses of action 
(see Loewenstein et al. 2001). Consistent with this view, 
in the field of moral decision-making, Sarlo et al. (2014) 
showed that in Footbridge-type, but not in Trolley-type 
dilemmas, the egoistic motivation to alleviate one’s own 
distress (as measured by the Personal Distress subscale 
of the Interpersonal Reactivity Index; Davis 1980) drove 
the behavioral choices toward non-utilitarian resolutions. 
In other words, the authors suggest that the actual choice 
might be motivated by the counterfactual anticipation of 
the (unbearable) aversive emotional state associated with 
the (unchosen) utilitarian resolution. Although we did 
not directly measure anticipated emotions, the rationale 
of the paradigm employed in the present work was based 
on the assumption that the comparison between the emo-
tions experienced after decision and after counterfac-
tual may reflect the spontaneous (and possibly uncon-
scious) comparison between the emotional costs of the 
two alternative resolutions people might make (during 
decision-making) before choice. We hypothesized that in 
Footbridge-type, but not in Trolley-type dilemmas nega-
tive emotions would be overall more intensely felt after 
the counterfactual generation, due to the greater emo-
tional cost associated with the outcome of the unchosen 
option.

Our second research aim was to demonstrate a causal 
relationship between the negative emotions felt after 
counterfactual generation (especially guilt and regret) 
and decision choice in Footbridge-type dilemmas. Based 
on the dual process theory of Greene et al. (2001, 2004) 
and the results by Sarlo et  al. (2014), we hypothesized 
counterfactual/moral emotions to predict the rejection 
of utilitarian decisions in Footbridge-type but not in 
Trolley-type dilemmas. Whether during the resolution 
of Trolley-type dilemmas counterfactual/moral emotions 
play a role in shaping decision choices or act as a mere 
correlate of decision-making will be also clarified.

Methods

Participants

A total of 148 undergraduate students (121 females, age 
range 18–29 years) at the University of Ferrara voluntar-
ily participated in the study. Because of too many missing 
responses (>65%), the data of 17 participants were dropped 
from the analyses. The final sample, then, consisted of 131 
participants (111 females).

Participants were tested in a classroom setting, they 
were informed that their responses would remain anony-
mous and gave written consent before participation. The 
study was conducted according to the Declaration of Hel-
sinki and according to the deontological rules of the Italian 
Psychological Association (AIP).

Stimulus material

Participants received a booklet containing the instruc-
tions, and the texts of 20 moral and 5 filler dilemmas. All 
dilemmas were drawn from the standardized set of Lotto, 
Manfrinati, and Sarlo (2014). Detailed information on the 
criteria used to develop this set of stimuli can be found in 
Sarlo et al. (2012) and in Lotto et al. (2014). We employed 
10 Footbridge-type dilemmas, which described killing one 
individual as an intended means to save others, and 10 
Trolley-type dilemmas, which described killing one indi-
vidual as a foreseen but unintended consequence of sav-
ing others. The 5 filler dilemmas involved no deaths and 
described other moral issues, such as lying or being dishon-
est (for examples, see Table 1).

The moral dilemmas were selected from the norma-
tive dataset of Lotto et  al. (2014) on the basis of the fol-
lowing criteria: (a) we selected only the dilemmas in 
which the agent’s life was not in danger, thus excluding the 
dilemmas in which killing one individual resulted in sav-
ing one’s own and other people’s lives (“self-involvement 
dilemmas”), (b) we selected the 10 Trolley-type dilem-
mas that had received the highest percentages of utilitarian 
responses (M = 70.84%, SD = 6.91, range = 61.67–81.67%), 
(c) we selected the 10 Footbridge-type dilemmas that had 
received the lowest percentages of utilitarian responses 
(M = 12.58%, SD = 4.77, range = 7.50–24.17%). Foot-
bridge- and Trolley-type dilemmas were matched for the 
number of numerical consequences (i.e., the number of 
people to save or to let die).

Procedure

Each participant was presented with a 25 pages booklet. On 
each page there was the text of one moral dilemma. Each 
scenario ended with a sentence describing the proposed 
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utilitarian resolution (see Table  1), and participants were 
asked to indicate whether they would perform the proposed 
action by choosing between “yes” and “no”.

After their decision, participants rated their actual emo-
tional state by indicating the intensity with which they felt the 
six basic emotions (fear, anger, disgust, sadness, joy, and sur-
prise) and the main moral/counterfactual emotions (regret, 
disappointment, guilt, shame, and relief). Following Gior-
getta, Zeelenberg, Ferlazzo and D’Olimpio (2012), three dif-
ferent Italian words were used for regret (“rimorso” = action 
regret, “rimpianto” = inaction regret, and “rammarico” = 
general regret) and two for disappointment (“disappunto” = 
general disappointment, and “delusione” = action/inaction 
disappointment)1. The intensity of each emotion was evalu-
ated on a 5-point Likert-type scale, where 0 meant “I don’t 
feel this emotion at all” and 4 meant “I feel this emotion very 
intensely”. The task was introduced by the sentence “How do 
you feel now, after the decision? To what extent do you feel 
the following emotions?”

Then, participants were asked to imagine to choose the 
alternative (unchosen) resolution and to complete the con-
ditional sentence “If I had decided to ________” and to 
describe the counterfactual consequences of the alternative 
course of action (e.g., “If I had decided to push the man off 
the bridge, the 5 workers would be alive”). This task was 
introduced by the sentence “Imagine that you had chosen 
the alternative resolution. What would have been the conse-
quences of this choice?”

After completing the conditional sentence, participants 
were asked to rate again their current emotional state using 
the same 5-point Likert-type scale, with the 14 emotions pre-
sented in a different order. This task was introduced by the 
following sentence “How do you feel now, after having imag-
ined that you had chosen the alternative resolution? To what 
extent do you feel the following emotions?”

At the conclusion of the experiment, participants were 
debriefed, thanked, and dismissed.

Data analysis

An analysis of variance (ANOVA) was carried out in order 
to compare the percentages of utilitarian responses in the 

1 The different meanings of the specific words depend on their asso-
ciation with responsibility. Specifically, in English, “regret” is asso-
ciated to both action and inaction, whereas in Italian “rimorso” is 
associated to regret for action, “rimpianto” is associated to regret for 
inaction, and “rammarico” refers to a general negative feeling fol-
lowing a negative outcome. In a similar way, the Italian word “dis-
appunto” corresponds to an attribution-independent emotion, whereas 
“delusione” is associated with the agent’s responsibility, that is, both 
with action and inaction.

two types of dilemmas, with Type of Dilemma as a within 
subject factor (Trolley-type vs. Footbridge-type).

A second ANOVA was conducted on the mean intensi-
ties of the emotions, with Moral Condition (actual decision 
vs. counterfactual generation), Type of Dilemma (Trolley-
type vs. Footbridge-type), and Emotion (anger, disgust, 
fear, sadness, joy, surprise, action regret, inaction regret, 
general regret, action/inaction disappointment, general dis-
appointment, guilt, shame, relief) as within-subject factors.

Two separate regression analyses were run for Trolley-
type and Footbridge-type dilemmas on the percentages of 
typical choices, using as predictor variables the difference 
scores between the emotion intensities after counterfactuals 
and those after decision choices.

In order to focus on the processes involved in the typical 
dilemma resolutions, only the typical responses, i.e., utili-
tarian responses for Trolley-type dilemmas and non-utili-
tarian responses for Footbridge-type dilemmas, were con-
sidered (N = 1232, 106 females).

The corrected p-values for effects within variables with 
more than two levels are reported together with the Green-
house-Geisser epsilon (ε) and the uncorrected degrees of 
freedom. The Bonferroni-corrected post-hoc comparisons 
were conducted on significant main effects and interactions.

All analyses were performed using IBM SPSS Statistics, 
21 (Armonk, New York, USA).

Results

Percentages of utilitarian responses

As expected, Trolley-type dilemmas elicited a higher pro-
portion of utilitarian responses than Footbridge-type dilem-
mas [F(1,130) = 372.32, p < .0001, ηp

2 = 0.74; Ms = 64.20% 
vs. 15.58%, respectively].

Emotional state

The ANOVA showed a significant main effect of Moral 
Condition [F(1,122) = 136.68, p < .0001, ηp

2 = 0.53], with 
more intense emotions experienced after counterfactual 
than after decision (Ms = 2.37 vs. 1.92), a main effect of 
Type of Dilemma [F(1,122) = 30.70, p < .0001, ηp

2 = 0.20], 
with Trolley-type dilemmas eliciting overall more intense 
emotions than Footbridge-type dilemmas (Ms = 2.23 
vs. 2.05, respectively), and a main effect of Emotion 
[F(13,1586) = 254.52, p < .0001, ε = 0.55, ηp

2 =0.68].

2 Eight additional subjects were excluded by the statistical program 
because they did not provide typical responses for any of the two 
dilemma types.
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The Moral Condition × Type of Dilemma interaction 
was significant [F(1,122) = 75.63, p < .0001, ηp

2 = 0.38], 
showing that the increase in emotional intensity after the 
counterfactual generation was larger for Footbridge- than 
Trolley-type dilemmas. Moreover, the emotional intensity 
was larger for Trolley- than Footbridge-type dilemmas 
after decision (p = .0001; Ms = 2.13 vs. 1.70, respectively), 
whereas it was larger for Footbridge- than Trolley-type 
dilemmas after counterfactual (p = .003; Ms = 2.41 vs. 2.32, 
respectively).

The other two-way interactions were significant (all 
ps < .0001) and were qualified by the significant Moral 
Condition × Type of Dilemma × Emotion interaction 
[F(13,1586) = 21.91, p < .0001, ε = 0.47, ηp

2 = 0.15]. Mean 
emotion intensities as a function of type of dilemma and 
moral condition are reported in Table 2 along with p values 
of pairwise comparisons within and between Trolley-type 
and Footbridge-type dilemmas.

In particular, for both Footbridge- and Trolley-type 
dilemmas all negative emotions (except fear) were more 
intensely felt after the counterfactual generation than 
after the actual decision. Shame, guilt, inaction regret and 
action regret were the emotions that increased most in the 
Footbridge-type dilemmas, whereas inaction regret, action 
regret, and action/inaction disappointment were those that 
increased most in the Trolley-type dilemmas. However, the 
intensity of the positive emotions, namely, relief and joy, 
was lower in the counterfactual than in the decision con-
dition for Trolley-type dilemmas, whereas no significant 

differences were observed for Footbridge-type dilemmas in 
the two moral conditions.

Importantly, results also showed that when participants 
gave utilitarian responses to Trolley-type dilemmas, sad-
ness, guilt, and anger were the emotions most intensely felt 
both after decision and after counterfactual generation. In 
contrast, when participants gave non-utilitarian responses 
to Footbridge-type dilemmas, sadness, anger and fear were 
the emotions most intensely felt after decision, whereas 
sadness, anger and guilt were the emotions that prevailed 
after counterfactual generation.

Regression analyses

Two separate regression analyses were run in order to test 
whether the decision choices were predicted by the differ-
ence in intensity between the emotions experienced after 
decision and after counterfactual generation (i.e., the net 
increase in emotional cost resulting from the comparison 
between the two alternatives). Specifically, for each type 
of dilemma, a multiple regression analysis was run on the 
percentages of typical choices, using as predictor variables 
the difference scores between the emotion intensities after 
counterfactuals and those after decision choices. Tests for 
multicollinearity among predictors indicated that a low 
level of multicollinearity was present (tolerance values 
ranged from 0.19 to 0.62).

For Footbridge-type dilemmas, the regression model 
was significant [F(11,126) = 2.38, p = .011,  R2 = 0.19]. 

Table 2  Mean emotion intensities (and standard deviations) experienced after actual decision and after counterfactual generation for typical 
responses to Trolley-type and Footbridge-type dilemmas

p values of pairwise comparisons within (a vs. b and c vs. d) and between (a vs. c and b vs. d) dilemma types are also reported

Emotion Trolley-type Footbridge-type Pairwaise comparison

Decision 
(action)
a

Counterfactual 
(no action)
b

Decision 
(no action)
c

Counterfactual 
(action)
d

a vs. b c vs. d a vs. c b vs. d

Sadness 3.16 (0.09) 3.40 (0.08) 3.06 (0.08) 3.45 (0.08) 0.0001 0.0001 0.13 0.39
Guilt 3.15 (0.07) 3.38 (0.08) 2.12 (0.10) 3.60 (0.06) 0.0001 0.0001 0.0001 0.0001
Anger 2.91 (0.10) 3.16 (0.09) 2.62 (0.10) 3.13 (0.09) 0.0001 0.0001 0.001 0.55
Fear 2.66 (0.11) 2.70 (0.11) 2.80 (0.11) 2.84 (0.11) 0.50 0.55 0.07 0.007
Action regret 2.52 (0.09) 2.98 (0.09) 1.81 (0.10) 2.97 (0.09) 0.0001 0.0001 0.0001 0.92
General regret 2.50 (0.09) 2.64 (0.10) 1.88 (0.10) 2.63 (0.10) 0.039 0.0001 0.0001 0.86
Shame 2.36 (0.10) 2.70 (0.11) 1.37 (0.11) 3.03 (0.10) 0.0001 0.0001 0.0001 0.0001
Action/inaction disappointment 2.34 (0.11) 2.72 (0.11) 1.91 (0.11) 2.70 (0.11) 0.0001 0.0001 0.0001 0.66
Inaction regret 2.28 (0.10) 2.89 (0.09) 1.64 (0.10) 2.87 (0.10) 0.0001 0.0001 0.0001 0.78
Disgust 2.09 (0.11) 2.43 (0.12) 1.77 (0.11) 2.76 (0.11) 0.0001 0.0001 0.003 0.0001
General disappointment 2.05 (0.11) 2.34 (0.11) 1.67 (0.11) 2.41 (0.11) 0.0001 0.0001 0.0001 0.20
Surprise 0.76 (0.10) 0.73 (0.10) 0.73 (0.09) 0.80 (0.10) 0.64 0.36 0.57 0.13
Relief 0.73 (0.08) 0.32 (0.05) 0.33 (0.05) 0.34 (0.05) 0.0001 0.92 0.0001 0.69
Joy 0.31 (0.05) 0.15 (0.04) 0.13 (0.03) 0.16 (0.04) 0.006 0.47 0.0001 0.91
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Interestingly, only action regret (one of the emotions that 
increased most) proved to be a significant predictor of non-
utilitarian responses (β= 0.59, B = 11.69, SE (B) = 3.82, 
t = 3.06, p = .003). For Trolley-type dilemmas, the model 
was not significant (p = .44).

Discussion

In the present study, we aimed at assessing the role of emo-
tion in shaping decision-making in moral dilemmas. In par-
ticular, we investigated the specific emotions engaged both 
after decision choices and after the generation of a counter-
factual scenario in both Trolley-type and Footbridge-type 
dilemmas.

Overall, the results showed that when faced with Trol-
ley-type dilemmas participants reported sadness, anger, 
and guilt as the emotions most intensely felt both after the 
actual decision and after the counterfactual generation. In 
contrast, for Footbridge-type dilemmas, sadness, anger 
and fear were reported as the emotions most intensely felt 
after the actual decision, whereas sadness, anger, and guilt 
(instead of fear) were the emotions most intensely felt after 
the counterfactual. Theses results complements the findings 
reported by Choe and Min (2011) who indeed showed that 
guilt was the emotion most intensely felt during judgment 
in Footbridge-type dilemmas.

Our main hypothesis was that in Footbridge-type, but 
not in Trolley-type dilemmas, negative emotions would 
have been overall more intensely felt after the counterfac-
tual generation. Results showed that, despite this effect was 
found for both types of dilemmas, the emotional intensity 
increased to a greater extent in Footbridge-type than in 
Trolley-type dilemmas. We believe that several results of 
the present study support the idea that in Footbridge-type 
dilemmas decision-making is driven by the attempt to mini-
mize the unpleasant emotional state evoked by the decision 
outcome. First, a greater increase in emotional intensity 
was found overall for Footbridge- than Trolley-type dilem-
mas after the counterfactual generation, with the moral 
emotions of guilt, regret, and shame being the emotions 
that increased most. Importantly, in Footbridge-type dilem-
mas guilt emerged among the emotions most intensely 
felt only after counterfactual generation. Second, for most 
unpleasant emotions, emotional intensity after decision 
was significantly lower in Footbridge- than in Trolley-type 
dilemmas. Third, and most critically, typical choices were 
significantly predicted by emotion intensity in Footbridge-
type dilemmas only. In particular, the increase in action 
regret intensity positively predicted non-utilitarian choices, 
indicating that the higher the emotional cost of the counter-
factual alternatives (i.e., utilitarian choices), the higher the 
number of non-utilitarian choices. It is worth noting that it 

is the differential increase, rather than the absolute emo-
tional cost associated with the counterfactual alternative 
that seems to affect decision choices. We therefore suggest 
that in Footbridge-type dilemmas the comparison between 
the emotional costs ascribed to the outcomes of the avail-
able options strongly drives decision-making. In particu-
lar, we argue that in Footbridge-type dilemmas emotional 
intensity experienced during decision-making is reduced 
by the decision to choose non-utilitarian resolutions. Our 
findings strengthen and extend the dual process model of 
moral judgment (Greene et al. 2001, 2004) in showing that 
emotions play a critical and possibly causal role in driv-
ing decision-making toward non-utilitarian resolutions, in 
Footbridge-type but not in Trolley-type dilemmas. Specifi-
cally, we argue that the non-utilitarian resolution is chosen 
as the only option left after the rejection of the alternative 
(i.e., utilitarian) option, which plausibly poses an unbear-
able emotional burden.

Our data also provide important and novel insights on 
the role played by emotions in Trolley-type dilemmas. 
While it has been demonstrated that emotional processes 
are involved in this kind of dilemmas (Lotto et  al. 2014; 
Manfrinati et al. 2013; Sarlo et al. 2012), their role in rela-
tion to decision-making has not been investigated in detail. 
According to Greene (e.g., 2008), the nature of the actions 
represented in Trolley-type dilemmas fails to trigger an 
emotional response comparable to that elicited in Foot-
bridge-type dilemmas. Emotions in Trolley-type dilemmas 
have been often considered in the literature as processes too 
low in intensity to override the rational cost/benefit anal-
ysis (e.g., Greene 2008). However, some studies failed to 
find any difference between Trolley-type and Footbridge-
type dilemmas in unpleasantness (Lotto et al. 2014; Pletti 
et al. 2015) or arousal (Lotto et al. 2014; Manfrinati et al. 
2013; Pletti et al. 2015; Sarlo et al. 2012) experienced dur-
ing decision-making. In the present study, the comparison 
between the emotions experienced after the actual deci-
sion and after the counterfactual generation shed light on 
the relationship between emotion and decision processes in 
Trolley-type dilemmas.

As mentioned above, when participants gave utilitar-
ian responses to Trolley-type dilemmas, sadness, guilt, 
and anger were the emotions most intensely felt both after 
decision and after counterfactual generation, indicating 
that the pattern associated with the two alternatives was 
qualitatively comparable. Furthermore, although the emo-
tional intensity was overall greater after the counterfactual 
generation than after the actual decision, such difference 
was significantly lower as compared with Footbridge-type 
dilemmas. Importantly, and differently from Footbridge-
type dilemmas, the change in emotional intensity resulting 
from the comparison between the two alternatives did not 
show any relationship with decision choice. On these bases, 
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we suggest that in Trolley-type dilemmas emotion does not 
effectively contribute to decision-making because it cannot 
provide critical information about the different emotional 
costs of the two alternatives. As a consequence, the cogni-
tive evaluation of harms and benefits prevails, leading to act 
in a utilitarian way. We therefore propose that in Trolley-
type dilemmas emotions mainly represent a correlate of the 
conflict experienced as a consequence of the dilemmatic 
situation, which is highly unpleasant by definition (e.g., 
Braunack-Mayer 2001; Sarlo et  al. 2012; Sinnott-Arm-
strong 1987), involving anger, sadness, and guilt. In this 
context, sadness might be elicited by the feeling of being 
the source of another person’s pain or physical harm; anger 
might deal with the frustration of being forced to choose 
between undesirable alternatives and/or being unable to 
actively stop an offensive behavior (e.g., Hutcherson and 
Gross 2011); guilt might be elicited by the feeling of direct 
or indirect responsibility for somebody’s harm, including 
failing to prevent harm (Prinz and Nichols 2010). Another 
relevant finding on Trolley-type dilemmas concerns the 
intensity of the pleasant emotions, i.e. joy and relief, whose 
investigation has been understandably neglected in the con-
text of moral dilemmas. Our data showed that the intensity 
of these two emotions was greater after the actual decision 
than after the counterfactual generation for Trolley-type 
dilemmas while it did not differ for Footbridge-type dilem-
mas. This effect is plausibly related to the consequence of 
the choice of saving a greater number of people.

Taken together, our findings suggest that when harming 
others is an unintended consequence of producing an over-
all greater good, such as in the Trolley-type dilemmas, the 
outcomes of the two alternative courses of action is quali-
tatively similar in terms of emotional consequences, with a 
small difference in emotional intensity. The emotional pat-
tern emerging after decision-making seems to confirm the 
cognitive-based decision, in that the emotional correlates of 
the utilitarian resolution, originating from a rational cost/
benefit analysis, include lower negative and higher positive 
emotions as compared with the alternative resolution. In 
contrast, when harming others is an intended means to pur-
sue a greater good, such as in the Footbridge-type dilem-
mas, the emotional pattern associated with the outcome 
of the two alternatives is different, both qualitatively and 
quantitatively. In our opinion, it is this differential informa-
tion provided by the emotional system that allows rejecting 
the utilitarian option, as demonstrated by the finding that 
the change in intensity of action regret (one of the emotions 
that increased most) proved to be a significant predictor of 
non-utilitarian responses.

Some limitations of the present study should be 
acknowledged. First, the current research employed 
only self-report measures of emotion. Self-report meas-
ures are known to reflect an approximation of subjective 

experience (e.g., Larsen and Fredrickson 1999) and to 
provide information only about those emotional states 
that reach awareness. Therefore, it is possible that in this 
context unconscious emotional processes play a role that 
we could not assess. Along the same line, despite deci-
sions being often based on predictions about how the dif-
ferent options will make us feel, our ability to forecast 
our own feelings is not always accurate. In particular, 
while predictions about valence and specific emotions 
appear to be quite accurate, the intensity and the duration 
of future emotional states can be easily overestimated 
(Wilson and Gilbert 2003). Furthermore, as mentioned 
above, the affective encoding of the consequences of 
alternative courses of action may also operate implicitly 
(e.g., Damasio 1994). Lastly, while this study was not 
designed to examine the emotional impact of the choice 
per se (i.e., action/no action), by analyzing only the typi-
cal responses we were not able to disentangle the emo-
tional effects of dilemma type from those associated with 
decision choice.

As a final remark, we believe that this kind of hypo-
thetical scenarios, which may seem extreme and unreal-
istic, reflects ethical issues relevant to the challenges we 
are going to face in the near future. As an example, con-
sider the mass-production of fully autonomous vehicles, 
which will likely be available on the market in the next few 
years. Although designed to reduce traffic accidents, these 
cars must be programmed to deal with unlikely but possi-
ble moral dilemmas, such as choosing whether to sacrifice 
their passengers to minimize harm (Bonnefon et al. 2016; 
Greene 2016). In this light, it seems crucial and timely to 
understand the complex cognitive-emotional interactions 
underlying such moral decisions, as we are far from identi-
fying a set of sharable rules to be implemented in a “moral 
algorithm”.
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