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Abstract

Patient-specific absorbed dose calculation for nuclear medicine therapy is a topic of increasing

interest. 3D dosimetry at the voxel level is one of the major improvements for the development of

more accurate calculation techniques, as compared to the standard dosimetry at the organ level.

This study aims to use the FLUKA Monte Carlo code to perform patient-specific 3D dosimetry

through direct Monte Carlo simulation on PET-CT and SPECT-CT images. To this aim, dedicated

routines were developed in the FLUKA environment. Two sets of simulations were performed on

model and phantom images. Firstly, the correct handling of PET and SPECT images was tested

under the assumption of homogeneous water medium by comparing FLUKA results with those

obtained with the voxel kernel convolution method and with other Monte Carlo-based tools

developed to the same purpose (the EGS-based 3D-RD software and the MCNP5-based MCID).

Afterwards, the correct integration of the PET/SPECT and CT information was tested, performing

direct simulations on PET/CT images for both homogeneous (water) and non-homogeneous (water

with air, lung and bone inserts) phantoms. Comparison was performed with the other Monte Carlo

tools performing direct simulation as well. The absorbed dose maps were compared at the voxel

level. In the case of homogeneous water, by simulating 108 primary particles a 2% average
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difference with respect to the kernel convolution method was achieved; such difference was lower

than the statistical uncertainty affecting the FLUKA results. The agreement with the other tools

was within 3–4%, partially ascribable to the differences among the simulation algorithms.

Including the CT-based density map, the average difference was always within 4% irrespective of

the medium (water, air, bone), except for a maximum 6% value when comparing FLUKA and 3D-

RD in air. The results confirmed that the routines were properly developed, opening the way for

the use of FLUKA for patient-specific, image-based dosimetry in nuclear medicine.

1. Introduction

Patient-specific dosimetry for nuclear medicine therapy with radiolabeled compounds is

fundamental to maximize the treatment efficacy while minimizing normal tissue damage,

and to inspect the correlation between the delivered absorbed dose and the observed effect,

which would allow one to better plan the future treatments.

Dosimetry can be performed at different levels of accuracy according to the specific

situation and to the available resources. The use of more sophisticated techniques for

absorbed dose calculation must go ahead together with the consciousness of their limitations

to assure the pertinence of their application.

The most widespread method for image-based dosimetry relies on the use of planar (two-

dimensional (2D)) images, exhibiting unavoidable approximations due to the organs

superimposition and further complicating the difficult task of quantification.

One major improvement is represented by the absorbed dose calculation at the voxel level—

known as three-dimensional (3D) voxel dosimetry—with respect to the average calculation

at the organ level. The big potentiality of the voxel dosimetry is the availability of a 3D

absorbed dose map, allowing to plan a treatment in terms of absorbed dose–volume

constraints and to take into account the absorbed dose inhomogeneity from the dosimetric

and radiobiological point of view. On the other side, some aspects of the methodology are

still a matter of debate, in particular regarding the possibility to accurately assess the activity

and the cumulated activity at the voxel level.

Different methods have been proposed to perform 3D voxel dosimetry, including the voxel

kernel convolution (VKC) method and the direct Monte Carlo (DMC) simulation method

(Bolch et al 1999). Both require the cumulated activity distribution at the voxel level as

input data, provided by the functional images (SPECT or PET) associated with the

information coming from biokinetic studies. From this common starting point, the VKC

method performs calculation under the hypothesis of homogeneous medium, whereas the

DMC method also employs the CT data to take into account the real spatial distribution of

tissue density and composition.

The DMC method appears as the most advanced technique and, at least theoretically, the

most accurate, taking into account patient specificity from any point of view (Furhang et al

1996, 1997). Many different tools were developed to implement the DMC method, including

the EGS-based 3D-RD software by Prideaux et al (2007), the OEDIPE tool by Chiavassa et
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al (2005) based on the MCNPX code, the DOSIMG program based on the EGS4 code (Liu

et al 2001), the DPM program (Wilderman and Dewaraja 2007), other tools based on the

MCNP-4B code (Yoriyaz et al 2001) or the GEANT4 code (Kost et al 2011), and, most

recently, the RAYDOSE software based on the GEANT4 code (Marcatili et al 2013) and the

MCID tool based on MCNP5 (Vergara Gil et al 2012).

This study aimed to implement the DMC methodology utilizing the FLUKA MC code

(Ferrari et al 2005, Battistoni et al 2007), with the final goal of personalized internal

dosimetry.

To this purpose, dedicated routines have been developed in the FLUKA environment to

import the patient images in the code and opportunely use them as an input for the

simulation.

To confirm that the new routines have been properly developed and integrated in the

FLUKA simulation workflow, the first results—regarding DMC simulation on model and

phantom images—have been compared to those obtained with other tools performing the

same image-based dosimetry on the same images.

More specifically, the comparison was performed with a home-made tool performing VKC

(Pacilio et al 2012), limited to the case of perfectly homogeneous water medium, and with

two of the above listed MC-based tools, 3D-RD and MCID. Different scenarios, including

both homogeneous and non-homogeneous density patterns, have been examined.

The results of such comparison are presented here.

2. Material and methods

2.1. FLUKA for direct Monte Carlo simulation on nuclear medicine images

2.1.1. Development of FLUKA routines—To perform patient-specific absorbed dose

calculation by MC simulation, two basic pieces of information are needed: (a) the properties

of the tissue where radiation travels and interacts; (b) the radiation source, i.e. the amount of

radioactivity retained in the body, and its spatial distribution.

(a) The first information is expressed in terms of tissue mass density and elemental

composition and can be derived from CT images, so CT data need to be

conveniently interpreted and imported in the code. A program was previously

developed in FLUKA (Parodi et al 2007) to convert the CT number (expressed

in Hounsfield Unit, HU) into the corresponding tissue density and composition,

according to the method described by Schneider et al (2000), which in the

following will be denoted by `Schneider segmentation'. This same program has

been used in this study, after developing a dedicated routine in Matlab® (version

7.7.0, R2008b) to list the CT data in a format readable by the program.

Schneider's segmentation divides the HU range from –1000 to 1600 into 24

intervals and assigns the density and elemental composition to each interval

based on a specific calibration of the CT scanner. In this study, experimental

measurements were performed to compare the response of the CT scanners used

Botta et al. Page 3

Phys Med Biol. Author manuscript; available in PMC 2014 May 29.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



in our institute (8 and 16 slices CT, Discovery ST and Discovery 600 PET-CT

scanners, GE Healthcare) with that of Schneider study. If the responses of the

CT scanners are consistent, the same segmentation reported in Schneider's study

can be adopted for our images as well. To this aim, images of the Catphan® 500

phantom have been acquired, and the measured CT numbers for different

materials have been compared to those predicted using the same formulation and

parameters as Schneider et al.

The CT data are imported in FLUKA by means of the voxel geometry routine to

represent the patient and the surrounding region as a 3D matrix with the same

size as the CT image.

(b) The second information is provided by SPECT or PET images together with the

data obtained from biokinetic studies. The therapy is performed with a

pharmaceutical labelled with a beta emitter isotope, aiming to depose energy

locally and kill the tumour cells. For image acquisition, instead, gamma

emission is necessary to be detected outside the patient. If the beta emitter does

not also have a gamma emission, SPECT/PET images are obtained by injecting

a tracer amount of radiopharmaceutical labelled with a gamma/positron emitting

isotope. This can be done under the assumption that the radiopharmaceutical has

the same biokinetic when labelled with either the gamma/positron emitter used

to acquire images or with the beta emitter used for the therapy. The collection of

such images can be done before the therapy or in concomitance with the therapy

itself.

In this study 99mTc SPECT images and 18F PET images have been used as examples. 90Y, a

pure beta emitter, has been considered as an example of isotope used for therapy. This

choice appeared to be convenient for the purpose of this study, which is to test the routines

developed in the FLUKA environment by comparison with the results obtained with other

tools. In fact, the use of a pure beta emitter and not an isotope with both beta and gamma

emissions, often used in the clinical practice as well, makes the result less dependent on the

simulation algorithm used by each code, especially considering that the calculation is

performed at the voxel level. On the other side, if the routines work properly with a pure

beta emitter, they will with any other isotope as well.

Dedicated routines have been developed in order to convert the images into a source

distribution readable by FLUKA. A routine was firstly developed in Matlab® to sort the

source voxels by the voxel value. If images are acquired on a calibrated scanner, the voxel

content is expressed in terms of activity (SPECT) or activity concentration (PET) and the

simulation will provide an absorbed dose-rate map (Gy s−1). Without calibration, as in this

study, the voxel content is generically expressed in terms of counts and the simulation

output will be in terms of absorbed dose for a single disintegration (Gy GBq−1 s−1). Then,

the FLUKA routine source.f was modified to import such list and select the voxel for the

starting position of each decaying particle, the frequency of each voxel being proportional to

its relative counts with respect to the total image counts. During the first stage, the

cumulative probability discrete function is stored for each slice, so that the probability to

select a slice is proportional to the number of events in that slice. For each simulated
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particle, the corresponding slice is sampled according to this distribution after random

number generation. Similarly, in a following step the voxel index within that slice is

sampled according to a 2D counts distribution so that the probability to select a voxel is

proportional to the number of events in that voxel with respect to the total events in the slice.

Finally, the starting coordinates of the decaying nucleus are sampled uniformly within the

selected voxel.

The isotope to be simulated is selected in the FLUKA input file. The type of radiation

emitted and its energy are sampled from the isotope spectrum internally calculated by

FLUKA. When comparing FLUKA results with the other two MC codes, instead of using

the spectrum internally calculated by FLUKA the same beta spectrum implemented in 3D-

RD software was used (see section 2.4), by properly modifying the FLUKA source.f routine.

The particle path is simulated and energy deposition is scored at the voxel level and

converted into absorbed dose for a single disintegration. The output is a text file providing

the absorbed dose/disintegration voxel by voxel, together with its statistical uncertainty. The

physical details of particles transport are reported in section 2.1.2.

2.1.2. FLUKA simulation parameters—FLUKA performs electron transport using a

multiple scattering approach with a special algorithm (Ferrari et al 1992, Aarnio et al 1994,

Fassò et al 1997, 2001, Böhlen et al 2012) based on Molière's theory improved by Bethe

(Molière 1948, 1955, Bethe 1953). Further information about the FLUKA code and its

simulation algorithms has been reported in detail elsewhere (Ferrari et al 2005, Battistoni et

al 2007).

Transport and production cuts for both electrons and photons were set at 1 keV, the closest

value comparable to the settings of the other considered MC models (see sections 2.4 and

2.5). It is to point out, however, that it is in general sufficient to fix the minimum energy

threshold to that corresponding to an electron range equivalent to the voxel size.

With this setting, the average CPU time for simulating a MC history in water was around 4.7

× 10−3 s on a 2.133 GHz Intel® Core™ Duo processor.

2.2. Simulations on model and phantom images

A two-step approach was adopted to verify the correct working of the newly developed

FLUKA routines. At each step, FLUKA simulations were performed on model and phantom

images, and the results were compared to those obtained with the other tools (see in the

following, sections 2.3, 2.4 and 2.5).

2.2.1. First step: DMC simulation in a homogeneous water medium—The first

step aims to check the routine handling the SPECT or PET images. For this reason, the

structure and material composition was not derived from the CT images, in order to avoid

introducing the two routines simultaneously. Instead, the structure and material composition

was defined by the user in the input file; in particular, a perfectly homogeneous medium

(water with 1 g cm−3 density) was defined both inside and outside the model/phantom.
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Two different 99mTc-SPECT studies were generated using the SIMIND MC code

(Ljungberg and Strand 1989). SPECT_1 study is a model representing a cylinder (10 cm

radius, 16 cm height) having a 3 cm radius sphere at its centre. SPECT_2 study represents

the same cylinder having three different spheres (2, 2.5 and 4 cm radii) inside. Both the

spheres and the cylinder are uniformly filled with activity, with a higher activity

concentration in the spheres than in the cylinder (5:1 ratio in the case of SPECT_1, 3:1 ratio

in case of SPECT_2). The total phantom activity is 4.5 MBq in both cases. SIMIND

simulates each projection assuming 1s acquisition. 107 photons were simulated for each

projection.

The simulated images have a 128 × 128 matrix size and 4.42 mm side cubic voxel.

18F-PET images were experimentally acquired on a hybrid scanner (Discovery ST, GE

Healthcare). A cylindrical Jaszczak phantom was filled with water and seven hollow spheres

(volume ranging from 0.3 cm3 to 16.3 cm3) were embedded in it (PET_1). The spheres were

filled with 18F-FDG solution, 20 kBq ml−1 activity concentration, ninefold higher than the

activity concentration in the cylinder. The PET matrix size was 256 × 256, with 2.73 × 2.73

× 3.27 mm3 voxel dimensions.

SPECT_1, SPECT_2 and PET_1 images were used as input for the FLUKA simulation, as if

they were representing the radiopharmaceutical distribution inside a `patient'

undergoing 90Y therapy. Thus, 90Y emission was simulated by FLUKA to compute the

absorbed dose distribution. A total of 108 primary particles were simulated for each of the

three cases analysed (SPECT_1, SPECT_2 and PET_1, respectively), representing an

acceptable compromise between the precision of the results (statistical uncertainty of about

2–3% at the voxel level) and the simulation time.

FLUKA-absorbed dose maps were compared (section 2.6) to those obtained with the VKC

method, which calculates the absorbed dose distribution in the case of homogeneous

medium as well. Details on the VKC method are given in section 2.3.

In addition, for the PET_1 phantom, simulations were also performed with the EGS-based

3DRD software (section 2.4) and with the MCNP5-based MCID tool (section 2.5) under the

same assumption of a homogeneous water medium. The results from 108 primary particle

simulations were compared. For this last comparison, the three codes used the 90Y beta

spectrum implemented in the 3D-RD software (section 2.4) to avoid introducing differences

among the results due to different spectra.

2.2.2. Second step: DMC simulation with CT-based density map—While in the

first step a homogeneous medium has been used, in the second step the structure and the

material composition is derived from the voxelized CT-based density map. The source

description is still taken from SPECT/PET images. Thus, in this step the two routines, the

one dealing with the SPECT/PET images and the one dealing with the CT images, are both

included in the simulation workflow.
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Test simulations have been performed with (18F)PET-CT images, the results being valid for

SPECT-CT images likewise. PET-CT images have been experimentally acquired on a

hybrid scanner (Discovery ST, GE Healthcare), so they are intrinsically registered.

Two water phantoms were used to this purpose. The first phantom is the same PET_1

phantom as before. The second phantom (PET_2) is a cylindrical phantom containing three

different inserts, filled respectively with water, air and a material resembling the bone. This

phantom was used to explore also the case of non-homogeneous tissue. The cylinder was

filled with water and a low amount of activity (2 kBq ml−1). Activity was also injected in the

water insert to obtain a higher activity concentration than the surrounding background

(about threefold). Conversely, the air and bone inserts did not contain activity. The CT

images were resized to the PET matrix (from 512 × 512 to 256 × 256) for the simulation.

FLUKA absorbed dose maps were compared to those obtained with the other MC software

(3D-RD, MCID) performing DMC simulation on the same PET-CT images. As previously,

results from 108 primary particle simulations were compared.

The three software packages were used by three different groups who independently

developed their own tool. In particular, each group already implemented a different method

to associate the tissue properties (density, elemental composition) to the CT number.

The three methods are coherent among them in the water region, so in the case of the PET_1

phantom, each group performed the simulation implementing his own method.

Conversely, in the case of air and bone regions the three methods present differences that

could have an impact on the absorbed dose results; thus, a segmentation standardization was

adopted for PET_2 phantom simulation to work under comparable conditions. To this aim,

the same simplified segmentation named `air–water–bone segmentation' was implemented

in each of the three software packages: HU (−1000, −920), density 0.00129 g cm−3, air; HU

(−919, 156), density 1 g cm−3, water; HU (157, 992), density 1.92 g cm−3, bone. Material

compositions were derived from ICRU Report 44 (ICRU 1989).

In addition, considering that in the clinical practice the absorbed dose to air is normally not

an issue, another set of simulations was performed on the same PET_2 phantom, but

fictitiously assigning to the air insert the density and composition of the lung (the dosimetry

of lung lesions, for example, is a matter of interest for clinical applications). This was done

as an expedient due to the unavailability of lung-equivalent inserts to be included in the

phantom. The so-obtained `lung—water–bone segmentation' was the following: HU (−1000,

−920), density 0.296 g cm−3, lung; HU (−919, 156), density 1 g cm−3, water; HU (157, 992),

density 1.92 g cm−3, bone. Lung density and composition were derived from the lung ORNL

MIRD phantom (Akkurt et al 2007). Obviously in the case of patient dosimetry a correct

segmentation would be implemented adequately assigning the lung properties to the correct

HU range.

Additionally, comparison between FLUKA and 3D-RD both implementing the Schneider

segmentation was also performed.
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2.3. Voxel kernel convolution (VKC)

The VKC, described in the MIRD Pamphlet No. 17 (Bolch et al 1999), allows one to

calculate the 3D absorbed dose distribution starting from the 3D activity distribution.

The average absorbed dose inside each voxel is calculated by adding the contributions of the

voxel itself and the surrounding ones, as follows:

(1)

where Dvoxel,t is the average absorbed dose in the voxel `t' (target voxel), Ãvoxel,s (Bq s) is

the cumulative number of nuclear transformations in the voxel `s' (source voxel) and

Svoxel t ← voxel,s(Gy GBq−1 s−1) is the average absorbed dose in the voxel `t' per unit

transformation in the voxel `s'. The sum is performed over all the source voxels deposing

energy in the target voxel. The Ã value inside each voxel can be derived from the PET or

SPECT image after converting the image counts into activity (by means of a calibration

procedure), and taking into account the kinetic behaviour of activity over time (Bolch et al

2009).

To perform the convolution between the PET or SPECT image and the S factors, equation

(1), a dedicated tool was developed in Matlab®. The tool accepts the PET or SPECT images

as input and provides the absorbed dose distribution in the matrix format. The consistency of

its results had been previously verified by comparison with an analogue tool developed on

IDL support (Pacilio et al 2012).

By definition, the VKC method assumes all the voxels to have the same density and

composition, corresponding to that used for the calculation of the S factors. Thus, if the S

factors are calculated in the water medium (1 g cm−3 density), the same conditions are

matched as for the FLUKA simulations described in section 2.2.1. In this way, a comparison

can be done between two different ways to get to the same result: convolution with a voxel

kernel in one case, direct simulation in the other. A good agreement between the two

absorbed dose maps, within the statistical uncertainty, can be an indication that the FLUKA

routine developed to handle the PET or SPECT images is working properly.

For this study, the S factors were in fact calculated with FLUKA in water (1 g cm−3 density)

for 90Y and for the voxel dimensions of the SPECT (cubic, 4.42 mm side) and PET (2.73 ·

2.73 · 3.27 mm3) images. The source voxel was considered to be uniformly filled. The

physical settings for the radiation transport were the same as reported in section 2.1.2, and

the same 90Y spectrum as for the DMC simulations was used. Considering that the

maximum range of beta particles emitted by 90Y is about 11 mm, in the case of SPECT the

S factors were calculated up to 5 voxels from the source voxel (a cube of 11 voxels side, the

source voxel being in the centre), whereas in case of PET 6, 6 and 5 voxels from the source

voxel were considered in x, y and z directions respectively (a parallelepiped with 13, 13 and

11 voxels sides, the source voxel being in the centre).
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2.4. 3D-RD

3D-RD is a well-established 3D personalized dosimetry package (Prideaux et al 2007) based

on the EGSnrc MC code. It is an extension of a prior dosimetry package 3D-ID, which was

one of the earliest 3D imaging-based targeted radionuclide dosimetry package described in

the literature (Sgouros and Kolbert 2002). 3D-RD was applied in a variety of cases,

including a real time clinical implementation for 131I therapy of thyroid cancer (Hobbs et al

2009) and represented a baseline standard for comparison for more recent software packages

(Dieudonné et al 2010). A more complete description of 3D-RD was previously provided in

the literature (Prideaux et al 2007).

As applied to the current case, the air–water–bone, lung–water–bone and Schneider

segmentations were implemented for comparison with the other codes. In case of the

Schneider segmentation implementation, the HU numbers were converted to density using a

bi-linear fit to the Schneider segmentation data. A material map based on density thresholds

was made: for density <0.8 g cm−3, air was assigned to the voxel, for a density between 0.8

and 1.15 g cm−3, the voxel was assigned to water and for a density >1.15 g cm−3, the voxel

was designated as bone. The air, water and bone compositions were the same as reported for

Schneider segmentation.

The absorption threshold for photon and electron transport was 1 keV for all the simulations.

The density, materials and activity distribution maps are loaded into the EGSnrc MC code

where 90Y β-decay is simulated using the decay probability spectra from the RADTABS

program (Eckerman and Endo 2008). EGSnrc outputs the energy deposition per

disintegration per voxel, which is returned to 3D-RD to be converted to the absorbed dose

rate by dividing by the voxel mass and then to absorbed dose by assuming physical decay

(i.e. no re-localization of the radiopharmaceutical).

2.5. MCID

A dosimetry tool named MCID (MC integration Internal Dosimetric tool) was developed to

calculate patient-specific absorbed dose in nuclear medicine applications, based on DMC

simulation performed with the MCNP5 code (Vergara Gil et al 2012, X-5 Monte Carlo

Team 2008a, 2008b).

Coregistered PET-CT and SPECT-CT images can be read by the tool as input for the

simulation. The functional images (PET, SPECT) must correspond to the cumulative activity

map at the voxel level. In MCID original version, the anatomical images (CT) are converted

into a density map by dividing the (−1000, 1000) HU range into a maximum of 12 intervals:

air, lung, skin, water, breast, brain, muscle, testis, ovaries, blood, soft tissue and bone, with

density and composition derived from Mc Conn et al (2011). The number of intervals and

their boundaries can be selected by the user through the MCID interface.

As applied to the current case, the air–water–bone and lung–water–bone segmentations were

implemented for comparison with the other codes.
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The latest electron transport algorithm (DBCN 17j 2), implementing a detailed electron

energy-loss straggling logic, was adopted (Koivunoro et al 2012). The absorption threshold

for photon and electron transport was 1 keV for all the simulations. No variance reduction

techniques were implemented.

The output from MCNP5 simulation is converted into an absorbed dose image, together with

a report file where the main dosimetric results are summarized.

2.6. Absorbed dose map comparison

The following procedures were adopted to compare the absorbed dose maps obtained with

FLUKA, VKC, 3DRD and MCID:

Absorbed dose profiles were taken at different positions in the models/phantoms. In the case

of SPECT_1, SPECT_2 and PET_1, profiles were considered both crossing the hot spheres

and the background, the last having a higher statistical noise. In the case of PET_2, three

profiles were taken crossing the water, air/lung and bone region, respectively. The profiles

were initially taken on the whole image size (128 points for SPECT images, 256 points for

PET images), but the points falling outside the model/phantom were then disregarded since

there was no activity there. The number of points falling inside the model/phantom and

considered for the comparison, N, varied for the different cases and ranged between 40 and

80. For a given profile, the difference between the results yielded by two codes, namely

code 1 and code 2, was first calculated for each of the N points as Dpoint = 100 · (code 2 –

code 1)/code 1%. Then, as a single and representative parameter, Dprofile was calculated by

averaging the absolute values of the N values of Dpoint.

Absorbed dose maps ratio (R) was calculated at the voxel level (FLUKA/VKC, FLUKA/

3DRD, FLUKA/MCID). For each voxel of an image, an R value was obtained as the ratio

between the two absorbed dose values calculated by the two different codes. Then,

representative volumes of interest (VOIs) were identified on each image and the average R

value among all the voxels inside each VOI (Rave) was calculated, together with the standard

deviation (SD) and the range of variation (Rmin, Rmax). Thus, a different set of values (Rave,

SD, Rmin, Rmax) was obtained for each VOI. In the case of SPECT models, cylindrical VOIs

having the same axis as the cylinder and different radii, ranging from 3 to 9 cm, were taken

into account. In the case of the PET_1 phantom, spherical VOIs placed inside the hot

spheres or in the background were considered. In the case of the PET_2 phantom, one

spherical VOI was drawn inside each insert (water, air/lung, bone).

Integral absorbed dose–volume histograms (DVH) were evaluated inside the VOIs and

visually compared.

3. Results

3.1. CT scanner response

Circular regions of interest (ROIs) were drawn on the CT images of the Catphan® 500

phantom inside each of the seven inserts. The average measured CT number inside each ROI

was compared to the value calculated according to Schneider et al using the specific
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composition of each insert and the same parameters derived in their study (k1 = 1.24 × 10−3

and k2 = 3.06 × 10−5). The data are reported in table 1. The relation between measured

(#CTmeas) and calculated (#CTcalc) values is the following: (#CTcalc) = 1.02 × (#CTmeas)

− 3.2 with a linear correlation coefficient R2 = 0.9998. In Schneider's study it was (#CTcalc)

= 0.98 × (#CTmeas) + 2.6, with R2 = 0.9979.

3.2. First step: DMC simulation in a homogeneous water medium

3.2.1. FLUKA DMC simulation versus VKC—The FLUKA average statistical

uncertainty inside each VOI (obtained by first evaluating the statistical uncertainty at the

voxel level and secondly by averaging over all the voxels included in a VOI) was

approximately the same—around 2%—for all the VOIs in all the models and phantoms.

The value of Dprofile (FLUKA DMC versus VKC) was the same whatever the model or the

phantom (SPECT_1, SPECT_2, PET_1) and whatever the profile position (as reported in

section 2.6, different profiles were considered for each model/phantom, taken at different

positions). The average values among all the values of Dprofile for all the models and

phantoms is reported in table 2.

Rave did neither vary among the models/phantoms nor among the different VOIs inside each

model/phantom. Thus, in table 2 the average values of Rave, SD, Rmin and Rmax among all

the VOIs in the two SPECT models and in the PET phantom are reported.

In figure 1, examples of profiles are shown. An example of integral DVHs is reported in

figure 2 for the 9 cm radius VOI inside the SPECT_1 model.

3.2.2. FLUKA versus 3D-RD and MCID—The average values of the point-by-point

difference between all the profiles considered (taken at different positions in the phantom)

are reported in table 3. The values of Rave, SD, Rmin and Rmax are also reported in table 3,

considering the same spherical VOIs as in section 3.2.1.

FLUKA average statistical uncertainty within the VOIs was 2%, ranging from 0.3% to 4%

both in the background and in the hot sphere VOI. Only 3% of the whole phantom voxels,

exclusively located on the sphere edge, had a statistical uncertainty higher than 4% up to a

maximum of 20%. MCID and 3D-RD average statistical uncertainty, instead, ranged

respectively from 0.6% to 2% and from 0.01% to 8% in the background and in the hot

sphere VOIs.

An example of FLUKA, 3D-RD and MCID profile comparison is reported in figure 3,

whereas an example of DVH is reported in figure 4 for a VOI inside a hot sphere.

3.3. Second step: DMC simulation with voxelized CT-based density map

3.3.1. Water phantom—The average values of the point-by-point difference between all

the profiles considered (at different positions in the phantom) are reported in table 4,

together with the values of Rave, SD, Rmin and Rmax for the same spherical VOIs as in

section 3.2.1 and 3.2.2.
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Similarly to the homogeneous water case, the average statistical uncertainty affecting

FLUKA results within the VOIs was 2%, ranging from 0.3% to 4%. Only 3% of the whole

phantom voxels, exclusively located on the sphere edge, had a statistical uncertainty higher

than 4%. MCID and 3D-RD average statistical uncertainty ranged respectively from 0.7% to

2.6% and from 0.01% to 8% in the background and in the hot sphere VOI.

An example of FLUKA, 3D-RD and MCID comparison is reported in figure 5 for the same

profile as in figure 3. The DVH for the same VOI in figure 4 is reported in figure 6.

3.3.2. Water phantom with air/lung and bone inserts—The average values of the

point-by-point difference among the profiles, and the Rave, SD, Rmin and Rmax values are

reported in table 5. Results are reported for the three codes using the air–water–bone

segmentation (separately for water, air and bone) and the lung–water–bone segmentation

(only for the lung insert, the values for water and bone being the same as for air–water–bone

segmentation). Additionally, FLUKA and 3D-RD comparison using the Schneider

segmentation is also reported (separately for water, air and bone).

The average statistical uncertainty affecting FLUKA results was 1.2% (ranging from 0.9%

to 1.6%) within the water VOI, 2.3% (ranging from 1.8% to 3.5%) in the air VOI and 7%

(ranging from 5% to 10%) in the bone VOI when using the air–water–bone segmentation,

and 2% (ranging from 1% to 4%) in the lung VOI when using the lung–water–bone

segmentation. The higher statistical uncertainty in the air/lung and bone inserts is due to the

fact that such inserts do not contain activity; thus, the absorbed dose is lower than in water

being due only to the contribution of the activity in the surrounding water.

The average statistical uncertainty affecting MCID results was 1.3% (ranging from 1.2% to

1.5%) within the water VOI, 9% (ranging from 4% to 38%) in the air VOI and 7% (ranging

from 5% to 9%) in the bone VOI when using the air–water–bone segmentation, and 1.8%

(ranging from 1.4% to 2.2%) in the lung VOI when using the lung–water–bone

segmentation. Finally, the average statistical uncertainty affecting 3D-RD results was 1%

(ranging from 0.1% to 4%) within the water VOI, 2% (ranging from 0.1% to 7%) in the air

VOI and 5% (ranging from 0.1% to 20%) in the bone VOI when using the air–water–bone

segmentation, and 1% (ranging from 0.1% to 6%) in the lung VOI when using the lung–

water–bone segmentation.

In figure 7, the profile crossing the bone insert in the case of air–water–bone segmentation

(A) and the profile crossing the lung insert in case of lung–water–bone segmentation (B) are

presented. The profile crossing the bone insert in the case of Schneider segmentation is also

reported in figure 7(C).

In figure 8, the air DVH in case of air—water–bone segmentation (A) and the lung DVH in

case of lung–water–bone segmentation (B) are presented. The air DVH in case of Schneider

segmentation is also reported in figure 8(C).
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4. Discussion

The therapeutic use of radiopharmaceuticals is gaining increasing importance, with the

constant development of new molecules and new strategies for injection.

An accurate, patient-specific absorbed dose calculation is fundamental for the treatment

optimization and for a complete understanding of the efficacy and the possible side effects.

The final accuracy of an absorbed dose calculation based on nuclear medicine images is

firstly affected by the image quality and to what extent the image represents the real activity

distribution inside the patient. The properties of the imaging device, the acquisition

procedure and the post-processing sophistication all play a role in this sense.

Then, the absorbed dose result is also influenced by the precision of the individual biokinetic

assessment. It was evidenced that the biological processes exhibit a first-order kinetic, which

can be described as a sum of exponential decaying curves (Glatting et al 2007), generally

from 1 to 3. Three measurements for each kinetic phase are needed to best depict the time-

activity wash-out (Lassmann et al 2011); thus, the choice of the number of measurements,

and their timing, importantly affect the result. For example, in peptide receptor radionuclide

therapy with 90Y and 177Lu it was shown that when data gathering approximately reaches

two radionuclide effective half-lives, the impact of the time–activity curve fitting on the

absorbed dose estimate is lower than 10%. Conversely, when data points are too few and are

not properly spaced, the estimation can easily fail by 20%–25% with exponential fittings,

and even more than 50% with trapezoidal integration methods assuming physical decay after

the last point (Guerriero et al 2013).

The images and the biokinetic parameters are the input data for the calculation tools, whose

features ultimately affect the accuracy of the absorbed dose estimates: the method applied

(for example, 2D versus 3D dosimetry), the robustness of the physical models used for the

calculation, the approximations and the assumptions it relies on.

The 3D dosimetry based on DMC simulation is in principle the most accurate method for

calculation. As reported in the introduction, many different tools were created to implement

the DMC methodology. Considering their home-made development, they were mainly used

by the developing centres, or shared within specific collaborations among institutions. The

proliferation of new tools was ultimately positive, offering the possibility of inter-check

comparisons; however, a more widespread diffusion of the already existing tools could also

be useful, since the home-made development is very demanding and often goes beyond the

possibilities of the physicists deeply involved in the hospital routine. Moreover, the long

time required for the simulation, one of the major drawbacks for the systematic

implementation of DMC simulation in clinical dosimetry, is probably not going to be an

issue in the future, thanks to the rapid improvement of the modern computer processing

power.

This study aims to test the routines specifically developed to perform patient-specific,

image-based 3D dosimetry using the FLUKA MC code, by the comparison with analogous

tools based on different MC codes.
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The reliability of the FLUKA algorithm for electron transport in the energy range typical of

nuclear medicine was verified by comparison with experimental data (Ferrari et al 1992,

Aarnio et al 1994, Fassò et al 1997, 2001, Böhlen et al 2012). In addition, FLUKA dose

point kernels were calculated in water and bone tissue for both monoenergetic electrons and

beta emitting isotopes, and compared to those obtained with other MC codes commonly

used for nuclear medicine dosimetry (Botta et al 2011). This latest study showed that the

differences between the simulation algorithms of the different codes are not expected to

have an impact when performing internal dosimetry at the voxel level.

The first step aimed to test the routine for handling PET and SPECT images only. Thus, the

CT-based density map was temporarily disregarded and homogeneous water medium was

assumed.

The results reported in section 3.2.1 show a perfect agreement, within the statistical

uncertainty, between FLUKA simulation in homogeneous water and VKC in the same

environment (table 2). Considering that the consistency of VKC results had been previously

verified (Pacilio et al 2012), such agreement proves that the routine developed to handle the

PET and SPECT images is working properly.

As a further confirmation, in section 3.2.2 these same FLUKA results have been compared

with the analogous data obtained with 3D-RD and MCID, and even in this case the

agreement is within the statistical uncertainty. With the same number of simulated particles,

the accordance between FLUKA and 3D-RD or MCID (table 3) is slightly worse than that

between FLUKA and VKC (table 2), probably due to the small differences between the

simulation algorithms used by the three codes (FLUKA, EGSnrc, MCNP5) in homogeneous

water. In fact, the differences in table 3 are similar to those commonly observed when

comparing different simulation algorithms (Botta et al 2011, Uusijarvi et al 2009). When

comparing FLUKA DMC and VKC, instead, no differences regarding the simulation

algorithm come into play since the voxel kernels for VKC were calculated with FLUKA and

with the same simulation parameters as for the DMC simulation.

In the second step (section 3.3), the CT-based density map was added, to test whether the

two routines—the one handling the PET-SPECT images and the one handling the CT

images—were properly integrated together in the simulation workflow.

Firstly, a homogeneous water phantom filled with activity was considered (section 3.3.1).

As compared to the previous case (section 3.2.2), the only difference is that each group is

adopting his own method to convert the CT number into density and tissue composition,

whereas previously a perfectly homogeneous medium was assumed by all the codes. In spite

of this, the three codes again agree within the statistical uncertainty: by comparing tables 4

and 3 it is evident that the same agreement is obtained when performing simulation in

homogeneous water and when introducing the CT.

An analogous, further comparison was also performed with a non-homogeneous phantom

(section 3.3.2) to get closer to the clinical application of the DMC simulation, which mainly

regards the dosimetry in presence of non-uniform tissues. The VKC method, in fact, is more

than adequate for homogeneous, water-equivalent tissues.
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When all the codes implement the same air–water–bone or lung–water–bone segmentations,

FLUKA agrees with both 3D-RD and MCID within the statistical uncertainty in all the

materials. Looking at the absorbed dose profiles, the results obtained in all the inserts of the

PET_2 phantom (air, water, bone) are comparable to those obtained in the water regions in

the PET _1 phantom (table 5 versus table 4). Slightly higher discrepancies among the codes

were observed in the air and bone inserts with respect to water (3–5% versus 2%) due to the

lower statistic, but in any case the agreement was within the statistical uncertainty.

As expectable, Rave in water is basically the same for the PET_2 phantom as for the PET_1

phantom. A slight improvement is actually observed in the case of the PET_2 phantom,

probably due to the fact that all the codes used an identical segmentation, whereas there

were slight differences among the segmentations used by each code for the PET_1

simulation.

Rave values in air, bone and lung also indicate a similar agreement as for water (the SD

being higher but coherent with the corresponding statistical uncertainties), except for the

comparison between FLUKA and 3D-RD in air, with Rave = 0.94 (table 5 and figure 8(A)).

However, when adopting the Schneider segmentation, the agreement between FLUKA and

3DRD in air is good even in air (Rave = 0.99 ± 0.03, table 5, figure 8(C)). Thus, such

discrepancy is not ascribable to the FLUKA routine, but probably to some difference

between the tools which becomes evident with the air–water–bone segmentation and not

with the Schneider segmentation. The main difference between the two segmentations in the

air region is the material density, 0.0013 g cm−3 for the air–water–bone segmentation and

0.027 g cm−3 in the case of Schneider segmentation.

All in all, these results adequately prove that the CT data enter properly in the simulation

workflow.

In a future study, it will be also interesting to compare the different tools on patient images,

each tool implementing its own segmentation, in order to quantify the impact of the

segmentation on the absorbed dose in different districts.

Further studies are also foreseen in order to optimize FLUKA simulation parameters,

minimizing the simulation duration without losing accuracy. In particular, the threshold for

particle absorption can be easily increased to values higher than 1 keV in consideration of

the fact that the voxel side is typically of the order of a few millimetres, more than three

orders of magnitude larger than the range of a 1 keV electron in water or bone, and two

orders of magnitudes in the case of air. The 1 keV value was adopted in this study just for

comparison purpose with the other codes. Also, the necessity to switch from the default

multiple scattering to a single scattering algorithm, limited to those cases where the Molière

model is no longer reliable, could be investigated. Along with this, a user friendly tool that

can be easily shared and used by medical physicists working in the clinic is under

development.

To conclude, this study confirmed that the routines developed to perform DMC simulation

on PET-CT and SPECT-CT images with FLUKA work properly.
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With these tools it will be possible to investigate the adequacy of DMC calculation at the

voxel level in relation to the accuracy of the PET and SPECT images and to the ability to

assess activity and cumulated activity at the voxel level.

As a further step, it will be possible to use them for personalized dosimetry on patient

images.

5. Conclusion

Specific routines were developed in the FLUKA environment to perform patient-specific 3D

dosimetry through DMC simulation on PET-CT and SPECT-CT images. FLUKA results

were in good agreement with those obtained with other tools developed to perform 3D-

absorbed dose calculation as well, both in the assumption of homogeneous tissue and using

the CT-based density map. The absorbed dose map correspondence was verified at the voxel

level and the average discrepancy was always lower than 6%, an acceptable value

considering both the statistical uncertainty and the fact that a 2–3% difference was expected

due to the differences among the simulation algorithms. The time needed for simulation

appeared moderate, and reliable results can be quite easily achievable, especially with the

increasing availability of powerful computation tools. The FLUKA routines here developed

are ready to be used for personalized dosimetry.
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Figure 1.
Profile comparison between FLUKA DMC simulation in water and VKC for the (A)

SPECT_1 model, (B) SPECT_2 model and (C) PET_1 phantom. Error bars are not visible

because they are fully included in the lines.
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Figure 2.
DVH comparison between FLUKA DMC simulation in water and VKC for a 9 radius

cylindrical VOI inside the SPECT_1 model. Error bars represent 1 sigma uncertainty; when

not visible, they are fully included in the lines.
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Figure 3.
Profile comparison between FLUKA, 3D-RD and MCID DMC simulation in water (PET_1

phantom). Error bars are not visible because they are fully included in the lines, except for

the region outside the phantom (at the profile edges) exhibiting low statistic.
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Figure 4.
DVH comparison between FLUKA, 3D-RD and MCID DMC simulation in water for a VOI

including a hot sphere in the PET_1 phantom. Error bars represent 1 sigma uncertainty;

when not visible, they are fully included in the lines.

Botta et al. Page 22

Phys Med Biol. Author manuscript; available in PMC 2014 May 29.

N
IH

-P
A

 A
uthor M

anuscript
N

IH
-P

A
 A

uthor M
anuscript

N
IH

-P
A

 A
uthor M

anuscript



Figure 5.
Profile comparison between FLUKA, 3D-RD and MCID DMC simulation with a CT-based

density map—homogeneous water phantom. Error bars are not visible because they are fully

included in the lines.
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Figure 6.
DVH comparison between FLUKA, 3D-RD and MCID DMC simulation with a CT-based

density map for a VOI including a hot sphere in the PET_1 phantom. Error bars represent 1

sigma uncertainty; when not visible, they are fully included in the lines.
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Figure 7.
Profile comparison for DMC simulation with a CT-based density map and air–water–bone

segmentation (A), lung–water–bone segmentation (B) and Schneider segmentation (C). The

profile crosses the bone insert (A), (B) or the lung insert (B). Error bars are not visible

because they are fully included in the lines.
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Figure 8.
DVH comparison for DMC simulation with a CT-based density map and air–water–bone

segmentation (A), lung–water–bone segmentation (B) and Schneider segmentation (C). The

VOI is included in the air insert (A), (C) or in the `lung' insert (B). Error bars, when not

visible, are fully included in the lines. Error bars represent 1 sigma uncertainty; when not

visible, they are fully included in the lines.
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Table 1

Comparison between measured and calculated (Schneider method) CT numbers for the different materials in

the Catphan® 500 phantom.

Material # CT measured # CT calculated

Air −971.85 −1000.0

PMP −181.59 −186.1

LDPE −93.86 −102.1

Polystryrene −38.25 −24.3

Acrilyc 119 118.3

Delrin 338.29 340.3

Teflon 928.4 937.4
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Table 2

Results from comparison between FLUKA DMC simulation in water and VKC. For Dprofile calculation, code

1 is represented by VKC and code 2 is represented by FLUKA.

Profile comparison (all the models/phantoms) R inside the VOIs (all the models/phantoms)

Dprofile ± SD Rave ± SD [Rmin, Rmax]

(1.5 ± 1.1)% 1.00 ± 0.02 [0.82, 1.22]
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Table 3

Results from comparison between FLUKA, 3D-RD and MCID DMC simulation in water. For Dprofile

calculation, code 1 is represented by either 3D-RD or MCID and code 2 is represented by FLUKA.

Profile comparison (all the profiles) R inside the VOIs (all the profiles)

Dprofile ± SD Rave ± SD [Rmin, Rmax]

FLUKA versus 3D-RD (3.0 ± 2.4)% 1.01 ± 0.06 [0.9, 1.6]

FLUKA versus MCID (2.6 ± 2.1)% 1.01 ± 0.07 [0.8, 1.5]
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Table 4

Results from comparison between FLUKA, 3D-RD and MCID DMC simulation with a CT-based density map

—homogeneous water phantom. For Dprofile calculation, code 1 is represented by either 3D-RD or MCID and

code 2 is represented by FLUKA.

Profile comparison (all the profiles) R inside the VOIs (all the profiles)

Dprofile ± SD Rave ± SD [Rmin, Rmax]

FLUKA versus 3D-RD (3 ± 2)% 0.99 ± 0.04 [0.9, 1.2]

FLUKA versus MCID (3 ± 2)% 0.98 ± 0.04 [0.8, 1.2]
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Table 5

Comparison between FLUKA, 3D-RD and MCID DMC simulation with a CT-based density map—water

phantom with air, `lung' and bone inserts. For Dprofile calculation, code 1 is represented by either 3D-RD or

MCID and code 2 is represented by FLUKA.

Profile comparison R inside the VOIs

Dprofile ± SD Rave ± SD [Rmin, Rmax]

FLUKA versus 3D-RD

Air–water–bone segmentation Water (2 ± 1)% 1.02 ± 0.02 [1.0,1.1]

Air (4 ± 3.5)% 0.94 ± 0.03 [0.8, 1.0]

Bone (4 ± 3.5)% 1.04 ± 0.11 [0.8, 1.5]

Lung–water–bone segmentation Lung (3 ± 2)% 0.99 ± 0.03 [0.9, 1.1]

FLUKA versus MCID

Air–water–bone segmentation Water (2 ± 1)% 1.01 ± 0.05 [0.9, 1.2]

Air (5 ± 4.5)% 1.00 ± 0.12 [0.7, 1.7]

Bone (3 ± 2.5)% 1.01 ± 0.24 [0.4, 1.9]

Lung–water–bone segmentation Lung (2 ± 1.5)% 1.02 ± 0.03 [1.0,1.1]

FLUKA versus 3D-RD

Schneider segmentation Water (2 ± 1)% 1.03 ± 0.02 [1.0,1.1]

Air (3 ± 2)% 0.99 ± 0.03 [0.9, 1.4]

Bone (4 ± 3.5)% 1.03 ± 0.10 [0.8, 1.5]
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