ABSTRACT

This thesis reasons on dynamic wireless sensoronetwW(WSN) analyzing
different models and architectures. The main gdahlbthe work is the
development of a tool designed to fulfill the neefiseal on-field research,
especially applied to indoor environment such asske and hospitals. The
idea was born from my last university thesis whaliengside the original
project of a remote controlled surgical room artiee need to monitor the
hospital's patients and surgeons. In that occas®mere forced, for many
reasons, to use a sort of batch system consisfilRf-tb tags and sensors
with memory, whose data were downloaded after ntemyrs or days, or
simply sensors directly connected to computerdedts a set of wireless
sensors have allowed a real-time interaction with temote controlled
system.

My thesis first shows a background of the wirelssssor network theory,
technologies and security issues and shows howdhie was developed.

In the first period of time a developer starter wis chosen from many
available, evaluating different properties, inchglicosts, open source or
free IDE and the possibility of modify the basedity supplied.

An initial project was developed using this kit, difging the nodes to
install the required sensors. Following the maquests of the team, the
network was created balancing the energy consumina the reliability.
The developing work was supported by field testseah research scenarios
of increasing complexity. The initial test resutia the original project,
developed with the supplied library, revealed wesises in battery life,
nodes connection stability and security thus changeere made
accordingly. An heartbeat system was designed mptemented to create a
fault tolerant system consisting in a couple ofides. Then the security
iIssues were evaluated in consideration of the astng number of attack's
techniques designed for the WSNs. A cryptography leotection
mechanism was implemented to protect the AES dlguritself and the
data, together with a software deletion mechanianfront of an hardware
read access, to avoid the steal of the initiasygsases of the program
itself. Finally some consideration were made onWH&N performance and
study results. In conclusion we can say that oueless network has been
used successfully, although it has shown limitsstability and data flow
capacity. In most cases the WSN capacity of disappg and to be
unattended for long time were preferred then the ddream reliability
because of the comfort quality perceived by studylbjects (i.e. house's
inhabitants or patients).
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Introduction

1.1 The statement

The wireless sensor networks are rapidly evolvinghiese years attracting
interest in a number of application domains relateth monitoring and
control of phenomena, as they promise to accompdisks at low cost and
with ease.
Researchers see WSNs as an “exciting emerging dorohfideeply
networked systems of low-power wireless motes witiny amount of CPU
and memory, and large federated networks for hggimiution sensing of the
environment” [WMCO04].
In a WSN, the sensors have a variety of functi@mg] capabilities. The
research’s field is now going forward under thelpakrecent technological
advances and the pull of a plethora of potentipliegtions.
Most of the actual sensor’'s networks as the raggstem, nation weather
stations, country electrical power grid are allrap#es of sensor’s networks;
however all these systems use specialized compatetscommunication
protocols and consequently, are very expensive.
Much cheaper WSNs are now being developed for cgrapplications in
security, health-care, and commerce. These systamsnultidisciplinary
and involves radio signals and networking, signebcpssing, systems
architectures, database management, resource patiom, power
management algorithms, and platform technology sash operating
systems.
The networking principles and protocols of thesstays are relatively
young and are being developed in these years [KEWO02
The recent engineering advances coupled with mathger ofactors as
ubiquity of the Internet or the developments indfe opening the door to a
new generation of low-cost sensors that are capdldehieving high-grade
spatial and temporal resolution.

However there are many difficulties in applicataevelopment that slow
down the adoption of WSN technology.
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In most cases the developers need to focus at haedievel to solve
problems, requiring a very close knowledge of tiperating system used
beyond physical architecture.
According to [Mot06] the technical background nekde seldom found in
high level domain experts and, as a second probtém, programmer
usually loses the general view and applicationdogi
To simplify the developing without sacrifice thefiegiency, a high-level
abstraction is needed and several different soistand approaches have
been proposed.

In this thesis we study the development of a WSMJuating different
approaches and techniques, building a completemysiseful in real on-
field researches.

1.2 Motivations

The main goal of this work is the development dabal designed to fulfill
the needs of real on-field research, especiallyiegpo indoor environment
such as houses and hospitals.

The idea of this study of such a WSN system arosigl my master degree
thesis [Gad06]. In that project study , started 2093, we developed a
prototype of a real-time control system of surgit@atres data flows.

While we did not find any particular problem gaihgr data from the
surgical room programmable logic controller (PL@yatudying a possible
evolution of such PLC, many problems were foundntgyto analyze the
incoming data from patients and medical staff.

These human data are very valuable to estimatenteetions (literature
estimate the patient’s infection probability at eménan 40%, with the 10%
of the total with critical infection such as septitia, (see [Sco09]) or
hypothermia risks (even more dangerous than imiestidue to its direct
implications to death) of the patient.

It is to underline that each critical infection, as example, in the 2009
American implications infections cost report areldeed to have a mean
cost of over 13 thousands dollars [Sco09].

On the other hand the medical staff comfort, mathly surgeons, is very
important to reduce staff errors probability, espc in surgery requiring
several hours.

In that study we were forced to use a sort of batgstem consisting of
RFID tags, sensors with their own memory and bat(dutton), whose
data were downloaded after many hours or daysingslg sensors directly
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connected to computers. Instead a set of wirelessoss have allowed a
real-time interaction with the remote controllecteyn.

The main reasons for such solution were the avéilalbn the market of
only ad-hoc systems with proprietary firmware tivare designed to fit one
specific problem and usually with an high cost. Fatance the Bluetooth
kit used in [FGMO08], (kindly granted for a perioain manufacturer at no
cost) as a price of some thousands Euro and h#éseatypical problems of
the Bluetooth devices: the modules cannot be usedltaneously due to
their Bluetooth configuration and highly suffer tipgoximity of other
Bluetooth devices (e.g. mobile phone often in tbekpt of medical staff
even when in a surgical room), moreover cannot rraveas greater than
few meters (about 10m).

Moreover the Wireless Sensor Networks (WSNs) suctha ZigBee were,
at time of the beginning of my master degree thesist at its first
generation devices (a radio device without logiedieg a separate MCU to
perform most of the operations), and where consaienore a new study
field rather than a support to other projects.

If can be designed a WSN, capable of different lkahdneasurements,
without interfering with the common patients anddmal staff behaviors, it
can be very useful to cover a wide range of apgtina allowing the
monitoring, even for long periods, of the envirants and their living
peoples while they are performing everyday openatio
Finally we can say that literature lacks in thegeetof studies in many
fields in which, instead, they can help to supponefute a theory.

1.3 Study context

My work was developed at CIAS (Centro Ricerche Ingmento ambienti
Alta Sterilita - pollution of high sterility enviroment research center) a
interdepartmental research centre directed by gsofeS. Mazzacane and
collaborating with different kind of scientists $uas engineers, biologists,
medical staff, IT staff, architects and sometimleggicists.

The centre cover many different areas starting witigh sterility
environments, such as cleanrooms, and indoor ailitquIAQ), including
thermo-hygrometric and olfactory parameters, tochessues related to
mental or physical diseases. Sometimes two diffemezas converge into a
unique research scenario such as in [Gad06] wiergallution and dust
presence in a surgical room (a high sterility emwment) controlled by our
system prototype can be correlated to the patiamfesctions.
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The system design, of course, must be aware ofdiffisrent application
scenarios and needs.

1.4 Problems and challenges

As the project context suggest (see par. 1.3) b must be designed to
adapt to different situations, it needs to be wgasdivided into many
networks if there are many concurrent studies bjestis to analyze. Thus,
in our case, it is not suitable a special devies #tts as a gateway from the
WSN to a computer, but is much more useful that yndavices can
perform such a role. The second need of our sydhre flexibility which
means that we can easily:

» change the type of sensors, and this operatiorbegperformed by
any researcher. This problem involves both thekare design, that
can require modifications and the software develammn for
example building a modular sensors driver library

* change the way the nodes act in the network cammbdified
accordingly to their kind of activity (i.e. contiaus measurements
sampling or long idle periods). For this propertthe application
design must be as dynamic and event/environmenterrias
possible.

» place the nodes (or the sensors only) in hostNe@@mments such as
wet pipes or unattended locations. Usually we adneae this goal
protecting the node and choosing the sensors wisely

The main features of the projected solution musth®enon interference
with the living people, this is of great relevamwgeen trying to convince the
potential subject’s of study, as well as the paksilio monitor and interact
with the system remotely, required not only by tlemperating research
centre but also to achieve the non-interferende tas

One of the main challenges, instead, come from degice energy

consumption, since it can greatly affect the pemddime the WSN can
achieve its task without an external (and invasingrvention.

Another challenge is the WSN coordinator bottlendokfact all network

topologies where a central node exist where mosthetraffic (in our case
the data flow) needs to pass through, then thie matl be a bottleneck. In
WSNs this node is the gateway device (the WSN dinator) that connects
the WSN to other networks or to just a single cotapu

14



Finally we must consider the node firmware, growingsize each time a
new specifications set is released, taking the mpatt of the
microcontroller memory (and sometimes computingpteces.

1.5 The approach

We start considering the WSN as part of a systemutomatically gather
data. The system required must be used in an i@thbnvironments with
the less impact possible, avoiding any kind of aisfort to the living
people.

We have studied the taxonomy of our researches idadtified the
minimum requirements to satisfy. This system musflexible to adapt at
many different contexts having the ability to changom a space time
properties of type local/periodic (such as HVAC marng) to a much
more intensive application global/event driven [suas environment
condition or people action control-response).

Apart from the environment’s impact, the developméime is also
considered a crucial aspect, since most reseadm@t wait months to
start gathering data because of a software probhlapst of the times,
indeed, even a manual intervention is preferrednt@utomatic system non
really reliable and inefficient.

We have started from the WSN state of the art [BR®@® evaluate the best
solution to fit our WSN system, we have chosendig8ee WSN as a large
recognized emerging standard with several manucproposals and we
have used one of this proposal to develop our syste

We have finally used our studies as a test-bed fiel prove how really
efficient and flexible is the WSN system. To acleiehe task of sensor
interchangeability we have designed a modular ibthat can be reduced
(with only a sensors driver selection) for memaguirements. In this way
the nodes can be configured by a command senh@idMSN coordinator
without the need to change the node firmware itselfjust needing a warm
reset (usually the reset request is also senheiaaordinator device).

We have patrtially redesigned the upper layer (teémdrk layer) to solve
some communication problems such as isolated naites; malfunctions
and to dynamically change the node role insidenitevork. To add more
reliability to the application we have also implerted an heartbeat system,
that is not a new idea, but is adapted to a wisetemtext using the beacons
of the first device as the beat sighals and, maeosaving the battery
energy of the second node.
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On the test results basis we have, also, improkkedNSN reliability and
security covering the weakness found, such hagpdssibility to read the
AES key from the node memory or the flaw against3&dtack exploiting
the AES-CTR procedure.

Moreover a Network Intrusion Detection System (N)Df&as modified to
use a special WSN node (a network sniffer) andckgiacapture library to
gather and monitor ZigBee network traffic.

Finally to improve the WSN performance we have enpénted a Huffman
compression algorithm (only the compression witlstatic table on the
node) due to its simplicity and compression spéleid, partially solve the
bottleneck problem when we have a single sensay. (an tri-axial
accelerometer) producing an high data flow (90 esdsec or more), but the
WSN can also be split into many networks since eamte can act as the
coordinator.

Part of the system design effort has been direttedhe applications
projected to gather the data from the WSN, sendd#ta to the database
server. For performance and memory reasons theicapph is
multithreaded (and can be executed without problema Pentium Il PC).
Furthermore a web interface was created to allosv dbientists’ remote
access. This actual system shows the data withlay aé few seconds
(typically less than 2 seconds) thus, for the lohdequirements we have, it
can be considered a real-time system.

1.6 Organization of the thesis

Apart from this introduction the following chaptpropose an overview of
the Wireless Sensor Networks. In the third chapier shown the WSN
classification, standards, and protocol layers.

Next are proposed some WSN implementation aspesed uwhile

developing the application such as network fornmti@uting algorithms
and security issues. It's also includes some of ZlgBee higher layers
because of their been both accessed and modifisdgdthe application
developing.

The fifth chapter aims to describe the author wdoke starting from the
choice of the devices and their hardware modificedj to the completion of
WSN application.

The subsequent chapter is dedicated to the reacitieved by our WSN
system, thus are described the benchmark, througimul lifetime results
obtained and the on field test applications witleirthrelative gateway
applications.
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Finally in the last chapter were presented the aighconclusions and
perspectives for the future works.
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WSN Applications

2.1 Application domains

We can briefly see the main application domainsttier WSN as described
in [Cal06]. The environment can be the physicalldca biological system,
or an information technology (IT) framework. Andweoors are opening
everyday as a result of the technology improvements

We must not forget that a stated goal is to devetmpplete MEMSs—based
sensor (micro-electro-mechanical systems) at a meluof 1 mmn
[WMCO04].

2.1.1 Industrial control and monitoring

A industrial facility has a relatively small contrmmom, surrounded by a
large plant. The control room has usually sevamndicators and displays
that describe the state of the plant (valves, giyantemperature and
pressure of stored materials, equipment’s conditaord others) and input
devices that control actuators in the plant (heateslves, etc.) that affect
the state of the plant itself.

The sensors, their displays, the input devices tAedactuators are often
relatively inexpensive compared with the cost af #rmored cable that
must be used to communicate in a wired installatidie information

shown usually changes slowly so the data bandweilgired is relatively

small although a high reliability level is required

The costs can be significantly reduced if an inespe wireless

communication is used instead and a multiple rgutiatwork can be used
to maintain the reliability level.

An example of wireless application in an industaalironment [Cal06]
is the control of commercial lighting. A wirelesgstem can be programmed
to control the lights, grouping them with ease tont on and off
simultaneously, cutting down the expense of allediswitch and can be
much more flexible when a change is needed.
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The monitoring and control of moving machinery, wheired sensors and
actuators are often unusable, is another areabiiitar wireless networks.
Because the wireless networks may implement digeid routing
algorithms and can be self-healing they can proobe resilient to an
explosion or other serious damage to the induggtait, providing officials
with critical plant status information under diffiit conditions.

To accomplish to such a job it is important that wireless system be fully
operating for the entire interval between mainteegueriods.

This implies, among others the use of a wireless@enetwork with very
low energy requirements.

The sensor node often must be small, inexpensideeasy to substitute.
Wireless sensor networks may be of particular useéhe prediction of
component failure for aircraft, where these attesumay be used to
particular advantage [FriO1].

Another application in this area for wireless semnsetworks is the heating,
ventilating, and air conditioning (HVAC) of buildis.

This is one of the application also of the WSN dieped during my thesis
period.

HVAC systems are typically controlled by a smallhmher of thermostats
and humidistat strategically located. Once morevilied connections limit
the possibility and the number of these thermostatshumidistat

To improve the granularity response of a HVAC gyst&ireless handlers
and dampers can be used coupled with wireless tistats and humidistat
sensors that may be placed around each room toidprodetailed
information about the control system. So the HVAGtem can fit the need
of the working team, for example reducing the vatuaampers for an
empty project-room and opening dampers for the imgebom while in
use. A wired system usually lacks to accomplisihsutask.

2.1.2 Home automation and consumer electronics

There are many possible applications for wirelessar networks at home.
[Cal02]. Many of the industrial applications, someodescribed in the
previous paragraph, may be used in a home, for pleamnHVAC system
exist, and equipped with wireless thermostats, damand the right sensors
can keep the rooms of the house comfortable inyamare efficient than a
home equipped with a single and wired thermostat.

However, a lot of other opportunities are availablike the “universal”
remote control, typically a PDA (personal digitalsetant) device that can
control not only the TV, CD player, but the lightsy kind of curtains,
locks that are also equipped with a wireless semstwork connection.
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With this remote control, one may control the hotreen the comfort of
one's armchair.

One of the most interesting application, howeveomes from the
combination of multiple services, such as closimg ¢urtains automatically
when the television is turned on, or automaticallyting the entertainment
system when a call is received on the telephone.

Another application in the home is a sensor-baséatmation appliances
that transparently interact and work together a# a® with the home
occupant [Pet00]. These networks are an extensfothe information
appliances proposed by Norman [Nit06].

Toys represent a large market for wireless sensbwarks, they can be
enhanced or enabled by wireless sensor networksvaral ways, limited
only by one's imagination.

A particularly interesting field is PC-enhanced gpywhich use the
computing power of a nearby computer to add funetiity to the toy itself,
for example, speech recognition and synthesis, oatthplacing the
expensive yet limited speech recognition and s\gisharcuits in the toy but
using the computing power of the computer. Thealeost of the toy will
be reduced improving its capabilities and perforogan

It is even possible to give the toy complex behawiat practical with other
technologies (see http://toys.media.mit.edu/).

Another home application is similar to the Remotyless Entry (RKE)
feature found on many cars. With a WSN, wireleskdo door and window
sensors, and wireless light controls, the home owmey have a remote
control similar to a car-key with a button. Whem thutton is pressed, the
device locks all the doors and windows in the hoare] additionally can
turns off the programmed indoor lights, turns otdoor security lights, and
sets the home's HVAC system to nighttime mode.

The user receives an ok sound once this is all daneessfully or an error
code if something goes wrong and in this case heread on the display
where is the source of the problem. Also a full eagacurity system can be
implemented as well to detect a broken window beptroubles.

Outside of the home, the wireless sensor netwarksatable for many of
activities consumer-related, like tourism and shiogpACK94].

In these contexts WSNs can provide, furthermoreci§p information
about the consumer’s behaviors .

2.1.3 Security and military sensing

The security system described in the previous papdg for the home
environment can be use in industrial security ajapions.
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Similar systems have existed for several years @yaemploying
proprietary communication protocols.

They can support multiple sensors relevant to #gcuncluding magnetic
door opening, infrared, broken glass sensors, smakiesensors for direct
human intervention.

One of the benefits of using wireless sensor ndtsvig that they can be
used to replace guards and sentries, not only ilitanyi field, around
defensive perimeters.

In addition wireless sensor networks can be usetbtate and identify
targets for potential attack or to support thecittay locating friendly or
enemy troops and vehicles.

Wireless sensor networks can be camouflaged to ligekrocks, trees, or
gravel. These networks, are difficult to destroybattle, thanks to their
distributed control and routing algorithms [HewO1].

The use of spread spectrum techniques, combinedh wie burst
transmission format, common to many wireless sensetworks (to
optimize battery life), can give them a low probigpiof detection by
electronic means.

2.1.4 Asset tracking and supply chain management

A lot of application of wireless sensor networks egpected to be
concerning resource tracking and supply chain gpamant.

One example is the tracking of containers in a.@guth port facilities may
have thousands of containers or even more, somwhioh are empty,

while others are to be shipped in different desioms and they are stacked,
on land and on ships.

The efficiency of organization is an important factin the shipper's
productivity so that they can be moved the feweshlper of times and with
the fewest errors. [Cal06]

An error in the location record of any containen ¢e very expensive and
the lost container can usually only be found b=naustive search.
Wireless sensor networks can be used to improvie egquired efficiency;
by placing sensors on each container, its locationalways be determined.
Similar problems can be found in railways transpydtem where railroad
cars of different types must be organized, andhm ihdustries of non-
durable goods.

The use of wireless sensor networks for the trackimuclear materials has
already been demonstrated in the Authenticatedkifrgcand Monitoring
System (ATMS) [Sch98], [Sch00].

The ATMS profit from wireless sensors (state of doer, infrared, smoke,
radiation, and temperature sensors) within a shgpgiontainer to monitor
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the state of its contents. Notification of events &ransmitted within the
shipping container via a wireless system to a meolptocessing unit
connected to a GPS receiver and an Internationatitivia Satellite
(INMARSAT) transceiver. Through the INMARSAT systethe location is
well known and so is the status of each shipmentiwinay be monitored
anywhere in the world.

2.1.5 Intelligent agriculture and environmental sensing

An example of the use of wireless sensor netwonksgriculture is the
rainfall measurement. Large farms and ranches moagrcseveral square
kilometers, and they may receive rain only occadlgrand only on some
portions of the farm. Thus it is important to knomhich fields have

received rain, so that irrigation, usually expeasican be omitted and
which fields have not and must be irrigated.

Such an application is ideal for wireless sensdwokks. The amount of
data sent over the network is usually very lowigibf type "yes or no rain"
Is just of one bit), and the message latency caonrbthe order of several
minutes. However costs must be low and energy copsan must be low
enough for the entire network to last an entiresgea

The wireless sensor network is capable of much nimme just rain soil

measurements because the network can be fitted avidrge variety of
chemical and biological sensors.

This type of application is very important in visegls, where

environmental changes may have vexing effects envtdiue of the final

product.

The location determination features of wirelessseemetworks may be
used in advanced control systems to enable momation of farming

equipment or in the determination of animals’ posit

Wireless sensor networks may also be used for lowep sensing of
environmental contaminants such as mercury [Bri98].

MEMS sensors may be integrated with a wirelessstainer in a standard
CMOS process, providing a very low-cost solutiontite monitoring of

chemical and biological agents.

2.1.6 Health monitoring

“Health monitoring” is usually defined as “monitog of non-life-critical

health information”, to differentiate it from medictelemetry, and in this
field wireless sensor networks is expected to ggonekly, although WSN
can applied to some telemetry application as well.
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We can classify health monitoring applications imteo general classes
available for wireless sensor networks. The firdasg is athletic
performance monitoring, for example, tracking ormitse and respiration
rate via wearable sensors and sending the infoomato a personal
computer for data analysis [Ber0l]. The secondsclasat-home health
monitoring like personal weight management [Par00].

The patient's data can be wirelessly sent to aopafsomputer and then be
used, analyzed or just saved. Another exampleeiggmote monitoring of
patients with chronic disorders like diabetics [D@h

The use of wireless sensor networks in health mang is expected to
increase rapidly due to the development of biolalggensors compatible
with conventional CMOS integrated circuit proceg3sH02].

The sensors, which can detect nucleic acids, enzyamel other biologically
materials, can be very small, enabling their applons in pharmaceuticals
and medical care.

A developing field market is that of implanted nealidevices. In the USA,
the Federal Communications Commission (FCC) estaddi rules
governing the Medical Implant Communications Sexyifor transmitting
data in support of diagnostic or therapeutic flordi associated with
implanted medical devices." (sk#p://wireless.fcc.gov

A developing field related not only to health moning is that of disaster
relief. For example, the wireless sensors of theAB\system in a collapsed
building (earthquake event or gas explosion) cawvige victim location
information to rescue workers if acoustic sensactiyated automatically by
accelerometers or manually by emergency persoareincluded.

Wireless disaster relief systems like avalancheuesbeacons, which
continuously transmit signals, are already on tlaeket, so that rescuers can
use to locate the wearer while is in an emergelitcyateon, are used by
skiers and other mountaineers in avalanche-prazesar

The actual systems have their limitations, firstatif they provide only
location information, and give no information abaime health of the
wearer. Thus in a large avalanche, when severabbeacan be detected by
emergency personnel, There is no way to decide sttould be assisted
first.

It was recently proposed that these systems beneatiaby the addition of
health sensors, including oximeters and thermomet®s that would-be
rescuers would be able to identify those still@liinder the snow [Mic02].
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2.2 Network performance objective

To meet the requirements of the applications juetcdbed, a wireless
sensor network design must achieve several obgtiVhe need for these
features leads to a combination of technical issoets found in other

wireless networks.

2.2.1 Low power consumption

WSN applications usually require network componewith a power

consumption that is lower than currently requirgditmplementations of

existing wireless networks such as Bluetooth.

For example, devices for certain types of smars,tdgdges, or medical
sensors powered from small coin cell batteries,ukhdast for several

months or even years.

The monitoring and control applications of indwstrequipment require
exceptionally long battery life so that the mairstece schedules of the
monitored equipment are not compromised. Otheriggdns may require
a very large number of devices that make frequexttely replacement
impractical.

Moreover there are applications that cannot emplbgttery at all; network
nodes in these applications must get their energy fthe environment
[Sta99]. An example may be the wireless car tiesgure sensor, for which
it is desirable to obtain energy from the mechdnma as alternative,

thermal energy present in the tire instead of éebathat may need to be
replaced before the tire does [Cal06].

In addition to low power consumption a system Wiithited power sourcing

often has limited peak power sourcing capabilissswell and this is an
important factor to consider in system design.

2.2.2 Low cost

Cost plays an important role in applications addimgeless connectivity to
inexpensive systems, and for applications withrgdaaumber of nodes.
Most applications require wireless links of low qaexity and low cost
relative to the total product cost.

To meet this objective, the network design and compation protocol
must avoid the need for expensive components, asdiiscrete filters, by
employing relaxed analog tolerances wherever plessdnd minimizing
memory and computing requirements [Cal06].
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However one of the largest costs of many netwoskadministration and
maintenance. Thus to be a true low-cost systennehgork should achieve
ad-hoc, self-configuration and self-maintenanceabdjies.

An “Ad hoc” network is a network without a predetened logical
topology or physical distribution.

“Self-configuration” is the ability of network noddo detect the presence of
other nodes and to organize into a structured mi&twathout human
intervention.

“Self-maintenance” is the ability of the networkdetect, and recover from,
faults in either network nodes or communicationkdinwithout human
intervention.

2.2.3 Security

The security of wireless sensor networks involves tfactors of equal
importance: how secure the network is and how sethe network is
perceived to be by users.

The perception of security is very important beeausers have a natural
concern when their data is transmitted over the air

Moreover, an application employing wireless semsaworks often replaces
a wired version in which users could physically $ke wires or cables
carrying their information, and know that no ongeelvas intercepting their
information or injecting false information with r@nable certainty.

The wireless systems must work to reach that fgaiinachieve the wide
market needed to lower costs.

However security is more than just message enanypln fact encryption is
not an important security goal of wireless sensiworks.

Usually the most important security goals are teued that any message
received has not been modified in any way and asmfthe sender who
claims to be.

In fact if one has a wireless light switch in a lgnthere is little to be
gained by encrypting the commands “turn on” andri‘toiff”.

Any potential eavesdropper know that only two polgsicommands are
likely, but he or she may also be able to seeigid Ehining out the home
window from his or her position.

Therefore having secret commands in this applinaof little importance.
What is really important is that the malicious esrepper in the street can
not be able to inject false or modified messagés the wireless sensor
network, with the possibility of causing the ligtat turn on and off as he
likes.

This requires message authentication and integritgcking, which is
performed by appending to a message a sender dapgdvdssage Integrity
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Code (MIC sometimes known as MAC Message AuthetiticaCode) to
the transmitted message.

The desired recipient and sender share a key, whicked by the sender to
generate the MIC as well as by the recipient tdfioonthe integrity of the
message and the identity of the sender.

To avoid the “replay attacks” in which an eavesgeprecords a message
and retransmits it later, a message counter ortimsst be included in the
calculation of the MIC. In this way two authentiessages containing the
same data will not be identical.

Regarding security the wireless sensor network rerggi faces three main
difficulties: the length of the MIC must be baladasccording to the typical
length of transmitted data, and the desire for tstransmitted messages.
Although a 16-byte (128-bit) MIC is often cited ascessary for the most
secure systems, it becomes cumbersome when sitgtata is being
passed (e.g., on, off).

The designer must balance the security needs ofiskes with the low-
power requirements of the network. Note that thesyrmvolve not only
choices of MIC length but also combinations of nages authentication,
integrity checking and encryption and must be aatically performed, as
part of a self-organizing network.

To minimize the cost of the network devices, theusgy features must be
capable of implementation without an expensive Wward, with a minimum
addition of logic gates and memory (RAM and ROM).

Since the computational power available in mostvogk devices is very
limited, the combination of low gate count, smaémory requirements, and
low executed instruction count limits the securi@gorithm’s types
available.

The last but perhaps the most difficult problenkéy distribution. Many
methods are available, including several typesulflip key cryptography,
employing dedicated key loading devices and varikypes of direct user
intervention.

All have their advantages and disadvantages whesd us a given
application so the wireless sensor network desigmeist select the
appropriate one for the application developed.

WSN have additional requirements including, faaletance, scalability to
very large networks, and the need to operate inilaosnvironments
[Aky02].

Although the design of a network that meeting threggiirements may seem
difficult, usually they don’'t need to be achievdtl samultaneously in the
same system, for example the strict power andreggtirements come with
more relaxed requirements in other areas.
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2.2.4 Network type

Although a star network with a single master and onmore slave devices
may satisfy many applications, the transmit powiehe network devices is
limited by government rules and battery life comsgmetwork types that
support multi-hop routing must be employed whenitamthl range is
needed.

The additional memory and computing cost for raytitables and
algorithms, in addition to network maintenance anrhead, must be
supported without excessive cost or power energgumption.

It is to be emphasized that many applications &reslatively large order
(hundreds of nodes) and device density may alsbidie (for example in
market price tag applications).

2.2.5 Worldwide availability

Several proposed applications of WSN, such as e&gseluggage tags or
shipping container location systems, require thatrtetwork be capable of
fully operate worldwide.

Additionally, to maximize efficiency of productsyqauction, marketing,

sales, and distribution and to avoid the establesttnof proprietary or

regional variants, it is desirable to produce desvicapable of worldwide
operation.

Although this capability can be implemented by ewyplg GPS or

GLONASS receivers in each network node, the cosadifing a second
receiver, plus the additional performance requitedmeet the varying

worldwide requirements, makes this approach ecocaliyiimpractical.

It is, instead, preferable to employ a single bamildwide, one that has
minimal variation in government regulatory requiests to maximize the
total available market for wireless sensor networks

2.2.6 Data throughput

Wireless sensor networks have limited data throughgquirements
compared with Bluetooth (IEEE 802.15.1) and othé?AMs and WLANS.
The maximum desired data rate, according to [Cal@@raged over a long
period, may be set to be 512 b/s, although thiatiger arbitrary.

The typical data rate is expected to be below tngn 1 b/s or lower in
some applications. It needs to be underlined thagd values represent the
data throughput, not the data rate transmitted twerchannel, which may
be significantly higher.
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This low amount of data throughput implies thatjwany practical protocol
overhead, the communication efficiency of the nekwwill be very low
(especially when compared against TCP/IP packetsniay be 1500 bytes
long).

Regardless what design is chosen, the efficiendlyb&ivery low, and the
situation, therefore, may be viewed in positives potocol designer has the
possibility to design free of the consideratiorcommunications efficiency,
usually a critical parameter in protocol design.

2.2.7 Message latency

Wireless sensor networks have soft Quality of SeryQoS) requirements,
because, in general, they do not support synchsrommunication, and
have data throughput limitations that disallow th@nsmission of
applications like real-time video and voice. The ssage latency
requirement for wireless sensor networks is, tloeegfvery relaxed in
comparison to that of other networks. In fact, white LAN has a typical
latency of 1-10ms and the WLAN has a latency peab8-20ms, the WSN
start from a latency value of 150 ms to many sesofedg. for sleeping
nodes).

2.2.8 Mobility

Wireless sensor network applications, in gene@ahat require the nodes to
be moved from their starting places. And usuallyNgSuffer less control
traffic overhead and may employ simpler routing mes than mobile ad
hoc networks, because the network is released thenburden of look up
for open communication routes, (e.g., MANET)

2.2.9 Size

To achieve the main goals of low-cost, mass pradacand low energy
consumption it is fundamental that a node is adlsmsgpossible in size. It
will be also much easier to place the nodes, euehostile environment,
while design the wireless sensor network.

With the progress of silicon processes, transcesystems decrease in size.
Forty years ago, for example, a simple transcewas a shoebox sized
device of about 10 kg. Today the radio transcelha&s become a single
piece of silicon, less then a coin in size (figl)2.with few passive
components.
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Figure 2.1 - NEC Electronics 16-bit Microcontrollers
with Embedded Radio Transceiver

Most of the microcontrollers today have native i@pito interface with
sensors (built-in digital /0O and A/D convertershhe 8-bit or 16-bit
microcontroller may already include 64 or even 286bytes of flash
memory, RAM, and various hardware timers, alonghwtite ability to
interface directly to the radio transceiver. The WM@quires few external
components to be fully functional.

Therefore, the silicon system size of a WSN nodesisally smaller than the
batteries they use. This compact form factor |latsidf well to innovative
uses of radio technology in sensor application®giration is the key issue,
and even higher levels of integration will be agkiin the future 802.15.4
platform.
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Figura 2.1 - A WSN taxonomy
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2.3 WSN application taxonomy

WSNs are mission-driven systems that provide a tffikiently. Since

WSN are service providers they can be modeled fé&reint levels of

abstraction. To better understand the WSNs priggeand characteristics
there is a need for a classification and definitdhVSN applications.

To build such unambiguous classification schemestaet considering the
main properties of the systems.. This scheme i$ogoas to an object-
oriented classification, where an object is desatiby its attributes and is
classified on the basis of its capabilities,. Thieperties of the wireless
applications are grouped into five categories: gaatleraction pattern,
mobility, space and time. Each of these are furttiassified to provide
sufficient details that are required for a typi@d5N application.

The classification scheme is depicted in figure\&lille for a classification

of the WSN devices refers to[ChEQ6]
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WSN classification and standards

3.1 A definition of WSN

A sensor network is an infrastructure include maagy computing, and
communication elements that gives someone thetnliobserve and react
to events in a specified environment. [SMZ07].

Thus a wireless sensor network (WSN) can be defipnddM06], [Cho06])
as a network of devices, possibly low-sized, desthaie nodes that can
measure some physical environmental phenomena amngnicate the
information gathered from the monitored field thgbuwireless links,
possibly via multiple hops relaying, to one or meneks (named controller
or monitor) that can use it locally or is connectedather networks through
a gateway. The sink can be a common node or aadized device with an
increased power computing and memory capabilities.

The nodes can be stationary or moving, aware af fbeation or not,
homogeneous or not.

Network sensor systems are seen as an importamidiegy that will
experience major deployment in the next few yeanrsd multitude of
applications discussed in the next paragraph.

There are four basic components in a sensor netj&dz07]:

» aset of distributed sensors;

* aninterconnecting network (in our case wirelessedy

* acentral point for coordination and of informatjamocessing;

* a set of computing resources at the central pantbgyond) to
handle the data flow, correlation, event trendis@gtus querying,
and knowledge discovery.

In this system the nodes, with sensing and comiputatapability, are
considered part of the sensor network as some eofctimputing may be
done in the network itself.
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The algorithmic methods for data management, becafsthe large
quantity of data that can potentially be collecteldy an important role in
WSN.
The computation and communication infrastructureoeisited with sensor
networks is often specific to this environment aadted in the device and
application-based nature of these networks.
For example, unlike most other settings, in-netwamcessing is desirable
in sensor networks; furthermore, node power (anbdaitery life) is a key
design consideration.

There are a number of different types of networkisose classifications
are based primarily on the distances they may r¢laew04].You see in
Table 3.1 how they relate to the wired world anéach other.

Table 3.1 Different Types of Networks

Network Type Wired Wireless

I\'l‘;’&j‘éﬁr?&m IEEE 802.3 (Ethernet) IEEE 802.11X
IEEE 802.15.1

s e eeissavs eSS

Metropolitan Area IEEE 802.16

Network(MAN) Broadband (DSL, cable)

Table 3.1 — type of network

The WSN discussed in this thesis are usually dledsias WPAN
networks.
The IEEE (Institute of Electrical and Electronicidgiheers) provides
standards for wired and wireless networking. Thelpers are assigned by
the IEEE and become well known to industry usele 802 series dictates
how each format must work. You can obtain lotsméiiesting information
about these standards and their use from varioud Wiees (like
www.dailywireless.oryy
The IEEE formed the WPAN Study Group in 1998. Ttuelg group’s main
goal was to investigate the need for a wirelese/orkt standard for devices
within a personal operating space (POS). In theesgear the Bluetooth
Special Interest Group (SIG) was formed. In 1999 WPAN study group
became IEEE 802.15 (WPAN Working Group). The 802W4°AN
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(Wireless Personal Area Network) is an effort twedep standards for short
distance wireless networks

These WPANSs includes wireless networking of posgalasnd mobile
computing devices, such as PCs, Personal Digitadisfets (PDAS),
peripherals, cell phones, and pagers, letting tdes&es communicate with
each other.

Since the formation of 802.15 four sub-projects ehavarted, including
Bluetooth (Bluetooth 1.0 Specification in releaseduly of 1999) and the
co-existence of 802.11 and 802.15 networks, and1802 as well as a
standard for high bit rate (20 Mbps or higher) WRAN

In general WSNs techniques (contention-orientechnobl sharing and
transmission) are now incorporated in the IEEE &9Rily of standards,
indeed, these techniques were originally develapethe late 1960s and
1970s expressly for wireless environments and dogd sets of dispersed
nodes with limited channel-management computingbgifies. [SMZ07]

3.2 WSN classifications

A WSN as defined in paragraph 3.1 is a distribuggstems (see [Cal06])
composed of several embedded devices, each equipiied processing
unit, a wireless communication interface, and msarysors/actuators.

Other nets _
(e.g., Internet)

Gateway

B Sink/controller

Figure 3.1 - single-sink WSN
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Usually in these scenarios tiny battery poweredic#svare used, so that
deployment results easy and increase the globaibiliey [Aky02],
providing low-cost, fine-grained interactions witte environment.

The result of the definition of WSN in paragrapi 8ad to a traditional
single-sink WSN (Figure 3.1).

Most of the scientific papers in the literature ldggh such a definition but
this single-sink scenario suffers from an obviowdtleneck ([VDMOG6])
which implies a lack of scalability: increasing thember of nodes also the
amount of data gathered by the sink also increasdsonce its capacity is
reached the network size can not be augmented.

Furthermore, for reasons related to the MAC (medagoess control) and
routing aspects discussed later, the global netwerkormance cannot be
independent from the total network size.

3.2.1 Single-sink single-hop WSN

We can give an evaluation of the capacity of alsisgk single-hop WSN,
as in [VDMO6], defined in terms of maximum numbémades that a sink
can accept.

We consider a WSN where nodes are requested to themd samples
(composed of D bytes each) taken from the monit@edce every 4
seconds. Initially we may assume that all nodesl $kair data directly to
the sink (a star topology). N Denote the numberarfes, B the channel bit
rate. Taking account of the overhead introduceg@rbyocol stack layers, we
define a factorpa< 1 thus if & is the maximum data throughput measured
at the application layer, then will b@-SRy-0a.

All protocol layers contribute to lowear, and reducing it will lower the
throughput even if the channel bit rate is unchdngéh modern
communication systems, typically is a value between 0,5 and 0,1
[VDMOS].

Under such assumptions, the application throughplitbe approximately
equal to N-D-8/ . Thus, we arrive at the following inequality:

N-D-8/ Tr < Ryoa
Therefore we can assert
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This equation rappresents an approximate estimafitime number of nodes
that can be part of a single-sink single-hop WSHN. give a numerical
example, assume R b = 250 Kbit/s,

Tr = 1s, apn =0,1, D = 3; then the maximum number of nodes is
approximately 1000. On the other hand, ¥ 3 50 ms, then N can not
exceed 50.

As seen the requirements of the application plaselavant role when
defining the capacity of a single-sink WSN and athat the protocol
overhead can play a significant role, through

In the case discussed above, the nodes are alhwéhge of the sink. If the
transmission range of links between sink and n@sl&s then the density of
nodes for a bidimensional space is (no smaller)than

N/nR?.

3.2.2 Single-sink multi-hop WSN

Now we will assume that the N nodes are distribatecbrding to a smaller
density, thus some of them must reach the sinkugironultiple hops. If a
node can send its sample to the sink through h,hbes the delivery of the
data sample requires h transmissions.

Let us denote byghthe average number of hops per data sample ta@&en f
the fi eld; if no smart reuse of radio resourcemisoduced, then we have
for a single-sink multi-hop WSN [VDMO6]

(3.2) N<Ryoa-Tr/(8Dhy)

Therefore, the capacity of the network is reduced bactor of i, .

3.2.3 Multi-sink multi-hop WSN

A more general scenario includes multiple sinkshm network (see Figure
3.2 ). Maintaining the same node density, a lamenber of sinks will

decrease the probability of isolated group of naties cannot deliver their
data due to an unfortunate signal propagation.

Moreover a multiple-sink WSN can be scalable: irctfathe same
performance can be achieved even by increasinguhmer of nodes, while
this is not true for a single-sink network.

Still a multi-sink WSN does not represent a trivdatension of a single-sink
case. There are mainly two cases:
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All sinks are connected, wired or wireless, throagéeparate network,
The sinks are disconnected

Other nets
(e.g., Internet)

Gateway

B Sink/controller
@ Node

Figure 3.2 -Multi Sink WSN

In the first case, a node needs to forward the dallacted to any of the
sinks.

From the protocol viewpoint, this means that actela can be done based
on a suitable criterion (e.g., minimum delay, maxm throughput,
minimum number of hops).

in this case the presence of multiple sinks enshbett®r performance then
the single-sink network with an equal the numbenades in the same area,
but the communication protocols will be more comple

In the second case, when the sinks are not corhetite presence of
multiple sinks just make a partition of the mongffield into smaller areas;
however from the communication protocols viewpoitiere are no
significant changes, apart from simple sink discgwyeechanisms.

Because of the better potential performance, tisedase is clearly the most
interesting due to the sinks connected throughtgmsg of mesh network is
clearly the most interesting case.

We can do an approximate evaluation of the capafity multi-sink WSN,
assuming that each sink (denoting astheir number in the network) can
serve N nodes with N limited by expressions (3rij ¢8.2).

We can assert:
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(3.3) N< NgRyas-Tr /( 8Dhy)

assuming that group of nodes attached to a givénds not interfere with
those attached to other sinks. To give a numeexample we will use the
same value as for the single sink casg=R50 Kbit/s, T R = 50 mgys =
0,1, D = 3; then, if there aresN= 5 sinks in the network, the maximum
number of nodes is about 250.

3.2.4 Actuators

Both the single-sink and multiple-sink networks iesved above do not
include the presence of actuators, namely devibés t8 manipulate the
environment rather than observe and measeure iIRNg%re composed of
both sensing and actuators nodes (see Figure 3.3).

The inclusion of actuators doesn’t represent a lgmgtension of a WSN.
In fact from the communication protocol point obwi the data-flow must
go to the opposite direction in this case:

when sensors provide data the protocols shouldbleeta manage many-to-
one communications, and one-to-many when the awtiateed to be
controlled. The complexity of the protocols in thase is even greater.

Other nets
(e.g., Internet)

Gateway B Sink/controller

© Node
© Actuator

Figure 3.3 - WSAN
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3.3 Wireless sensor network standards

The main value of wireless sensor networks is tloeir price. To achieve
the economies of scale needed to reach a largeeimankl facilitating the
volume production minimizing the cost of componetite development of
a standardized communication protocol is fundamefmtaus products from
many manufacturers may operate together. This gyneill encourage

their use avoiding the proliferation of proprietagnd incompatible

protocols..

The IEEE 802 Local and Metropolitan Area Networkrgtards Committee
(LMSC) recently created Working Group 15 to devetopet of standards
for WPANs [BGHOO].

To deal with the need for low-power and low-costeldss networking the
IEEE New Standards Committee (NesCom) officiallpdad a new task
group in Working Group 15 to begin the developmehia standard for
Low-Rate WPANs (LR-WPANSs), called 802.15.4 (see.Rg} for more

details).

Graphics Hi-Fi Digital
Text Internet audio  Streaming  ¥ideo | Wulti-channel

video video

Long Range

Short Range

Low Data Rate High Data Rate

Figure 3.4 - 802 Standards' Wireless Space (sourZegBee Alliance)
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The goal of this group was to provide a standardinga ultra-low
complexity, cost, and power for low-data-rate wess connectivity among
inexpensive, fixed, portable, and moving devic&Ep3].

The main target of Task Group 4, as for all IEER 8dreless standards,
was limited to the creation of specifications of thysical (PHY) layer and
Media Access Control (MAC) sub-layer of the Datank.iLayer in the
International Standards Organization (ISO) Opente®ys Interconnection
(OSI) reference model. In May 2003 the 802.15.Ads#ad was approved.

3.3.1 The IEEE 802.15.4 low-rate wpan standard

As noted in the previous paragraph, the scope @flHEE 802.15.4 task
group, as defined in its original Project Authotiaa Request, is to “define
the PHY and MAC specifications for low data rateeM@ss connectivity
with fixed, portable and moving devices with noteat or very limited
battery consumption requirements typically operatim the Personal
Operating Space (POS) of 10 meters.”

Moreover the purpose of the project is “to provalstandard for ultra low
complexity, ultra low cost, ultra low power consuiop and low data rate
wireless connectivity among inexpensive devices fidw data rate will be
high enough (maximum of 200 kbps) to satisfy ao$simple needs such as
interactive toys, but scaleable down to the neddsensor and automation
needs (10 kbps or below) for wireless communicatiofMid00]

The maximum and minimum raw data rates were |laieed respectively to
250 and 20 kb/s.

This diverse set of goals requires the IEEE 802.1&andard to be
extremely flexible.

The IEEE 802.15.4 standard supports a large vaoigppssible applications
in the POS Unlike protocols such as IEEE 802.11 #na designed for a
single application.

The possible applications vary from those reqgifimgh data throughput
and low latency to those requiring very low thropghand able to tolerate
significant message latency.

The IEEE 802.15.4 standard supports peer-to-pakstan connections, and
is able to support a wide variety of network togmés. When security it is
required that is entrusted to the AES-128 algori{isee [Nis01] for more
information about AES).

The standard includes optionablgacongsee Appendix A), with a variable
beacon period that is a binary multiple of 15.36 ops to a maximum of
15.36 ms x & = 4 minutes and 11.65824 seconds, thus that thimom
trade-off can be made between message latency etmdnk node power
consumption. When applications hawuty cycle (see Appendix F)
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limitations the beacons can be omitted as, for @@mmay happen on
networks in the 868 MHz band, which has law linutsnode duty cycle, or
systems that require nodes with constant listemnde.
The channel has a contention based access, theam&thuse a carrier
sense multiple access with collision avoidance (BSBA), if beacon is
used it will be followed by a contention accessiqee(CAP) for devices
attempting to gain access to the channel, the heoigthe CAP is a fraction
of the period between beacons.
The CAP may be limited to a fixed time of approxieta 2 ms by a
“battery life extension” mode.
When an application requires low message lateriwy,standard employs
the optional guaranteed time slots (GTSs), whidemee channel time for
devices without follow the CSMA-CA access mechanism
A 16-bit address field is used to address the @syimeaning that up to%2
2) x (2 - 2) = 64,516 logical addresses (two values inhebygte are
reserved);
Therefore the standard also includes the abilitsetod messages with 64-bit
extended addresses, allowing a sufficient numberde¥ices for any
application to be placed in a single network.
The messages can be fully acknowledged and incge each transmitted
frame (excepted the beacons and the acknowledgntieensselves) may
receive an explicit acknowledgment.
The overhead introduced with explicit acknowledgteens usually
acceptable given the low data throughput typical vafeless sensor
networks and the results is a reliable protocol.
Moreover the acknowledgments may optionally supptiie passive
acknowledgment techniques, used in some ad hoéngogthemes, for
example, the gradient routing (GRAd) algorithm ¢dissed later in this
chapter).

Several features is designed to minimize power womsion are
incorporates in the IEEE 802.15.4 standard.
Besides the use of long beacon periods and therpdifie extension mode,
the active period of a beaconing node can be dedistireduced (according
to a powers of two), allowing the node to sleephmitwo beacons.
One important goal in the design of the IEEE 802 1@as the coexistence
with other device and services using the same emdied bands.
As evidence the dynamic channel selection is implaed in the protocol,
so if an interference from other services appearaahannel used by an
IEEE 802.15.4 network, the network coordinator (NPéoordinator) scans
the other available channels to find a the suitabbnnel.
In this scan, The coordinator obtains a measuthefpeak energy present
in each channel and then uses this informatioelecsa free channel.
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This channel selection scan can also be used faritre establishment of
the network or even prior to each frame transmisgExcept beacon or
acknowledgment frames). Each network node must @mpgwo clear

channel assessments (CCASs) as part of the CSMA-E¢hanism to ensure
the channel is unoccupied prior to transmission.

A link quality indication (LQI) byte is appended éach received frame by
the PHI layer before it is sent to the MAC layehisTinformation may be
used by receiving nodes for several purposes, atdibcretion of the

network designer and according to application needs

Mesh

Star

O PAN coordinator
@ Full Function Device
O Redured Function Device

Cluster Tree

Figure 3.5- Network topologies and node types

For example, the LQI can be used as an indicati@ma@annel noise, perhaps
leading to a dynamic channel selection processmoge to another free
channel or it can be used for power control obis transmitter (assuming
a symmetrical channel). It may be also used as qfaat network routing
algorithm based on link quality between network eedr to estimate the
location of each network node relative to its peers

The LQI may be generated indifferently from a sigesel determination, a
signal-to-noise determination, or a combinationtlué two. This enables
received signal strength indication (RSSI) and aligjuality estimators to
be used together.

Although a byte is reserved for the LQI, to ease harden on developers
that do not desire to make use of it (appropriatesbme applications), the
IEEE standard specifies that at least eight unigalees shall be used in the
LQI, including 0 x 00 and 0 x FF are to be assedatspectively with the
lowest and highest quality 802.15.4 signals debdethy the receiver.
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To maximize the utility of the IEEE 802.15.4 trigml balance the desire to
enable small, low-cost, and low-power network nodath the needs to
produce a standard that met a wide variety of eltHapplications.

The resulting standard includes three types of ogtwode functionality:

* PAN coordinator. The PAN coordinator is the node that initiates
the network and is the controller of the networkheT PAN
coordinator may transmit beacons and can communiggh all the
device in range. Depending on the network desigmqmay have
memory sufficient to store information on all deagan the network,
and must have memory sufficient to store routinfprimation as
required by the algorithm employed by the network.

* Coordinator. The coordinator may transmit beacons as the PAN
coordinator and can communicate directly with dayice in range.
A coordinator may become or be promoted to PAN dioator and
start a new network.

* Device A network device does not beacon and can directly
communicate only with a coordinator or PAN coordima

These three functions are to be encapsulatedwtalifferent device types:

* Full function device (FFD)). An FFD can operate in any of the three
network roles (PAN coordinator, coordinator, or idey. It must
have sufficient memory to store routing informatias required by
the algorithm employed by the network.

* Reduced function devicg RFD). An RFD is a very low cost device,
with minimal memory requirements. It can only fuoot as a
network device.

Wireless light switch is a typical example of a RFD must be as
inexpensive to produce as possible, and has linfutectional requirements.
The light itself, however, may be the archetypie&D because it can be
more expensive, has access to mains power, andhaaa additional
network functions as a more permanent featureebthlding [Cal06].

The IEEE 802.15.4 standard, as said before, suppuotltiple network
topologies.

In the standard, two network types are discusdadnetworks and peer-to-
peer networks. In the star network, the masteragergi the PAN coordinator
(FFD node), and the other network nodes may eRR@®s or RFDs.
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In the peer-to-peer network, FFDs are usually uead,of them is the PAN
coordinator. RFDs may be used in a peer-to-peevarkt but they can only
communicate with a single FFD belonging to the oekywand so do not
have a real “peer-to-peer’” communication.

Similar to all IEEE 802 wireless standards, the BE802.15.4 standard
standardizes only the physical and medium accegsat¢MAC) layers.

In fact the IEEE 802.15.4 standard incorporatespivgsical layers:

« The lower band: the 902-928MHz, for most of the Anas and
pacific lands, 868.0-868.6 MHz (for Europe),

e The upper band: 2.400-2.485 GHz (worldwide with gzl
differences in the band boundary)

The channel numbers and their center frequenceededfmed as follows:

gsgmnzi Channel 0 Channels 1-1% «— 2 MHz
868.3 MHz 902 MHz 928 MHz
2.4 GHz
PHY Channels 1!1-26f| -8Bz
AMAAANAAAAANANAND
2.4 GHz 2.4835 GHz

Figure 3.6- 802.15.4 channels (from ZigBee Alliange

FC = 868.3 Mhz, for k = 0
FC =906 + 2 (k-1) Mhz, fork=1,2,...,10

FC = 2405 + 5 (k-11) Mhz, for k=11,12,...,26
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3.4 Protocol layers

As noted before, the IEEE 802.15.4 standard ingatpdwo distinct layers,
the physical (usually simply called PHY) and thedimen access control
(MAC) layer.

However, to easily build an application without theed of a low level
knowledge about the node structure, at least tweertayers are required:
the Data-link layer and Network layer. Thus a Ailka between some of the
major industry was born to promote a 802.15.4 bataddard containing
the two more layers (see fig. 3.6 and 3.10).

The ZigBee standard will be discussed later in dhapter, now we will
focus on the two IEEE 802.15.4 layers.

Application

Presentation Upper Layers
Session

LLC Sublayer

Transport
Network MAC Sublayer
Data Link
Physical Physical Layer

Figure 3.7 - OSI Data link layer architecture

3.4.1 The physical (PHY) layer

The physical layer (PHY) of the reference modelcdps the network
interface components, their parameters, and tiperadion.
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Moreover, to support operation of the MAC layee PHY layer includes a

variety of features, such as receiver energy detedRED), link quality
indicator (LQI), and clear channel assessment (CCA)

Parameter 2.4-GHz PHY 868/915-MHz PHY
Sensitivity @ 1% -85 dBm -92 dBm
PER

Receiver -20 dBm

maximum input

level

Adjacent channel 0dB

rejection

Alternate channel 30 dB

rejection

Output power, -3dBm

lowest maximum

Transmission

EMV < 35% for

modulation 1000 chips

accuracy

Number of 16 1/10

channels

Channel spacing 5 MHz NA(Single

channel)/2 MHz

Transmission rates Date rate 250 kbps 20/40 kbps

Symbol rate 62.5 20/40
kilosymbols/sec kilosymbols/sec

Bit per symbol 4 1

Symbol period 1lqus 49us/24us

Chip rate

2 megachips/sec

300/60 kilochips/sec

Chip modulation

O-QPSK with half-
sine pulse shaping

BPSK with raised
cosine pulse shaping

(MKS)
Chip pseudo-noise 32 15
sequence
RX-TX and TX- 12 symbols

RX turnaround
time

Table 3.2 IEEE 80215.4 PHY Layer Main Parameters
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The PHY layer is provided by a wide range of operatl low-power
features, including low-duty-cycle operations, dtrpower management,
and low transmission overhead [SMZ07]. These pararmeare listed in
Table 3.2.

The two PHY bands, viewed in the paragraph 3.3rfphley a form of direct
sequence spread spectrum (DSSS).

The DSSS is one of the spread spectrum modulaticdmitques, and as all
these kind of techniques, use a carrier signaldheatir on the full device’s
transmitting bandwidth (the so called spectrumptthe modulation occupy
more bandwidth than the information signal itself.

DSSS provides a higher data rates and shorter ddétegn FHSS (the
frequency hopping technique also used in wirelasmismission see
appendix A for more information about FHSS), beeatle device don't
spend time retuning.

The spread-spectrum techniques are resistant ¢éofénénce, signals that
stay in one narrow area (and don’t move), but tthey't do as well when
other spread spectrum systems are operating nearby.

Uszer Information
Oata

0004 P A0A A AA A NYM
v VY VWY VWY U D orin

AMA 0 HWMH AT
v UUJJUJU RVRVAV AVRVAV VS

infxrmation

Figure 3.8- DSSS modulation technique

In our case DSSS is resistant to interferencehgaspreading function that
concentrate the desired signal but spread andedilany interfering signal,
however few nearby FHSS systems are sufficientipple a DSSS system,
on the other hand, because a DSSS system is ttingmon every

frequency in the band, a nearby FHSS system wiluh&ble to find any
clear channel to use.

FHSS usually degrades more gracefully than DSS$hén presence of
interference but neither works well when competihglose range.
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DSSS transmission is generated multiplying the dataa noise signal

generated as a pseudorandom sequence of 1 antlies.vahis noise signal

has a much higher frequency than the informatignadi

Direct-sequence spread-spectrum transmissions ptyulthe data being

transmitted by a noise signal.

The noise-like signal can be used by receiver tonstruct the original

data, by multiplying it by the same pseudorandoqueace (because 1 x 1
=1,and -1 x -1 = 1). This process is known asgteading.

To work correctly, the transmit and receive seqesmust be synchronized
via some sort of timing process.

Application Frequency Band Used
AM radio 535-1635 kHz
Analog cordless telephone 44-49 MHz
Television 54-58 MHz
FM radio 88-108 MHz
Television 174-216 MHz
Television 470-806 MHz
Wireless data 700-720 MHz
Cellular 806-890 MHz
Digital cordless 900 MHz
Personal communications 900-928 MHz
Nationwide paging 929-932 MHz

Satellite telephone uplink

1610-1625.5 MHz

Personal communications

1850-1990 MHz

Satellite telephone downlink

2.4835-2.5 GHz

IEEE 802.11b/g wireless LANs

2.4 GHz

IEEE 802.15.4/Zigbee alliance 2.4 GHz

IEEE 802.16/WiMax 2—66 GHz
IEEE 802.11a wireless LANs 5 GHz

Large dish satellite TV 4—6 GHz
Small dish satellite TV 11.7-12.7 GHz
Wireless cable TV 28-29 GHz

Table 3. 3 - Common Wireless Applications and TheiFrequencies

If a second transmitter use the same channel bt avidifferent noise
sequence, the de-spreading process results in agoeg®ing gain for that
signal, allowing multiple DSSS transmitters to €hdahe same channel
within the limits of the cross-correlation propesdiof their sequences. In
table 3.3 can be seen the frequency commonly usgdwiteless
applications.
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3.4.2 Packet structure

The packet structure of the IEEE 802.15.4 PHY lageshown in fig.
3.9. The first field of this structure contains a-ldt preamble used for
symbol synchronization. The next field contain biBvalue used for frame
synchronization and represent a start of a pacdenider. The PHY header
(8-bits) field specifies the length of the PHY geevdata unit (PSDU) that
can carry up to 127 bytes of data.

4 Bytes 1 Byte 1 Byte

%?;i:tf PHY PHY Service
Delimiter Header Data Unit (PSDU)

4— 6 Bytes >!4 <127 Bytes 4’4

Figure 3.9- 802.15.4 PHY-layer packet structure

The total packet transmission time is about 4,3am250kbps or 52 ms at
40kbps (the two typical bands).

3.5 The medium access control (MAC) layer

As already mentioned the need to conserve enerthyeimost critical issue
in the design of MAC layer protocol for WSNs.

Several factors may contribute to energy waste asdlle listening, packet
collisions, and overhearing.

The media access regulation requires the excharfgeontrol and
synchronization information between the competiades. The exchange of
a large number of control and synchronization peckeay result in a
significantly increase of energy consumption. Om thther hand long
periods of idle listening may decrease networkughput increasing energy
consumption.

In some cases the energy wasted by idle listesiregjual to one-half of the
total energy consumed by a sensor during its tifetiiBou08]

Another source of significant energy waste is #teansmission of colliding
packets. Moreover a high number of collisions megdl to significant
performance degradation.
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The excessive overhearing yet causes a node tiveemred decode packets
intended for other nodes increases energy consampiid degrading the
network throughput.

The main objective of a WSN MAC-layer protocols ts reduce such

energy waste discussed above.

These protocols can be categorized into two maopag:

» schedule-basedVAC-layer protocols: these protocols are a cldss o
deterministic protocols in which the channel acdssbased on a
schedule. Channel access is limited to one sensde at a time.
This is achieved by a resources pre-allocatiomdovidual nodes.

* contention-basedMAC-layer protocols: these protocols avoid pre-
allocation of resources. Instead, a single radioobhis shared by
all nodes and allocated on demand. However eachiltsineous
attempts to access the communications channeltsasutollision.
The main objective of contention-based MAC layestpcols is to
minimize the occurrence of collisions, rather tltampletely avoid
them.

To reduce energy consumption, these protocols rdiffehe mechanisms
used to reduce the possibility of a collision whiténimizing overhearing

and control traffic overhead.

Resolving collisions is usually achieved using ristted, randomized

algorithms to reschedule channel access among d¢mgpsensor nodes.
The basic approach used to reduce overhearingfigde nodes into a sleep
state when they become inactive. [SMZ07]

Communication between wireless sensor nodes idlysaachieved by a
unique channel. Usually only a single node canstraha message at any
given time using this channel, so the shared aades® channel requires a
protocol among the nodes. The MAC protocol is desigto regulate access
to the shared wireless medium such that the pediocen requirements of
the application are satisfied.

From the perspective of OSI Reference Model, theQviAnctionalities are
provided by the lower sublayer of the data linkela¢DLL).

The higher sublayer of the DLL is referred as thgidal link control layer
(LLC). The presence of the LLC sublayer allows sarpfor several MAC
options, depending on different characteristicsnasvork topology used,
type of communication channel, quality of serviequirements.

The MAC sub layer resides directly above the platsiayer (see fig. 3.6
and 3.10) and perform the following three functi¢®sz07]:
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* Assembly of data into a transmitting frame by apjien a header
field containing addressing information and a émaifield for error
detection

» Disassembly of a received frame to extract addngsand error
control information to perform address recognitiamd error
detection and recovery

* The regulation of access to the shared transmissedium

End Developer Applications,
Designed Using Application

t i Application Profile

Application Interface, Designed

Using General Profile rm—— = .
9 > Application Framework iﬁgﬁge
- ) -
Topology Management, MAC - Platform

Management, Routing, Discovery |——=| Network and Security

\Protocol, and Security Managemeni -

™ & e e
Channel Access, PAN Maintenance, Logical Link Control

Reliable Data Transport Medium Access Control

Transmission and Reception on Physu:a.!. Layer
the Physical Radio Channel

-Application gZigBee Stack !Silicon

Figure 3.10- Stack Reference Model and their relate tasks

The LLC sub layer of the DDL provides a direct nféee to the upper layer
protocols. Its main objective is to shield the uplager protocols from the
characteristics of the underlying physical netwofke use of the LLC
sublayer is very limited as interoperability is aby achieved by other
network layer protocols.

The IEEE 802.15.4 MAC-layer specification is desgidnto support a
large variety of industrial and home applicatioas dontrol and monitoring
as previously discussed (see paragraph 2.2). Tappkcations usually
require low to medium data rates and moderate geedelay and high
flexibility. moreover, the complexity and implemation cost of the IEEE
802.15.4 standard compliant devices must be lowmtoimize energy
consumption and enable large scale productionesetluevices.

To achieve these goals IEEE 802.15.4 MAC-layer ifipation embeds in
its design several features for flexible networknfagurations and low-
power operations.
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These features include [SMZ07]:

* Various network topologies and devices support

* Optional super-frame structure to control the neknaevices’ duty
cycle

» Direct and indirect data transmissions

» Contention- based and schedule-based MAC methods

* Beaconed and non-beaconed modes of operation (beacde uses
a super-frame structure to coordinate access tondthum. Support
for contention-based access and guaranteed twte alocation; in
non-beaconed mode, the protocol uses an unslot@MAICA
based access scheme.)

» Efficient energy management schemes for an extebdééry life
that includes adaptive sleep for period of timeraveltiple beacons

* Flexible addressing scheme to support the deployofdarge-scale
networks (over 65,000 nodes per network)

Based on the logical devices types seen in paradtapl, a IEEE 802.15.4
wireless personal area network can be organizeshé of three possible
topologies: star, mesh (peer-to-peer), or clustee.tThe three network
configurations are depicted in figure 3.5he star network topology
supports a single coordinator, with up to 65,536 akes.

In this topology configuration, one of the FFD-tydevices assumes the
role of network coordinator. All other devices astend devices.

The selected coordinator is responsible for infigaind maintaining all the
end devices on the network.

The end devices can only communicate with the éoatdr. The mesh
configuration allows path formation from any sourdevice to any
destination device, using tree and table-driverimgualgorithms.

distance vector routing (AODV) and Internet Engnivag Task Force
(IETF).

In the mesh topology the radio receivers of the Péddrdinator and the
routers must be always active.

Cluster tree networks enable a peer-to-peer netwmrke formed using
multihop routing.

A cluster tree network is self-organized and sufgpoetwork redundancy to
achieve a high degree of fault tolerance and s@&ir. The cluster tree
topology fits latency-tolerant applications.

The cluster can be significantly large, comprisipgto 255 clusters of up to
254 nodes each ( for a total of 64.770 nodes).

The routing algorithm employs a simplified versmfrthe on-demand
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Any FFD can be a coordinator. The PAN coordinathigsen from one of
the coordinators, build up the first cluster ansi@ss to it a cluster identity
(CID) of value zero. All other clusters are themnfied with a designated
cluster coordinator for each cluster.

Each PAN is uniquely identified by a 16-bit idergif A PAN coordinator
is designated as the controller of the WPAN.

Every network has exactly one PAN coordinator, cteld from within all
the coordinators of the network.

A coordinator is a device configured to support aatbed network
functionalities including:

* Managing a list of all associated network devices
» Exchanging data frames with network devices anéea poordinator
» Allocating 16-bit short addresses to network device

» Generating beacon frames on a periodic basis (iesadnounce the
PAN identifier, and other network and device parterse)

Must be noted the MAC layer offers channel scarabaipy and not only
and association/disassociation functionalitiessTdtdan procedure work on
several logical channels by sending a beacon reguessage and listening
or just listening in case of a passive scan (RF&espfor beacons to locate
other PANs coordinators.

The higher protocol’s layers decide which PAN tmjand ask the MAC
layer to provide the association procedure for sbkected PAN/channel.
The MAC layer send a join request to one of thevoset coordinators and if
accepted the node receives his address that ius&for all communication
purposes.

3.5.1 Frame and super-frame structure

The MAC layer provides four frame form structuresg for each type of
message that can be sent:

» Data frame: provides up to 104 byte data payload capacitiuae
a sequence numbering to ensure that packets akedrand a Frame
Check Sequence (FCS) validates error-free data.
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Octets: 2 1 41020 n 2

Data
MAC Frame | goiience Address
sublayer Control | "Number | Information FCs
MHR MSDU MFR
Octets: 4 1 1 5+(4t020)+n

PHY Preamble [Start of Frame| Frame
layer |Sequence| Delimiter Length
SHR PHR PSDU

1M +({4to20)+n

PPDU

Figure 3.11- Data Frame Format

« ACK frame: is a short packet that provides active feedbdekt t
packet was received without error

O ctets: 2 1 2
Data
MAC gramel Segquence EGCS
sublayer unin Number
MHR MFR
Octets: 4 1 1 5
Start of
PHY Preamble Erarrs Frame
layer Sequence| pglimiter | Length
SHR PHR PSDU
11
FPDU

Figure 3.12 - ACK Frame format

« Command frame allow remote control/configuration of client
nodes and a centralized network manager to comfigudividual

clients.
Octets: 2 1 4to 20 1 n 2
MAC Frame sgqnffme Address Command| FCs
sublayer Control | number Information Type
MHR MSDU MFR
Octets: 4 1 1 6+ (4t020) +n

PHY Preamble S;g;g Frame
layer Sequence| peiimiter | Length
SHR PHR PsSDU

12+ (4to20) +n

PPDU

Figure 3.13- MAC Command frame format
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Command Frame Command RFD
Identifier TX | RX
00000001 Association request X
00000002 Association response X
00000003 Disassociation notification X X
00000004 Data request X
00000005 PAN ID conflict notification X
00000006 Orphan notification X
00000007 Beacon request
00000008 Coordinator realignment X
00000009 GTS request

Table 2.4 - MAC Commands

« Beacon data frame client devices can wake up only when a beacon
Is to be broadcast, listen for their address, &madt heard, return to
sleep. Beacons are important for mesh and clusgerrtetworks to
keep all of the nodes synchronized without reqgirimodes to
listening for long periods of time and consumedrgtenergy.

The frames are depicted in the fig 3.11-3.14

As already mentioned the IEEE 802.15.4 MAC defiarsoptional super-
frame structure. When used it is initiated by th&NP coordinator.
Furthermore, its format is decided by the coordinat

Octets: 2 1 4or10 2 k m n 2
MAC Frame Sﬁfm Src. Address | Superframe GTS ,’;’gd”;’g Beacon RS
sublayer Contral Number Information | Specification | Fields Fields Payload
MHR MSDU MFR
Octets: 4 1 1 7+(4or10) +k+m+n
PHY | Preamble | Start of Frame |  Frame PSDU
layer |Sequence| Delimiter Length
SHR PHR MPDU
13+(dor10)+k+m+n
PPDU

Figure 3.14 - Beacon data frame format
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As Figure 3.15 shows, the super-frame is dividéd 16 equally sized slots.

I,Ei|<BEP Contention Access Period N

A

Sot| 0 [1 |2 (3 |4 |5 6|7 |89 |10]11]12]13]| 1415 |Time

B: Network Beacon BEP: Beacon Extension Period

Figure 3.15 - Super-frame structure

The first time slot of each super-frame is alwayg®edi to transmit the
beacon. The beacon has synchronization function ti@ devices, it
identifies the PAN and describe the super-framgcsire itself.

The remaining time slots are used by competingagsyithrough a CSMA-
CA based protocol, for communications during theteotion access period.
All communications between devices must be comglétethe end of the
current CAP and the beginning of the next netwa&don.

The PAN coordinator may dedicate groups of contigutme slots of the
active super-frame to these applications with sjelatency and bandwidth
requirements. These slots are named guaranteeclise(GTSs) and their
number cannot exceed seven. However a GTS may wcoope then one
time slot. Together the GTSs form the contentiee fperiod (CFP).
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B BEP CAP CFP

loke >
GTS 3 GTS2 GTS 1
Siot| 0 | 1 2 13 | 4 56=7891011 12 [ 13 | 14 | 15 [Time
CAP: Contention Access Period B: Network Beacon
GTS: Guaranteed Time Slot BEP: Beacon Extension Period
SO: Superframe Order CFP: Contention Free Period

Figure 3.16 - Super-frame with GTSs

The CFP always appears at the end, of the actperdtame and starts at a
slot boundary immediately following the CAP, as idegd in Figure 3.16.
The CAP time slots still remain for contention-bdsaccess between
devices and new devices trying to join the network.

All communication transactions using contentiondshsiccess and GTS-
based access must respectively complete beforeeriietheir associated
CAP and CFP.

Network devices can send requests for GTS allatadioring the CAP
period to reserve contiguous time slots, either theeive (from the
coordinator) or transmit (to the coordinator) data.

Devices can switch off their power and go intoeepl mode when have no
data to send. However devices are must to remdineaduring their
allocated GTSs but are allowed to go into a slegdenduring the other
GTSs periods.

The coordinator may also send a super-frame cantalvoth an active and
an idle period to reduce energy consumption, awshio figure 3.17.

The active period, always composed by the 16 tilmis,scontains the frame
beacon, the CAP time slots and the CAP slots wpehaable. The inactive
period defines a configurable time period duringolhhall network nodes,
including the coordinator, can go into a sleep medétching off their
power and set a wake up timer to the next bea@mndr(just before it).
Summarizing the general MAC frame format is compoeé three basic
components: a header, a payload, and the footer.

58



FBER CAP CFP
PN o
GTS3 GTS2 GTsf

<
Ly Lo

A

st 011 1213 TaTsl6l78T9l0l11112113114]15 Time
|< Active Period »lg Inactive Period
CAP: Contention Access Period BO: Beacon Order B: Network Beacon
CFP: Contention Free Period Bl: Beacon Interval BEP: Beacon Extension Period
GTS: Guaranteed Time Slot S0: Superframe Order SD: Superframe Duration

Figure 3.17 - Super-frame with inactive period

The MAC header contains a frame control field amel address field. The
control field carries the frame type and other infation necessary for
network control and operation. The address spscifiee source PAN
identifier and source node address, the destina®éiN identifier and
address.

The MAC payload contains the data frame to be exgbd between the
communicating devices. The MAC footer contains tlhame check
sequence field and is also used to detect franoeserr

3.5.2 The association request and response command fornsat

The association command is part of the MAC assiociagervices and is
formed by association request and response illestia Figure 3.18.

The capability information field of the associatiorequest supply
information about many questions regarding theiagethat requested to
join the network:

* The device is a PAN coordinator, the alternate Péddrdinator
field is set to zero if the device cannot act &#A& coordinator.

* Is this node an FFD or an RFD device, if the dewge field is set
to one, the device is an FFD.

* The device is battery powered or connected to a paiver source,
for battery powered nodes, the power source feeket to zero.

* The device keep its receiver in ON mode all theeton turn off the
receiver and go to power-saving mode when the degiedle. The
receiver is ON when idle field is set to zero ié treceiver is turned
off during idle mode. The value of this field confesm the MAC
attributemacRxOnWhenldland is equal to FALSE if the receiver is
turned off during idle mode.
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* The device want to have a new address after joitiiaghetwork. If
the device needs a short address, the allocatesslfleld is set to
one.

The PAN coordinator uses the association respomsenand to accept or
deny the association request from a node. If tleedioator has reached its
maximum capacity it will be indicate in PAN capgcstatus.

If the association is accepted and the node alkedafor a new short
address, the short address is sent in the shortsgltield of the association
response.

Bits 0 1 2 3 4-5 6 7
Alternative PAN Device Power Receiver ON Reserved Security | Allocate
Coordinator Type Source When Idle Capability | Address
N /
~
Oclets Variable 1
(a) MAC Header | Command Frame Capability
Fields Identifier Information
MHR ! MAC Payload

PAN at Capacity

Association Successful \L' PAN Access Denied

Octets Variable 1 2 1

(b) MAC Header | Command Frame Short Association
Fields Identifier Address Status
MHR ! MAC Payload

Figure 3.18 - The Association Request Command (a)
and The Association Response Command (b)

3.5.3 The Disassociation Notification

The disassociation is a procedure that an assdamtée uses to notify the
parent or the coordinator that the device itselhts to leave the network .
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The Coordinator Wants the The Device Wants to
Device to Leave the PAN T—~—~—_—" Leave the PAN

Octets Variable 1 1
MAC Header | Command Frame Disassociation
Fields Identifier Reason
MHR i MAC Payload

Figure 3.19 - MAC Disassociation Notification Commad

The disassociation frame format is depicted in f@g8.19. A device will
leave a network based on either its own decisiorther request of the
parent/coordinator (for instance when the paresdlfitwants to leave the
network).

3.5.4 Security

The security services specified by the IEEE 802.h%odel provide support
for infrastructure security and application datausgy. There are four kind
of services:

The first security service of provides support byeventing
unauthorized parties from joining the network atidves a device to
maintain a list of network trusted devices. Th#& is used by any
network node to detect and reject messages fronuthmazed
devices.

The second security service supports message itytpgotection to
prevent the tampering attempt of a legitimate da¢gsage from an
authorized sender while the message is in trabgitafy kind of
intruder).

The third security service provides the data canftdhlity of e
message. This is achieved implementing the a 12Belyi advanced
encryption standard (AES) cryptographic algorithm.

The fourth security service deals with sequentatdreshness to
prevent replay attacks, where an unauthorized pagygend
legitimate messages at a later time.

The MAC layer describes a variety of security sjiteased on this four
security services, each one offering a differento$esecurity properties and
guarantees. The MAC standard specify that the ggdsrnot enabled by

default and the application must explicitly set #ppropriate parameters to
enable the desired security level.
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3.6 ZigBee standard

ZigBee and IEEE 802.15.4 are standards-based pietticat provide the
network infrastructure required for wireless sensetwork applications.
ZigBee is a trademark like Wi-Fi and WIMAX and issack, shown in
figure 3.20, only defines some functionalities @&ydrs on top of the IEEE
802.15.4 standard.

The IEEE 802.15.4 standard has been adopted byitieee Alliance’ for
wireless personal area network technology. “TheaAtle is an association
of hundreds of members from around the world, waykiogether to enable
the reliable and cost-effective networking of wasd devices for monitoring
and control, based on an open global standard"J&lin

802.15.4 defines the physical and MAC layers, angB&e defines the
network and application layers. Using the IEEE 8621 specifications,
allow the alliance to focus on the design issues.

3.6.1 The network layer (NWK APL)

ZigBee Alliance provides the network layer (NWK)dasome applications,
and differentiates between a usual node, a codatirend a router. The
only difference between the last two is based @ dbnnection to some
external network.

The NWK and addresses three main items via ZigBegid®@ Objects

(ZDOs):

The role of discovery is, as the name suggestdistmver nodes and then
they use unicast messages to inquire about theegigfordinator’'s or

router address. This may also query about addresfsesher associated
devices. There is also a broadcast inquiry for toerdinator’s/router

addresses.

Must be noted that there is a distinction betwéenMAC and the network
addresses, clearly IP but the field is left operaioy proposal.
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Figure 3.20- ZigBee stack architecture

» Service discovery
* Security
* Binding

The equivalent of the Address Resolution ProtoA&tR) is also supported
iIn ZigBee by a similar mechanism: a broadcast \lith network or the
MAC address shall return the other missing one.

ZigBee use profiles like Bluetooth but is more exeal. A profile defines the
applications running on top of a device where soapecifies the members
and the possible actions. So it is a set of denegeirements, collaborating
to fulfill a role. An example could be a thermometa blood pressure
probe, and a console together forming a patientitoamg application
[LADO7].
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Figure 3.21- ZigBee extended architecture

As profiles play an important roles in ZigBee, tliscovery on the other
hand allow the locating procedure for some serviees their profile
identifiers.

The security services in ZDO have the role to autibate and derive the
necessary keys for data encryption. Thus ZigBee ptaments |IEEE
802.15-4 for security.

The encryption key is used as in Bluetooth to antihate and derive a
shared secret, named ‘link key’. An initiator devi@and a responder have a
pre-established trust. Three more steps follow thist establishment: an
exchange of test data, derivation of the link kegt a confirmation.

The master secret shared between devices couldnbdesfore with an out-
of-band channel. It's called a proximity authenti@a channel and is used
in several similar protocols.

Another ZDO’s component is the network manager,|lemgnted in the
coordinator and it allow the selection of an @rtPAN to interconnect.
Furthermore it provides the creation of new PANd anplements also a
routing algorithm between routers of different PANat it has discovered.
The binding manager is last component and hasdieeto bind nodes to
resources and applications and to bind deviceshenrels in order to
calculate the remaining available bandwidth a coatdr can grant on the
link.
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3.6.2 The application layer

The application layer consists of the applicatiopmort sub-layer (APS),

the ZigBee device object, and the application-aefinbjects (see fig 3.21).

The responsibilities of the APS sub-layer includaintaining tables for

binding devices together and forwarding messageedes devices.

The ZDO can be thought as a special applicatiorabbjesident on all

nodes. It has its own profile, referred to as tigB&e device profile (ZDP)

that can be accessed by user application and digBee nodes.

The ZDO is responsible for device management, ggdtgys and policies,

including, but not limited to, defining the role dfie device within the

network, initiating and responding to binding resge and establishing a
secure relationship between network nodes.

The designer-defined application objects implentbatactual applications
according to the ZigBee-defined application desmns.

3.6.3 ZigBee Versions from 2004 to PRO

In conclusion we can say that the main goal in bigmeg ZigBee
technology was to provide a standard for the opmratf remote monitoring
sensor devices and for this reason several featwsye added in the
subsequent version of the ZigBee standard

The ZigBee 1.0 specification was ratified in Decem®004, and is referred
to as ZigBee 2004. Most manufacturer developedr tiZégBee 1.0
compliant library during the 2005. In December 20€& ZigBee 2006
specification was released, which was followed ictaDer 2007 by the
ZigBee 2007 and at the end of the same year by YRR€)on specification.
Each new release adds to and improves functionaiityided in previous
versions of the specification.

The table below illustrates a high-level comparisbowing the similarities
and differences between the 2004, 2006, and 20@'/A§Bee versions.

| 2004 | 2006| 2007 PRO

Interference avoidance

Coordinator selects best available R¥es | Yes | Yes | Yes
channel/Network ID at startup time.

RF channel and/or Network ID can be changed Yes | Yes
during operation to address interference.

Automated/distributed address management

Addresses  automatically assigned usinges | Yes | Yes
hierarchical, distributed scheme.
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Addresses automatically assigned using Yes
stochastic scheme

Group addressing

Devices can be assigned to groups, which can be Yes | Yes | Yes
addressed with a single frame; thereby reducing

network traffic for packets destined for groups.

Centralized data collection

Low-overhead data collection by ZigBe&/es | Yes | Yes | Yes
coordinator supported

Low-overhead data collection by other deviteges | Yes | Yes | Yes
supported under special circumstances (e.g. with

Tree Routing).

Many-to-one routing allows the whole netwdrk Yes
to discover the aggregator in one pass.

Source routing allows the aggregator to respond Yes
to all senders in an economical manner

Security

128-bit AES encryption with 32-bit Messag&es* | Yes | Yes | Yes
Integrity Code (MIC)

Frame counters to assure message freshness Yes | Yes | Yes | Yes
Security applied at the NWK layer by default, Yes | Yes | Yes
and supported at higher layers.

Key rotation prevents hacking of NWK key. Yes | Yes | Yes
Trust Center operates on the ZigBee Coordinator Yes
to manage trust on behalf of network devices

and act as central authority on which devices|can

join the network.

High Security mode supported, which |[is Yes
selectable by Trust Center policy, and requjres

Application Layer Link Keys, peer-entity

authentication, and peer-to-peer establishment

using Master Keys.

Trust Center can run on Coordinator or any Yes
other device in the network.

Network scalability

Addressing algorithm supports networks witifes | Yes | Yes

tens to hundreds of devices.

Addressing algorithm supports networks with Yes
hundreds to thousands of devices.

Message size

< 100 bhytes, with exact size depending |Ofies | Yes

services employed (e.g. security).

Large messages, up to the buffer capacity ofl the Yes | Yes
sending and receiving devices (supported using

Fragmentation and Reassembly
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Standardized commissionino

Standardized start up procedure and attributes Yes | Yes | Yes
support the use of commissioning tools in a
multi-vendor environment.

Robust mesh networking

Fault tolerant routing algorithms respond [t¥es | Yes | Yes | Yes
changes in the network and in the RF
environment.

Every device keeps track of its Yes
“neighbourhood”; thereby improving reliabilit
and robustness.

<

Cluster Library support

The ZigBee Cluster Library, as an adjunct to the Yes | Yes | Yes
stack, standardizes application behaviour across
profiles and provides an invaluable resource|for
profile developers.

* AES in version 2004 is optional and not activayedefault
Table 3. 5- ZigBee changes from 2004 to PRO versi¢source [Dai08])

About the backward compatibility the first ZigBe&.0 original
specifications were abandoned and the compatilbgitgot assured as we
can see from the below list, while is required ekinaard compatibility from
the 2007/PRO versions toward the 2006 specification

ZigBee 2007/PRO:
* Backward compatibility with ZigBee 2006 required.
» Backward compatibility with ZigBee 2004 not require

ZigBee 2006
* Backward compatibility with ZigBee 2004 not require

ZigBee 2004
» Original ZigBee version.

3.6.4 Brief comparison with other protocols

As previously noted ZigBee focuses on large scajaitoring applications
in which nodes require a low data rate and verypower consumption.
ZigBee protocol can be used to connect the ZigBRmkes to be integrated
with the IP networks. This approach enables rersetssing and controlling
on the Internet.
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Technologies such as the well known Wi-Fi targewicEs running
applications that require large amounts of datdearansferred, thus the
Wi-Fi devices require large amounts of battery powe

The Bluetooth technology is mainly a cable replasetramong personal
devices and it supports a lower bandwidth than Wi-F

Both Wi-Fi and Bluetooth support a network sizemsmnably limited, while
ZigBee can support up to 65536 nodes in a singlear&.

Furthermore ZigBee allows nodes to go in sleep mosiaving a
considerable amount of energy. The bandwidth supdoby ZigBee
standard is much smaller than that of Wi-Fi andeBloth and for this
reason it is only suitable for applications thajuiee small amounts of data
transmission.

Accordingly with its network size capability, ZigBeas suitable for large
scale applications such as industrial control.

Wireless USB as the same target of Bluetooth affigrsufrom the same
power problem similar to Wi-Fi with a small transsion range offered.

In conclusion Wi-Fi, Bluetooth and Wireless USB a& suitable for the
same application domains as ZigBee (large scalatororg and controlling
applications).

On the other hand technologies such as Wibree, ¥eWWand EnOcean,
made for similar market, suffer from the lack arslardization [Hos08].
The Wibree technology, developed by Nokia, is a-pmwered extension to
Bluetooth. The main advantage of this technologythat it can be
implemented using existing Bluetooth devices. Alifjlo it has a higher data
transmission rate than ZigBee, it has a very lichitenge, which makes it
unattractive for large-scale networks.

Z-Wave technology has been developed by a consartincluding Intel
Corporation, to meet requirements similar to ZigBeawever, it is aimed
exclusively at home automation and, furthermorends based on any
recognized standard.

ZWave, like ZigBee, can use a self-adaptive megiolemy to achieve
wide-range and reliable networking. Unfortunatelydboes not use any
coordinator to achieve this and its bandwidth isvdp capability than
ZigBee. This results in higher power consumptiod an increased chance
of data packets collision among nodes.

Moreover a Z-Wave network is smaller than a ZigBeevork which limits
its potential applications and future expansion.

EnOcean do not use batteries. Their wireless senamg powered by
‘energy harvesting’ such as temperature fluctuaticsolar power, piezo-
electricity, vibrations or movement.
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ZigBee ‘Wi-Fi Bluetooth | Wireless Wibree Z-Wave EnOcean
USB

Standard 802.15.4 802.11x 802.15.1 USB N/A N/A N/A

Application | Monitoring & | Wireless Short range| USB cable| Low-power |Monitoring | Monitoring

Focus Control LAN cable replacement | Bluetooth & Control | & Control

replacement (eg. sensors)

Bandwidth 20 — 25054 Mbps 1 Mbps 110 — 4801 Mbps 40 Kbps 120 Kbps
Kbps Mbps

Network Size |65536 32 7 N/A c 232 E

Transmission |10 — 100m 50— 100m 10m 10m 5-10m 30m 300m

Range

Power Very low High Medium High Low Very Low |Extremely

Consumption Low

Typical Home & | Wireless Wireless Computer |Low power|Home Home &

Applications | Building LAN connectivity |peripherals |connectivity. |automation | Building
automation, |connectivity |between e.g. watches, |&  sensor | Aufomation.
industrial devices (e.g. sports networks | Sensors,
controls, laptops & sensors. toys Medical
Sensors phones)

Table 3.6 — Comparison of different wireless techrogies

Like ZigBee, they form Hierarchical (tree) and mesétworks that can

interface with IEEE 802.11x and ZigBee networksybeer Unlike ZigBee

and Z-Wave, it has been developed and patented byigle company

limiting the market expansion.

Table 2.6

technologies.

illustrate a brief comparison of the dssed wireless
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WSN implementation aspects

In this chapter are presented many nontrivial molsl and at least one of
their solutions. The main reason to describe thoblpms is due to the need
to use these solutions while implementing our Wgdtesm.

4.1 Network formation and address assignment for a
hierarchical (Tree) topology

It is important to note that, although the addrassignment procedure is
driven by MAC layer, with the ZigBee library prowd with our nodes it is
possible to force an assignment by an upper lalgaging, in some
circumstances, a better control on the networlfitseour system this kind
assignment, according to the idea to easy the Nastian of the network, it
is used by default and create the short addressxisined later in this
paragraph) with the last two byte of the device MAdiress. This method
is very easy to implement but is not completelyes@fe. two nodes may
have the last two bytes of MAC address with the esatmlue).Moreover,
when we designed our WSN system, this behaviondidnake possible to
implement the node backup system (described innéea chapter and
named ‘heartbeat’ system) so we decided to useadligess assignment
described in this paragraph.

A wireless network is established by a join procedun our case a
multi-hop network join procedure will be considered
When a node needs to join a network, a discovery procedustaged by
the network layer. With support from the MAC laysran procedure (see
paragraph 3.3.1 and 3.5), it senses the adjacatdrsy and when the upper
layer has decided which network to join, the nekayer selects a ‘parent’
node p from his neighborhood, and asks the MAC layer tartsan
association procedure.
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If the association request from the MAC layerasdied,p’s network layer
assigng to a 16-bit short address and lets the MAC lagphyr positively to
the association request.

Node ¢ will use the short address received for any furthetwork
communication.

The network, through the parent-child relationshgstablished between
nodes, has a tree shape with the PAN coordinatdheasoot, the ZigBee
routers as internal nodes and end-devices as leaves

The distributed algorithm for network address assignt is based on the
tree structure of the network.

The ZigBee PAN coordinator fixes the maximum numbkrouters Rm)
and end-devicedDm) that each router may have as direct childrenasal
decides the maximum depth of the trem)

Thus to a newly joined router is assigned a rarfgeonsecutive addresses,
16-bit integers, on the basis of its position (t¢mt the tree.

The first integer in the range is the router nodérass while the rest will be
available for assignment to its children (both essitand end-devices).

The size A(d) of the range of addresses assignaddater node at depth

d < Lm is defined by the following recurrence [BP.0

1|+Dm+Rm |fd:|_m-l

A(d) =
(@) {1+ D, +R,A(d+1) If 0<d<Ln-1

All nodes at depth, are assigned a single address as they are aficdal-
The recursion is easily to be solved and it's usgaedch router to assign
addresses to its children.

Assuming that a router at depth d receives theerasfgaddresses [x,x +
A(d)), It will have address x and it will assigmgse

[x+(n-1AM+1)+1x+n+A(d+ 1)]
to its n-th router child (¥ n< Rm) and address
X+ RpyAd+1)+m

to its m-th end-device child @ m< Dy,).
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Figure 4.1 - Address allocations for Lm =3, Dm=2nd Rm =2

Figure 4.1 show an example network with a maximwewdl L, = 3 and B,

= 2, Ry = 2 respectively, where all addresses have besgresl to end-

devices (blue nodes) and routers (white nodes).

The address appears inside each represented ndule, thve assigned
address ranges are displayed in brackets nexttoreater.

An alternative to this algorithm is proposed by 488] and was used to
develop our WSN system.

In this case the parameters affecting the additkssmton are the following:

Lm. The network maximum depth ( nwkMaxDepth ).

Cm. The maximum number of children a parent can dccép
nwkMaxChildren ).

Rm. The maximum number of routing-capable childrgraeent can accept
( nwkMaxRouters ).

d The depth of a device in a network.
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All the listed parameters are integer values andilitalways be verified
that Cm> Rm.

Figure 3.4b shows an example of the applicatiothigfalgorithm where Lm
=3,Cm=Rm=2.

@ COORDINATOR
d=0, Cskip=T7

d=1, Cskip=3

d=2, Cskip=1

d=3, Cskip=0

Figure 4.2 - Address allocations forLm =3, Cm=m®R =2

The address allocation starts with assigning the address ( addr = 0) to
the WSN coordinator. To determine the address efdist of the devices, a
simple function ( Cskip (d)) is introduced [PFI08

1+C, x(L, —d-1) If Ry =1

Cskip(d) = -R et _
skip(d) 1+C xm otherwise

m 1_Rm

According to the parameters condition specifieteeCskip(d) will always
return an integer value.
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In our example the value of Cskip(d) is calculatgdeach depth and the
difference between the address of any two routagpble devices is an
integer multiple of the value of Cskip of their pat.

In the example, in Figure 4.2, the device X addresssingle increment of
the WSN coordinator address ( addr = 1). The deVYicaddress is the
address of device X plus the value of Cskip ofrtparent (C skip = 7).
Therefore, the address of device Y is equal tafdr = 8). The address of
all the rest of the devices can be determinedersime way.

If the calculated Cskip value becomes zero it meéhasthe device cannot
accept any children therefore they will be simpid-eevices.

In Figure 4.2, the Cskip value is equal to zerodlbrdevice s at level the
depth level three.

The address of an end device that is not capableuing is calculated
differently.

Each end-device’s address is assigned using tleevia equation:

The n™ end device address=Parent address+Cskip(d)xRn

For example, in Figure 3.4b , the end devices octtedeto device Z will
have the following addresses:

First end device address =9+0-2+1=10

Second end device address=9+0-2+2=11

The Cskip(d) function can be very helpful when aide is expected to
relay a message toward a destination on behaliathar device.

The relaying device needs to know whether the wigistin device is a
descendant of the relaying device. If, as exantpke relaying device is at
depth d and its address is equal to A, a destimal&vice with a destination
address of D is a descendant of the relaying deificine following
relationship is true:

A<D<A+Cskip(d-1)

For example, in Figure 3.4b, device Y is at depth and has an address of
8 ( A = 8). Then device Y receives a message teats to be relayed
toward the destination address of 11. Device Y tisegollowing to realize
that the destination address is one of its ownetetants:

8<11<8+7
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Thus the destination is a descendant of a de\heenéxt step is calculating
the address of the next hop. If the destinatioonis of the device children,
the address of the next hop will simply be equahtodestination address. If
the destination is not a child but it is a descendéne address of the next
hop is calculated from the following equation:

D-A+1

Address of the next hop= A +1+inl ————
Cskip(d)

jx Cskip(d)

The function int calculate the integer part of #logting-point number.
In Figure 3.4b, when device Y needs to relay thesgage to destination
address 11, the address of the next hop will be 9:

Address of the next hop= 8 +1+in(11_—§+lj x3=9

In a hierarchical topology, a device will relayrarhe only if the frame was
received along a valid path and this implies thae @f the following
conditions is satisfied [Sha08]:

The frame is received from one of the device chitdand the source device
is a descendant of that child.

The frame is received from the device parent aedstiurce device is not a
descendant of the device.

Also the star topology can use this address assigne algorithm if we

consider it a special tree network form where thiy parent in the network
is the ZigBee PAN coordinator. In a star network, children are end-
device at the depth of 1 and will communicate diyewith the ZigBee

coordinator.

The devices in a star topology cannot communicaeeitly with any device
other than the ZigBee coordinator.

The address allocation method previously discussempplicable to both
ZigBee-2006 and ZigBee PRO 2007.

4.1.1 Routing in ZigBee tree topology

The network routing algorithm is strictly topologydependent. In a tree
topology routing can only happen along the par&itdinks established as

a result of join operations (this is called “trbased routing”).

The routers maintain only their own address andaitidress information

about their children and parent. When the way addr® are assigned, a
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router can easily determine whether the forwardezbsage destination
belongs to a tree rooted at one of its childremtéoor end-device). In this
case it routes the packet to the appropriate cloitderwise it routes the
packet to its parent.

This routing algorithm is very simple to implemeatd allows routers to
operate in a beacon-enabled network although isnaoessarily the most
energy-efficient.

All ZigBee routers and coordinators send beaconsotomunicate via a
slotted CSMA-CA protocol (as described in paragr@phl) and sleep in
the inactive portion of their superframe (see ga3).

The trick, of course, is to have short active pgsicompared to the beacon
interval and having the neighbouring routers dtaetr superframe suitably
respect to one another to avoid overlapping frames.

Communication from a child to a parent happens antyhe CAP (see par.
2.4.1) of the parent while communication from agpérto a child is indirect.
While a node drives communication with its childrancording to its
superframe it has to synchronize with the pardmacon to exchange data
with it.

4.2 Routing algorithms for a mesh topology

The mesh routing algorithms information was usedhdtance the routing
table, used do decide the next destination of asages that requires our few
memory resource, with the network capabilities. (hember of discovered
routes). Our WSN does not have many nodes andewath twenty entry
can cover the entire network, without exhausting dlevice resources. Of
course, if we plan to add more nodes, depending fire new numbers, the
decision may be different and a new compromise égtwtable size and
resource saving can be chosen (but is not our ciudijestudy).

In a mesh topology, unlike to the tree topologgréhare no hierarchical

relationships. Any device in a mesh topology iw#d to attempt to
contact any other device. The message can be iseatiylto the destination
node or by taking advantage of routing-capable asvito relay the
message.
In mesh topology, the route from the source nodethe destination is
created on demand and can be modified accordinthéoenvironment
changes. The capability of a mesh network to creai® modify routes
dynamically greatly increases the reliability o thireless connections.
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If, for any reason, the source device cannot conmcat® with the

destination device, by using a previously establisihoute, the routing-
capable devices in the network cooperate to findlmnative path.

Ad hoc networks use commonly two routing algorithassa basis for the
development of a mesh network.

Those routing algorithms are named respectivelyadyo source routing
and on-demand distant vector.

The mesh network topology is more complex and b@agois not allowed

but, as noted before, is more fault tolerant asdieat.

Routers maintain a routing table (RT) and perfornroate discovery
algorithm to construct or update these data eritpctires on all the path
nodes.

The routing table entry is described in Table 4.1.

Field Name Description

Destination Address 16-bit network address of #sidation

Next-hop Address 16-bit network address of nexp hHowards
destination

Entry Status One of Active, Discovery or Inactive

Table 4.1 — RT's record structure

In figure 4.3 is depicted a simplified version bétrouting algorithm used to
send a packet.

As can be noted, when a direct routing is not fssihe routing table is
consulted for the next hop to the destination.

If no entry addresses the given destination, théerattempts to start the
route discovery procedure and in case there amufficient resources
available it falls back to the tree-based routing.

4.2.1 Dynamic source routing

Dynamic source routing is one of several protodmsg analyzed by the
IETF for use thanks to ad hoc wireless networks.

This routing protocol is based upon the concetonifrce routing and it was
implemented to enable each node to be mobile.

A source routing represents an Internet Protode) @ption that, when
enabled, allows the originator of a packet to dpebe complete path it will
take to its destination as well as the path resggotake when the destination
responds to the originator [Hel05].
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Source routing is defined in the RFC791 standawl iamrmainly used for
diagnostic testing of a specific route or whendkeéault route connection is
not optimal.

Dynamic source routing is very similar to IP sourgeting. A route request
is used under dynamic source routing to deterntiegotith from the source
to the destination.

The destination issues a route reply, providingrineerse path. The route
between source and destination does not needdmbeect reversed image
of the path between destination and source, althgoge protocols require
bidirectional connections.

The IEEE 802.11 standard is one of such protocudsemables a destination
node on a wireless LAN using dynamic source routomgeverse the route
to itself to determine the route to the source né@deh node, in a dynamic
source routing environment, examines every packeteceives. This
operating method is referred to as promiscuous mode

The node by examining the addresses in each péskets where other
devices are located. Due to this, nodes do not needansmit periodic
routing advertisements, such as Routing Informati®rotocol (RIP)
transmissions used to inform other nodes of the stiathe network.

4.2.2 On-demand distant vector

The second ad hoc routing algorithm is the On-demarstance Vector

(ODV) algorithm. Each router, under this routingyaithm, informs its

neighbors about its network view in a subnets’ fafndirectly connected to
the device itself.

The neighbors uses this information to computer thisitances to all other
subnets.

The on-demand distance vector algorithm uses peribéssages to track
the state of the link between two nodes.

4.2.3 Zighee Route discovery

The Route discovery algorithm in ZigBee is basedtawell-known Ad-
hoc On Demand Distance Vector routing algorithm(AQDbriefly
descripted in the previos paragraph.

Route discovery is a process required to estalbisting table entries in the
nodes along the path between two nodes wishingrtorwnicate.

It selects the path through which the messages wllrelayed to their
destination’s device.
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The WSN coordinator and all routers are respondiimiediscovering and
maintaining the routes in a network. An end dewaenot perform route
discovery.

The length (L) of a path is defined as the nundéefevices in the path. As
an example, Figure 3.5 shows two paths with thgthlenof five (L = 5) and
seven (L = 7). The connection between two conseeutevices is called a
link . The links are numberegdto I, in Figure 3.5.

Cost of the Link Between
Device 1 (D1) and Device 2 (D2)

C {D,, Dy}

C{Py, Pl @)\i Y C{Dy, Dy

—— Path One (P,) @/ L @-f—"—;@ﬂ;ﬂi@)
: 3 ""'., 4 ,-",

{
........ Path Two (P,) .
........ 0 o

Figure 4.3 — Path cost analysis

Parameters such as link’s quality, number of h@yshe used to decide on
the optimal path.

To simplify the whole process each link is assedlawith a link cost . The
probability of successful packet delivery on eank Will determine the link
cost. Thus a lower probability of successful paattelivery will have a
higher link cost. The link cost is shown as C { [Di+1] } in Figure 3.5 .
There are various ways to determine link cost. Zig8ee standard uses the
following equation [Azz08]:

C{l} The lesser of 7 and round(éj

C{l} is the cost of link I. The probability of sucssful packet delivery in
link | is shown by R The round function rounds the number to the néares
integer value. The cost is always an integer betvWesmd 7. For example, if

P is 80%, the cost of the link will be the integer 2

C{l} The lesser of 7 and round(%) =2
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The probability of successful packet delivery)) ((an be estimated using
various methods, and the ZigBee standard allowstip&menters to select
any method they find most suitable for their apgi@n.

However, the initial estimate for the probability successful packet
delivery must be based on average LQI.

The LQI is recorded for each received packet, mitg the signal energy.
Usually the chance of successful reception of &gtaiocreases as the LQI
IS increased.

A method to calculate the link cost is to use &igntable to map different
levels of LQI directly to the link cost levels ott® 7.

This table is usually created according to the ayerresults of several
experiments.

To compare different paths, each path has its cath post. The total path
cost (C{P}) is simply the summation of all the cosif the links that form

the path:

C{P} = Zlc{[Di o) =Z c{i}

Field Name Size Description

Destination 2 bytes The route will lead to this destination
address address

Status 3 bits The route status can be one of the

following: ACTIVE,
DISCOVERY_UNDERWAY,
DISCOVERY_FAILD, INACTIVE,
VALIDATION_UNDERWAY

Many-to-one 1 bit If the destination has issuedaaynto-
one route request,this field is set to one

Route record 1 bit If this flag is set, the route taken by the|

required packet will be recorded and delivered tp
the destination device

Group ID flag 1 bit This flag is set if the destiloa address
is a group ID

Next-hop address2 bytes This is the 16-bit network address of the
next hop in this
route

Table 4.2 - Routing Table (RT)
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The route with the lowest path cost will have thestbchance rate of
successfully deliver packets.
The WSN coordinator and routers create and maintauting tables (see

Table 4.2).

The routing table is used to determine the nextwlben routing a message
to a particular destination. The status field deiees the status of a route.
The routing table capacity property means that dbeice is capable of
using its routing table to establish a route tpectic destination address.

Field Name

Size

Description

RREQID

1 byte

Unique ID (sequence number) given to
every RREQ message being broadcaste

j®N

Source Address | 2 bytes

Network address (16-bif)efnitiator of
the route request

Sender Address| 2 bytes

This is the 16-bit netwddkess of the
sender device. The sender device is the
device that has sent the route request on
behalf of the source device to the current
device. This address will be used to senc
the route reply command back to the sou
device. If the same route request is recei
from multiple senders, the address of the
sender with the lowest overall path cost
will be kept here.

|
rce
ved

Forward Cost 1 byte

The accumulated path cost e RREQ
originator to the current device. This field
is updated when the route request
command is being sent toward the
destination devic

Residual Cost 1 byte

The accumulated path cost fhencurrent
device to the RREQ destination This fielg
is updated when the route reply comman
is being sent back to the source device

Expiration time | 2 bytes

The content of the rouszdvery table
expires after a certain period. The initial
value of this field is equal to

)
d

nwkcRouteDiscoveryTime .

Table 4.3 - Content of the Route Discovery Table (B&T)
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Another table related to routing, which is usedimythe discovery of new
routes is the route discovery table. Table 4.Zitlates the discovery entry
contents structure.

The route discovery table contains the path ctisésaddress of the device
that requested the route (called source devica),tla@ address of the last
device that relayed the request to the currentcgevihe latter will be used
to send the result of the route discovery back&rbute request originator
(source device).

C Packet to route )

\\‘\
. YES

Packet addressed -
B to this node?

Send to higher Iayver ‘

Packet addressed to o .
- endidevice chiliren? HEouiel ol il ‘

D YES
Is there a routing . ‘

= entry for Route to next hop
T destination?

e,
- YES
Is there resources
- to start a route T r

start route discovery

T Discovery?

| route along tree ’

Figure 4.4 - Routing protocol flow diagram

All routers and the coordinator maintain a Routeddvery Table (RDT) to
implement route discovery.
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The content of the route discovery table, in caitvath the routing table, is
temporary and expires aftewkcRouteDiscoveryTimmilliseconds.

In a ZigBee network a node also maintains a neigtdime , which contains
information about the devices in its transmissiange ( Table 4.4 ). This
table is updated every time the device receivesckagi from one of its
neighbors. This table is useful when the node nézdisid a nearby router
or rejoin the network.

The device also uses the neighbor table when kssaenew parent. Table
4.4 includes all required fields and some of thestimimportant optional
fields.

Field Name Description

Extended address 64-bit IEEE 802.15.4 address

Network address 16-bit network address

Device type ZigBee coordinator, router, or end devi

RxOnWhenldle If the device keeps its receiver ONirduidle mode,
this field is set to TRUE

Relationship This field determines the relationsbiiihe neighbo
to the device as parent, child, sibling, previohdd;
or none of the above

Transmit failure A high value in this field indiest that many of th
previous transmission attempts resulted in failure

[{%)

LQI The estimated link quality

Incoming beacon The time that the last beacon was received (ogtiona
timestamp field)

Potential parent This field determines whether theghbor is g
potential parent (optional field)

Table 4.4 - The Neighbor Table

4.2.4 Route discovery

The Application (APL) layer can use the NLME-ROUTESCOVERY
primitive to request that the Network (NWK) layersabver routes for
unicast, multicast, or many-to-one communication.

If the discovery request contains the address oihdividual node as the
destination address, the NWK layer will performracast route discovery.
An unicast route always starts from a single oatpn address and ends at a
single destination address. Conversely a multicaste discovery will be
initiated if the destination address is a 16-baugr ID of a multicast group.
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If the APL layer does not provide a destinationradd, the NWK layer will
consider that the APL layer has requested a maoyworoute discovery.
The many-to-one routes will promote the device tlemjuested the route
discovery as the sink device.

Only the WSN coordinator and routers are capablea@form a route
discovery request. Moreover, the ZigBee standardsdaoot allow a
broadcasting's route discovery. Thus if the APLetaissues the NLME-
ROUTE-DISCOVERY request primitive to the NWK layavith the
destination address equal to the broadcast ad{re#), the primitive will
be treated as an invalid request and discard it.

When a node needs a route to an un-localized ddistim it broadcasts a
route request (RREQ) message that propagates thitbegentire network
until it reaches the destination.

Packel to route
YES g S5
RIDT Esiivy exist a9 Creafe RIVT ey with
| for mxuy_' Peil path cost

YES
Update BDT vy with

£ repart o beifer fwd -
= = P poi . beitter fwd path cost f
YES AEQ o
By [r—— Tocal made o

child end-device?

Direp RRECQ ‘ Bedul RREQ ‘ NG

Create entry with Discovery
staty and rebrodeasi

Figure 4.5 - The RREQ message processing algorithm

As it travels in the network, a RREQ message actates) in the Forward
Cost field, a value that is the sum of the costallahe links it traversed.
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The cost of a link can be dynamically calculateddohon a link quality
estimation provided by the IEEE 802.15.4 interfamesimply set to a
constant value.

In figure 4.5 is depicted the RREQ message proegskw diagram while
in algorithm 4.1 is shown the pseudo code for threfion implementation.

/I S is the source node; D is the destination node
/[l RT = Routing Table
S wants to communicate with D
if RT of S contains a route to D
S establishes communication with D

else
S creates a RREQ packet and broadcasts it to its neighbors
/I RREQ contains the destination Address(DestAddr ),

/I Sequence Number (Seq) and Broadcast ID (BID)

for all nodes N receiving RREQ
if (RREQ was previously processed)
discard duplicate RREQ
end if
if (N is D)
send back a RREP packet to the node sending t he RREQ
else if (N has a route to D with Seqld >= RREQ. Seq)
send back a RREP packet
else
record the node from which RREQ was received
broadcast RREQ
end if
end for

while (node N receives RREP) and (N !=S)

forward RREP on the reverse path

store information about the node sending RREP i n the RT
end while

S receives RREP
S updates its RT based on the node sending the RR EP
S establishes communication with D

end if

Algorithm 4.1 - AODV Routing Protocol

Each RREQ message carries a RREQ ID which the saade increments
by 1 every time it sends a new RREQ message tRuRREQ ID together
with the source address together can be used asgaeureference for a
route discovery process.

The RREQ reception event starts up a search wil@rRDT for an entry
matching the route discovery. If no match is fouadpew RDT entry is
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created for the discovery process and a route stdimeer is started and it
will be removed upon the expiration event occur.

Radio Range

:B:roadcast Source node

Route requesit @

Destination

Fase 3

Figure 4.6 - Unicast Route Discovery with Device A
as the Source and Device F as the Destination
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Otherwise if an entry is found in the RDT, the nadenpares the path cost
for the corresponding value in the RDT entry arel RREQ message. If the
former is higher it drops the RREQ message, otlsenitiupdates the RDT
entry.

If the node, finally, is not the route discoverystieation, it allocates an RT
entry for the destination, with Discovery statusq aebroadcasts the RREQ
after updating its path forward cost field.

If the node, instead, is the final destinationgjtlies to the originator with a
route reply (RREP) message that travels back dlumgath.

In figure 4.5 is depicted the block diagram illasing the explained RREQ
processing [Bou08].

Figure 4.6 shows an example of unicast route degovn this scenario,
device A intends to find a route to device F. Devig starts the route
discovery by broadcasting a route request commahe. route request
command frame (see paragraph 3.5.1 for the comnframde structure)
contains the route request identifier, the desbnaaddress, and a path-cost
field as previously explained.

The broadcast command is received by all the dewitat are in device A
radio range and are listening to the same chaiméligure 4.6 , device B
and device C receive the route request command.

Device A will wait for passive acknowledgment, aihdhe broadcast was
not successful device A will retry the broadcastrfakcInitialRREQRetries
times after the initial broadcast. These retriee aeparated by
nwkcRREQRetryIntervahilliseconds.

If a ZigBee end device has received the route qouemmand it will
simply ignore this command because it does not hawing capability.
Figure 4.6 shows only the routing capable devioeated between device A
and device F, either ZigBee coordinators or ZigBagers. Device B is a
ZigBee router, and if device B has routing capaameaning a non-full
routing table, it will perform all the operationg@red such as adding the
path cost from device A to device B to the pathtdadd of the routing
request command and broadcasts the route requastad.

The consecutive broadcasting is repeated untitdhte request command is
received by the intended destination (node F).

Device F will use the total accumulated path cdseach received route
request command to select the optimum path fromcde& to device F.
Device F will choose either device D or device Ei@msnext hop for
transmitting the route reply command (RREP) bacdttetzice A.

The RREP message is addressed to the route digcewarce and has a
residual cost value field that each node incremessit forwards the
message.
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When a node receipt a route reply message, ievessi the RDT and RT
entries for the associated route discovery. The @REginator node upon
the receipt of the RREP sets the RT entry, if ihithe first it received, to
Active and records the residual cost and next hdape RDT entry.

RREP Message
; . No
A:m RT - drop RREP

- entries available?

-
R

YES
\\
R,
-
YES Is the local node . NO

I the destination?

\\\\ - \
.y
. Isthe RT entry e NES

status active?

. --.“\\ . e
: /—l - -
. e
does RREP report - NO NO does RREP report
NO @ a better residual = a better residual -

path cost 7 path cost ?

YES

YES
A4
Set RT entry status to o | Update RDT entry path
Active " | cost and RT entry next hop Epht R Ten rypsth
’ cost and RT entry next hop
drop RREP < ‘ Forward RREP

Figure 4.7 - The RREP message processing algorithm

In all other cases it compares the residual cosh fihe RDT entry with the

one from the RREP. If the former value is highez tiode discards the
RREP message; otherwise it updates the RDT erdgsyd{ral cost) and the
RT entry (next hop).

A node that is not the RREP source, after the @idiatard operation, must
also forward the RREP towards the originator.

As to be underlined that intermediate nodes newange the RT entry
status to Active as a result of receiving a RREBsage.
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They will only change the entry status upon re@epéind routing of a data
message for the given destination.

4.2.5 Route maintenance and repair

Meanwhile a discovered route is used to relay tlessages, there can be
incidents in which the route itself is not capablerelaying a message
anymore to the destination.

The reason can be inside the network (e.g. a rdwgsrbeen removed or
turned off) or from the surrounding environmeng(en object or a signal is
blocking the wireless connection between two nades)

Considering the great effort required to createemair a route, it is not
recommended to start a repair procedure as soarmr@ge fails. Instead, it
is better to keep a counter for the number of tithe$ an outgoing frame
has failed due to a link failure.

A route repair procedure will start when this cauntexceeds the
nwkcRepairThresholdalue.

If it's possible (it depend on the node capabditiss a good choice to record
the time that the link has failed. This will helgstihguish between
permanent and temporary link failures.

The developer will decide on the best method td ghe route repair based
on the scenario.

If the route error occurred in a many-to-one togglothe device that has
found the link failure will send a route error commuma message to a random
neighbor.

All neighbors are expected to have a routing tabléhe sink (destination)
device. The neighbor will then forward the routeoercommand frame to
the sink device.

@ Source

@ Destination

O Routing-Capable Device
- Original Route
—+ New Route

Broken Link

Figure 4.8 - Route Repair in a Mesh Network
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In Figure 4.8 is depicted an example of mesh ndtwaute repair
procedure. The link between node A and node B hdsdf and a route
repair is requested.

The procedure for route repair is similar to rodiscovery except that
device A, instead of the original source device]l wgtart the route
discovery. Device A will use its own address as sbarce device when
broadcasting a route request command frame totfiednew route to the
destination device.

Route repair and route discovery use the same reqgteest command thus
to distinguish a route repair from a route discgvarsingle bit subfield
must be set (to one) for route repair request comaingthe frame is shown
in figure 3.13).

In Figure 4.8 a new route has been establishedeleet the originator and
the destination address.

The new route may share, along the way, some ofddwces with the
original route.

If device A cannot establish a new route to thetidatgon (it failed to
repair) it unicasts a route error command backeoariginator.

The source device in this case will start a newealiscovery to establish
routes to the destination address.

4.3 The NWK layer management service

The NWK layer was modified by the author to implermte fault tolerance
such as the heartbeat system described in thechegter and to improve
the security of the system in consideration ofgbeeral flaws found in the
ZigBee stack.

The NWK layer main responsibilities, as briefly deised in paragraph
3.6.1, are network formation, joining and leavingeawork, route discovery
and maintenance.

The NWK layer routing and route discovery were dssed earlier in the
previous paragraph. The rest of NWK layer capabdiaire reviewed in this
paragraph and its subsections.

4.3.1 Network discovery

The network discovery procedure is used to discalerthe networks
currently operating in the device environment. @egice discovery request
is sent to the NWK layer by the APL layer.
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The NWK layer uses the MAC layer channel scannimgdiscover the

existence of other networks.

The active scan is the preferred scan method ifdéngce is capable of
performing an active scan. Otherwise, the devick parform a passive

scan.

The network discovery procedure delivers the listiscovered networks,

and their PAN identifiers, the currently used chelanand the version of the
ZigBee protocol used to the APL layer.

Information includes also the value of beacon qrdaper-frame order of
the networks, and their ZigBee stack profile idkeerts.

The network discovery procedure will verify if tieeis at least one router in
any discovered network that currently allows jogin

4.3.2 Network formation

Upon the receipt of any request from the APL latyex NWK layer can
establish the device as the ZigBee coordinator.

The device must be an FFD (see par. 3.3.1) tosaat AgBee coordinator.
The first step of network formation is performing BD scan. The ED scan
is an energy level detector for each channel apernformed using the PHY
energy detection service (refer to paragraph 2.4rfore information). This
ED scan is optional for RFDs. This scan is follovgdan active scan on a
selected number of channels using the MAC services.

The scan request is issued by the Network Layer dgament Entity
(NLME) to the MAC Layer Management Entity (MLME) esdig. 3.21 for
more information about the ZigBee Architecture.

Based on the scan results, the NWK layer choosegaiéncy channel and a
unique PAN identifier. The first channel with th@Mest number of existing
networks is considered a proper frequency charmélet used in the new
network.

The NWK layer of the ZigBee PAN coordinator assix®000 as its MAC
short address, which is the same as the networtessidnd then it will is
configure the super frame using the MAC services.

4.3.3 Establishing the device as a ZigBee router

As described before a router is responsible fotimgudata frames, route
discovery, and route repair. The router can esahbls super frame and
accept the requests from other devices to joinnétevork. The request to
establish the device as a router is performed bl Biyer sending to the
NWK layer aNLME-START-ROUTER.request
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Considering that a router can form its super fratims, primitive includes all

the super frame parameters such as Beacon Ordegr 8ame Order , and
BatteryLifeExtention (BLE). The NWK layer requedt®e MAC layer to

create or update the super frame configurations

4.3.4 Joining and leaving a network

If the MAC attributemacAssociationPermitin any device, is set to TRUE,
the device will accept association requests.

The NWK layer of a ZigBee coordinator or router edliow other devices to
join its network via a MLME request to set the \aluof
macAssociationPermib TRUE for a limited (and fixed ) period of time.
This period is known as ‘permit duration’ .

The APL layer can invoke tHeLME-JOIN.requesprimitive to request the
NWK layer to join the device to a network as eithsra router or an end
device.

The MAC layer of the child delivers the list of disvered networks to the
NWK layer. The child then picks a suitable paréhtparent is considered
suitable if it allows association and the link cbstween the parent and the
child is a value less than 3 (see Cost formulgeim4.2.3).

If there is more than one suitable parent then ballselected the parent in
the lowest depth from the ZigBee coordinator.

Selected the parent, the NWK layer of the childiates the association
procedure using tHILME-ASSOCIATE.requeptimitive.

When the parent device receives the associatiomestqit will determine
whether the device is already in the parent netvagri child by looking up
its neighbor table. If this node is not found i theighbor table, the child
will receive a unique network address.

Each parent has only a fixed number of addressatable to allocate to its
children. If the request to join is granted, thegpa will update its neighbor
table adding the new device as its own child.

The NWK rejoin request command will be used, indtekithe device was
previously associated with this parent. A child edways rejoin its parent
even if the parent currently does not accept amycteld.

An alternative way to join a network is the dirgoin. The direct join is
used when the parent is already preconfigured thigh64-bit addresses of
its children. In this case, the child does notrafieto find a suitable parent,
because its parent is already selected for it [EBEO

The parent will initiate the join procedure by sdang its neighbor table to
identify whether the 64-bit address of the childlieady listed in the table.
If a match exists in the neighbor table, no furthetion is required from the
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parent. If the address is not found in the neighéble and the table itself is
not full, then the parent will create an entryhee table.

In the direct join the parent does not contactdhiéd therefore the child is
responsible to start an orphan procedure to compieé child/parent
relationship.

Removing a child from the network can be initiaiedifferently by the
child itself or its parent. The MAC layer disassdmn function is used to
remove a device from the network. When a node kaveetwork, all its
children can be removed from the network as well.

These removed children can join new parents im#te/ork or join another
network, depending on the implemented applicatimhscenario.

If the node that plans to remove itself from thewwoek is the PAN
coordinator or a router, the NWK layer leave comth&name is broadcast
to the entire network by selecting the address«éffGas destination.

The reason for broadcasting the leave commandlet &l the devices that
count on this specific router or coordinator kndwattthey need to update
their routes or find new parents if necessary.

T ) [we) (]

.
L]

NLME-RESET.request_:

MLME-RESET.request

B AT R ek

TR R R Y

=
E MLME-RESET. Confirm '

(success)

- P W & S LY s AT
% nternal ytate 18 %4%”%;%_

' NLME-RESET. Confirm
€

PR T

(success)

Y A\

Figure 4.9 - Network Layer Reset Sequence
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Conversely a ZigBee end device send the leave cohoialy to its parent.
In both cases, the APL layer invoR_ME-LEAVE.requesprimitive to
request the NWK layer initiate the removal procedur

94




When the parent decides to remove a child, it wsc#he leave-request
command to the child. After the child is succedgfuémoved the parent
updates its neighbor table accordingly.

The address of the removed child can be reusedifoily APL layer allows
the address reuse in theME-LEAVE.requesprimitive sent to the NWK
layer for the removal of this child. If the removeldild is a router, the child
will broadcast a leave command by selecting theirsson address equal
to Oxffff.

4.3.5 Resetting the NWK layer

The NWK layer can perform reset operation (Figui@ Yupon request of
the its higher layer. The NWK layer first resetge thIAC layer and after
receiving the MAC reset confirmation, the NWK laydears all Network

APL NWK MAC

NLME-SYNC.request .

MLME-POLL.request

MLME-POLL.canfirm

@ i E
+ NLME-SYNC.confirm B L) :
: (Success) : :

; *‘

—— ——

NLME-SYNC.request . .
T MLME-SET.request,

-

macAutoRequest
Is Set to TRUE

MLME-SET.confirm

-

(b)

(Success) .
MLME-SYNC.request .

+ NLME-SYNC.confirm

[ B

' (Success) .

Figure 4.10 - Synchronization in (a) A Non beaconrabled Network
and (b) A Beacon-enabled Network

95



Layer Information Base (NIB) attributes, routindples, and route discovery
tables to their default values. The reset requeegivien by the APL layer in
the form of NLME-RESET.requestThe NWK layer will confirm the result
of the reset operation by tiéLME-RESET.confirnfunction to the APL
layer. A device usually performs the NWK layer tesiger the initial power
up, before a new join attempt and after leavingtavork.

4.3.6 Synchronization

A WSN node can use a synchronization procedurgriohsonize or extract
pending data from a ZigBee coordinator or routeheré are two
synchronization scenarios: beacon enabled and eacen enabled.

Figure 4.10 illustrates the sequence diagramdtin bases.

When the value ofmacAutoRequess set to TRUE the MAC generate and
send a data request command automatically.

The APL layer uses thBILME-SYNC.requesto ask the NWK layer to
initiate the synchronization and data request @®cerhe result of
synchronization is delivered to the APL layer byME-SYNC.confirm.

Bits 0-1 2-4 5-7 Octets 1 1 Variable
Multicast| Nonmember |Max Nonmember Relay | Relay [Relay|
Mode Radius Radius Count| Index | List
N — ——
Octets 2 2 2 1 1 Oor8 Oori Variable
Frame |Destination| Source Radius Sequence| Destination |Source IEEE|Multicast|Source Routef Frame Pavload
Control| Address |Address Number |IEEE Address| Address Control | Subframe Y
NWK Header (NHR) NWK Payload
/’A N
Bits  0-1 2-5 6-7 8 9 10 11 12 13-15
Frame | Protocol | Discover | Multicast Securit Source | Destination | Source IEEE Reserved
Type | Version Route Flag Y] Route [IEEE Address| Address

Dala or Command — Suppress Route Discovery

— Enable Route Discovery

— Force Route Discovery

Figure 4.11 - General Network Frame Format
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4.3.7 The NWK layer frame formats

The general NWK frame is illustrated in Figure 4.kt ktarts with the frame
control field. The frame type determines if thisaisfNWK data frame or a
NWK command frame.

Since the ZigBee standard evolves a ZigBee protealion is used in each
device and is stored innwkcProtocolVersion The value of
nwkcProtocolVersions always copied into the protocol version sukfief

a NWK frame.

The route discover subfield determines the roubpgon for this single
frame. If the discover route subfield is set tomegs or enable and a route
is already established to the destination, the dravill be sent to the next
hop. However if there is no route established ® dbstination device and
the discover route is set to suppress, the devilenat start a new route
discovery. In this case the frame will be discardeduffered until the route
becomes available. If the discover route subfisidet to enable, a route
discovery will be initiated if there is no routettee destination.

Finally, if the route discovery value is set toderroute discovery, a route
discovery will be initiated for this frame transsien, even if there is a
existing route established to the destination.

In ZigBee-Pro, the force route discovery optionresnoved from the
discover route sub-field.

Octets 2 Variable Variable

(a) Frame Control | Routing Fields Data Payload

NHR i NWK Payload !
Octets 2 WVariable 1 Variable
: : MWK Command|NWK Command
(b} | Frame Control | Routing Fields Identifier Payload
NHR NWK Payload

Figure 4.12 - The NWK Layer (a) Data Frame Format ad
(b) Command Frame Format

The multicast flag subfield decides whether thengawill be sent using
multicast (must be set to one). The security subfie set to one if the
NWK layer security is enabled. The source routefisltb in the frame
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control is set to one if the source route sub frdmle is included in the
frame. Source routing is a technique in which theder of a packet specify
the route that a packet should take through thevar&t The source route
subframe contains the list of 16-bit short addresdethe devices that will
be used to relay the message. The relay index i® ero at the originator
device and is incremented every time the framelesyed. The relay count
represents the number of times the frame is relayed

The NWK layer can include the 64-bit IEEE addresshe NWK layer
frames if the IEEE address subfields are set ta dhe 16-bit network
address of both the source and destination areyalimaluded in the frame.
The radius value will determine the maximum nundderops of the frame.
If the radius parameter is not provided, the radiels is set to twice the
value of thenwkMaxDepthattribute.

The sequence number allows to keep track of theesegs transmitted by a
node and its value is incremented every time afnawe is transmitted.

The multicast control field exists only if the framis multicast. The
multicast mode value determines whether the frasnbeing sent by the
device in member or non member mode (respectiveljicast mode set to
01 or to 00). The non member radius subfield linbitsa fixed number of
times a multicast frame which is rebroadcast bynmember nodes.

Command Frame Command

Identifier

00000001 Route request

00000002 Route reply

00000003 Route error (network status)
00000004 Leave

00000005 Route record

00000006 Rejoin request

00000007 Rejoin response

00000008 Link status (ZigBee-Pro)
00000009 Network report (ZigBee-Pro)
0000000A Network update (ZigBee-Pro)

Table 4.5 - NWK Commands

The nonmember radius value is decremented everg time frame is
rebroadcast by a non-member device and when inbesaero, the frame is
no longer rebroadcast by nonmember devices.
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However, if the content of the non-member radiuseisto 0x07, there is no
limit on the number of times that the frame canbibeadcasted by non-
member nodes. Every time a member broadcastsaheefrit will copy the
content of the max non-member subfield into the -nm@mber radius

subfield.

Route Request

Route Reply

Route Error

Leave

Route Record

Rejoin Request

Rejoin Response

Bits 05 & 7
Reserved Multicast Route Repair
\ J
Y
Octets 1 1 1 2 1
Command Command | Route Request | Destination Path
Frame ldentifier | Options Identifier Address Cost
NWK Payload '
Octets 1 1 1 2 1
Command Command | Route Request Originator Responder | Path
Frame ldentifier | Options Identifisr Address Address Cost
NWK Payload
Octets 1 1 2
Command Error Destination
Frame ldentifier Code Address
NWK Payload
Octets 1 1 Biis 0—4 5 G 7
Command Comrmand o Remaove
Frame Identifier |  Options Ressrved | Rejoin | Request | criren
NWK Payload
Octets 1 1 2
Command Relay Relay
Frame ldentifier Counit List
NWK Payload
Octets 1 1
Command Capability
Frame Identifier | Information
NWK Payload
Octets 1 2 1
Command Short Rejoin
Frame Identifier | Address Status
NWK Payload

Figure 4.13 - NWK Layer Commands Formats

The data and command frame formats are illustriat&igure 4.12 .
The routing field is the combination of the fieldstween the frame control
and the NWK payload in Figure 4.11 and the NWK cands are listed in

Table 4.5.
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Each command is identified by an 8-bit integer eakmown as the NWK
command identifier, together with the command paglawvill form the
NWK frame payload.

The NWK commands are briefly reviewed here. Thenfts of the NWK
layer command payloads in ZigBee 2006 are illusttan Figure 4.13 .

The first command is the route request commandghwisi used in the route
discovery and route repair procedures describedqusgly (par 4.2).

This route request is part of a multicast routecalery whether the
multicast subfield value is set to one.

The route repair subfield is set to one to idenitifig request command as a
route repair instead of a route discovery.

The reason for distinguishing route repair fromteodiscovery is that the
route discovery is always initiated by the origoradlevice. The route repair,
conversely, is initiated by the router device thais tried to relay the
message of the source device but has found a dilhkd while attempting
to send the frame to the next node.

The route request identifier is an 8-bit sequengmlyer used to identify
each route request issued by a source node amdlits is incremented by
one by the source device increments every timeetifopms a new route
request.

During the route discovery process, the routers Hmaadcast the route
request of the source node keep the route requestifier unchanged.

The target of the route discovery is to find a eotat the destination address
provided. For more information about route discgwe paragraph 3.3.4
In the new ZigBee-Pro, there is one more field ppmsed after the path-cost
field in the route request command: the destinati&kEE address.
Moreover, in ZigBee-Pro in the command optionsdfitbe bits 3 and 4 are
used for many-to-one route requests. Whether theereequests is not a
many-to-one route request the value of bits 2-e8jisal to O.

Conversely if the value is equal to 1, the routguesst is many-to-one and
the sender supports a route record table. Finalilye value of bits 2-3 is 2,
the route request is many-to-one but sender doesupport a route record
table.

Another NWK command is theute replycommand, which is sent by the
destination device to the originator node in resgoto a route request
command. The command option field is very simitathte command option
field of the route request command and the roudgiest identifier is the
same as the route request command frame. Thus wieeroriginator
receives back the route reply command from theetadgvice, the source
device will know this route reply command is inpesse to one of the
source device route requests it sent.
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The source address field contains the short addf€sbit) of the device
that originated the request. The responder addiedscontains the NWK
address written in the route request command degim address. The
originator always tries to establish a route to thestination node. In
ZigBee-Pro, there are two additional fields aftée tpath-cost field:
originator IEEE address and responder IEEE address.

Theroute errorcommand is used to alert the source device aletrar in
relaying the frame toward a destination addresg &inor code written in
the error code field can be used to determine wisithe cause of the error.
Possible reasons for routing errors are link failuack of routing capacity,
and low battery level. Finally, the relaying nodeincapable of acting as a
router, because of its battery energy critically.lo

In the new ZigBee-Pro, this command is renamed ®&wiNrk Status
Command and it contains all the error codes prasawiute error command
plus several additional codes to report incideikisPAN identifier update.

A node will transmit the leave command either whkies node itself wants
to leave the network or if the node is requestingtiaer node to leave the
network. If the device itself is leaving the netwothe request field of the
leave command is set to zero, it is set to ondeats to indicate that the
sender of this command is asking the target tod¢h® network.

The node may leave its parent but can rejoin amatéeice in the network,
in this case, the rejoin subfield of the leave canthis set to one.

At the latter, if the node that leaves the netwisria parent and the remove
children subfield of the command is set to oneawd all the children of
this parent to be removed from the network wheir frerent leaves.

The route recordcommand is sent to record the address of all &wcds
that relay this command frame to the target no@eawi established route,
and the count value will be incremented by oneefach time the frame is
relayed. The short address of all the nodes thayed the message is kept
in the relay list.

When a node other than the target node receivesrélsord command, it
will add its short address to the relay list andnthwill send it to the next
hop provided by the routing table.

If a node loses its connection to the network,am cise the rejoin request
command to rejoin the network through a node atinen its original parent.
The device provides the list of its capabilitiesthii the rejoin request
command. This is similar to the capabilities lisbyaded in a MAC layer
association request (Figure 3.13).

The node that receives the rejoin request will yeplth a rejoin reply
command. If the new parent device has the capé&zigiccept a new child,
the short address field in the rejoin reply commarnldl provide the new
short address assigned to the child.
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The NWK layer in ZigBee-Pro 2007 has three add#locommands not
available in ZigBee-2006.

The first one is thé&ink StatusCommand. Each node acting as a router can
use the link status command to provide its linktdosother neighboring
routers. The second command is Wetwork Reportwhich is used to report
events such as PAN ID conflict and channel condlitio a designated
device in the nwkManagerAddr.

The last command added is tiNetwork UpdateCommand used by a
designated node (identified by the nwkManagerAdtibate) to broadcast
configuration changes. The format of these commasdsovided in the
ZigBee specification [Zig08]

4.4 The APL layer

The application layer (APL) is the highest layer anZigBee wireless
network. Most of the works for the design and impdaitation of our WSN
system is done on this layer. Also the compressionctions are
implemented at this level since the inclusion on KVayer, together with
the encryption algorithm, as lead to the applicatistability (probably due
to the time taken from both functions)

Application (APL) Layer
Application Framework

ZigBee Device Object

Application Application <:: ZDO Public fl> (ZDO)
Object 240 | *** Object 1 Interfaces
ZE 2= >
Endpoint 240 Endpoint 1 Endpoint 0
APSDE-SAP APSDE-SAP APSDE-SAP

z = <
The APS Data Entity (APSDE)

ZDO
Application Support | The APS Management Entity (APSME) M
APSME-SAP| yManagement
(APS) Sublayer ReelE ‘- Plane
4 > A
NLDE-SAP NLME-SAP
N Network (NWK) Layer S

Figure 4.14 - The APL Layer ( APS Sublayer, ZDO, ad the Application Framework)
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The ZigBee APL layer consists of three sectiongstfated in Figure 4.14:
the application support sub layer (APS), the ZigBewice Objects (ZDO)
and the application framework.

The APS provides an interface between the netward the application
layer. The APS sub layer supports both data andageanent types of
services. The APS Data Entity (APSDE) offers théadservices and is
accessed through the APSDE Service Access Poir8DEPSAP).

The management capabilities are provided by APS adament Entity
(APSME) accessible through the APSME-SAP.

The APS sub layer constants and attributes starespectively with the
suffix apsc and aps. The APS attributes are comtaim the APS
Information Base (APS IB or AIB). The list of AP®rtstants and attributes
Is provided in the ZigBee specification [Zig08].

In the ZigBee stack, the application frameworkhis énvironment in which
application objects are hosted to control and marthg protocol layers.
Application objects are usually developed by mactuiiers to fit various
kind of applications.

There can be a maximum of 240 application objetts ia single device
and they use APSDE-SAP to send and receive datgebrtpeer application
objects (fig. 4.14). Each application object has atvn unique endpoint
address (endpoint 1 to endpoint 240). The endpm@nd is used to access
the ZDO area.

To broadcast a message to all objects the endpduhtess must be set to
255. Multiple devices can allow to share the sameior via endpoint
addressing. For example if we have a light contapplication, where
multiple lights are connected and share a singl®ran this case each light
has a unique endpoint address and can be turnaddaff independently.
The ZDO provides an interface between the APS syerl and the
application framework. The ZDO contains all the dtionalities that are
common to all applications operating on a ZigBesqguol stack.

It is, for example, a duty of the ZDO to configuhe device in one of three
possible logical types of coordinator, router od-elevice.

The ZDO uses primitives to accomplish its dutied aocesses the APS sub
layer Management Entity via APSME-SAP, while thanfiework accesses
the ZDO via the ZDO public interface.

The details of the three APL subsections are restiew the following
paragraphs.

4.4.1 The application framework

The ZigBee architecture offers the option to agglication profiles also
referred to as ZigBee profiles, in developing apli@ation which allows
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further interoperability between the products deped by different
vendors.

For example, in a light control environment, if twoanufacturers use the
same application profile to develop their produti® switches from one
vendor will be able to turn on and turn off thehlig manufactured by the
second one.

Each profile is identified by a 16-bit integer valknown as a profile
identifier . Only the ZigBee alliance group canussrofile identifiers, a
manufacturer whom has developed a profile can stqaenew identifier
from the ZigBee alliance.

The application profiles are named after their egponding application use,
for instance, thdvome automatiomprofile provides a common platform for
manufacturers developing products for home autamati

The structure of an ZigBee application profile epatted in Figure 4.15.
The application profile is built by two main comps: clusters and device
descriptions. A cluster is a set of grouped attebu Each cluster is
identified by a unique 16-bit value named clustlmtifier . Each attribute
in a cluster is also identified by a unique 16tbieger known as a attribute
identifier. These attributes are used to store dasdatus values such as in a
temperature control application, a device that astthe temperature sensor
can store the value of the current temperatureniateribute, then another
device that acts as the heater controller canvecdhe value of this attribute
and, accordingly, turn on or turn off the heater.

The application profile does not contain the clustself, instead, the
application profile has a list of the cluster idBets. Each cluster identifier
uniquely points to the cluster itself.

F\’ire Description ZigBee Descriptors Cluster Commands and attr%

Attribute identifier

Node descriptor

16 bit Device
Description

g

16 bit Cluster

16 bit Cluster

| Node power (lo.\'cripmr|

Attribute identifier

| Simple descriptor K

| Complex descriptor |

Command
Command

4

| User descriptor |

{
el
b

Up to 2' Device descriptions Up to 2'° Clusters Up to 2'° Attributes

Figure 4.15 - The application profile
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The second part of an application profile is theicke descriptions ( Figure
4.15 ). The descriptions supply information regagdihe device itself such
as the supported frequency bands of operatiodptheal type of the device
(PAN coordinator, router or end device), and theaiming battery energy
Again a 16-bit number identify each device desmipt

The application profile uses the descriptor datacstire where, instead of
including the data in the profile, a 16-bit numbgrkept and provides a
pointer to the data location (called data descr)pto

The device descriptions consist of five fields: eatéscriptor, node power
descriptor, simple descriptor, complex descriptod aiser descriptor. The
node descriptor provides information such as th@erlogical type and the
manufacturer code. Thaode powerdescriptor determines whether the
device is battery powered and stores the currdtgrydevel.

The profile identifier and clusters are providedtive simple descriptor,
while thecomplex descriptois an optional part containing information like
the serial number and the device model name, amjti@uhl device
information can be included as the user descriptor.

The user descriptorcan be up to 16 ASCII characters. For example in
light control application, the user descriptor dief a wall switch installed
in a room can read “bedroom switch” .

Field Name Length (Bits)

Logical type 3

Complex descriptor available

User descriptor available

]
1
Reserved 3
APS flag 3
Frequency band 5
MAC capacity flags 8 Bit
Manufacturer code 16 —> 0 Primary Trust Center
Maximum buffer size 8 —* 1 Backup Trust Center
— 2 Primary Binding Table Cache
Maximum transfer size 16

— 3 Backup Binding Table Cache
Server mask 16 » 4 Primary Discovery Cache
—— 5 Backup Discovery Cache

Figure 4.16 - Node descriptor fields
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The node descriptor fields for ZigBee-2006 are ghanvFigure 4.16. The
node descriptors a mandatory part of the device descriptions:

* Thelogical typecan be coordinator, router or end-device.

« Thecomplex descriptoand user descriptor are optional and if their
corresponding fields in the node descriptor aretsetero, they are
not given as part of the device descriptions.

* The APSflag field determines the APS capabilities.

» frequency ban@868 MHz, 915 MHz, or 2.4 GHz) is specified in the
frequency band field.

* TheMAC capacity flagdield is the same as the MAC capacity field
presented before in Figure 3.14. A manufacturer remuest and
receive a manufacturer code from the ZigBee albaritis code is
included in the node descriptor.

* The maximum sizeof the APS Sublayer Data Unit (ASDU), in
octets, is specified in the maximum buffer sizédfi@fhe maximum
size of a single message that can be transferred from a node is
provided in the maximum transfer size field (ineds). In ZigBee-
Pro, the maximum incoming transfer size and maxinautgoing
transfer size are two separate fields (16 bits)each

* The server maskfield supplies information regarding the server
capabilities of this node. A server is a node {havides specific
services to other devices in the network. If eaitlskset to one, the
device has the corresponding capability depicteeigare 4.16

0 The trust centeris the node trusted within a network to
distribute security keys for the purpose of netwarkl end-
to-end application configuration management. Theusey
features are reviewed further in this chapter.

0 Theprimary binding table caches a node that allows other
devices to store their binding tables with it asgas it has
storage space left. The primary binding table cacde be
used to back up the content of binding tables awdore
them whenever necessary.

0 A ZigBee network may havemimary discovery cacheode
such as a coordinator or router used to store nmdtion
such as node descriptors and power descriptorsnoé ®ther
devices which, for example, sleeps for long time.

If a network contains sleeping devices, the netwatst have at least one
primary discovery cache node. The node power dascriields are shown
in Figure 4.17. The receiver can stay in ON moddenthe node is in idle
but this is not a power aware solution.
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Alternatively, the node can turn on the receiveiquically.

The last option is to turn on the receiver usingx&i@ernal trigger event upon
an incoming message. As described in fig. 4.1htde may have multiple
power sources and for each power source availabledrresponding bit in
the available power sources field is set to one.

— 0000 Receiver on when idle
— 0001 Receiver turns on periodically

Geldiane UL — 0010 Receiver turns on when stimulated

Current power mode 4

2 — (bit 0) Main power

» (bit 1) Rechargeable battery
Current power source 4 L— (bit 2) Disposable battery
Current power source level 4

Available power sources

— 0000 Critical
— 0100 33%
— 1000 66%
L—— 1100 100%

Figure 4.17 - Node power descriptor fields

For instance, if the node has both main power acbargeable battery, the
available power sources field will read 0011.

Field Name Length (Bits)

Endpoint 8

Application profile identifier 16

Application device identifier 16

Application device version 4

Reserved 4

Application input cluster count 8

Application input cluster list 16 - i (i =inputudter count)
Application output cluster count 8

Application output cluster list 16 - o (0 = outpluster count)

Table 4.6 - Simple descriptor
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Table 4.6 shows the list of simple descriptor %&eldhe endpoint field
contains the endpoint address of a node. dpication profile identifier
that is supported by this endpoint is in the agpion profile identifier field.
The device description supported by this devicepscified by a 16-bit
number supplied in the application device identiffeeld. The device
description may change over time, and the apptinadievice version field
determines which version of the device descripi®rsupported by this
node. All the cluster identifiers supported by ttevice are included in the
simple descriptor.

Figure 4.18 show how the cluster identifiers (cukds) are used in binding
relationships. Binding is the task of creating tadi links between
applications that are related. Devices logicallgtexl in a binding table are
called bound devices .

In fig 4.18 two switches share the same radio aeg also share the IEEE
address and network address. The switches aragligghed only by their
different endpoint addresses.

Each switch can have its own application object @ach application object
can be accessed independently through its corrdsppendpoint address.
These two switches control three separate lighistwdre also connected to
a single radio and each light has a unique endpoidtess.

Main Power Supply

Radio Radio
Network Address Same ClusterIDs Network AddressY—-
. End point 1
Binding Table N - poln
"t~ Binding
"\ _. End point 2 B
e ClusterID (input))
|ﬁ End point2- - - -~~~ "] = J .
N
~ =~ -End point 3 <J
—
(CIusterID (input) \/\
Same ClusterlDs Switch

Figure 4.18 - The binding relationships

A cluster can be amput clusteror anoutput clustertherefore, in the
binding process, two devices are matched if boticds have the exact
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same clusterIDs but one is an input cluster andother one is an output
cluster.

The wall switch at endpoint 1 and the lamp at eimtpd have the exact
same clusterIDs and so they are considered bouridede The wall switch
at endpoint 2 is bounded to both lamps at end@iahd endpoint 3. The
information regarding these logical links is stone@ binding table.

The bind itself can be created by the installer. iRstance, the installer can
push two physical buttons: one on the wall switet ane on the light itself
to create the bind between these two devices. Wbidd create an entry in
the binding table corresponding to these two device

More specifically, pushing the button on the wallitsh initiates the
transmission of the end device bind request command
(End_Device_Bind_reyjto the PAN coordinator.

This command is part of the device profile discdsisethe next paragraph.
The PAN coordinator, upon receiving this commaamdits for a period of
time to receive the end device bind request comnframa the light.

If this bind request arrives before the timeoutiguérthe PAN coordinator
matches these two devices based on their profdatiiier and the list of
their input/output clusters.

This is called simple binding mechanism. In simgdding, user
intervention is used to identify the device pairs.

4.4.2 The ZigBee device objects

Figure 4.19 illustrates the ZigBee Device Objed®Q@) space as an
interface between the APS sub layer and the apigicdamework.

The ZDO has the tasks of initializing the APS, NW4Rd Security Service
Provider (SSP). As for the application profilesidefl in the application
framework, there is a profile defined for the ZD®igh is known as the
ZigBee Device Profile (ZDP) or simply the devicefie.

The ZDP contains device descriptions and clustaus,the device profile
clusters do not use attributes.

The ZDO has configuration attributes, but these rave included in the
device profile. Another difference between the devprofile and any
application profile is that the application profile created for a specific
application, the device profile, instead, definapabilities supported by all
ZigBee devices.

The device profile includes only one device desmipwhile the clusters
are divided into a mandatory group and an optigmaup. The mandatory
clusters must be implemented in any ZigBee deviwkthe device profile
furnish support for device and service discoverysides binding
management.
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Application Framework

Defines Application-Specific
Capabilities

(identified by 16-bit
Application Profile Identifier)

Application profile
(ZigBee profile)

Defines Capabilities
Supported by All
ZigBee Devices

Figure 4.19 - The ZDO Acts as an Interface Between
the Application Framework and the APS Sublayer

In service discovery, the ability to determine ighentity of other devices on
the PAN, the device requests that another devicdennetwork supplies
detailed information like its profile identifier ats ZigBee descriptors. The
device can also ask the list of input and outpustelrs of another device
and this cluster list provided can be used to matVices in the binding
procedure.

Octets 1 Variable

Transaction Sequence Number Transaction Data

Figure 4.20 - The ZigBee Device Profile Command Farat

The device profile can be configured to be a cliargerver or both.
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A client is a node that asks a service such ascdediscovery or binding
while the node that responds to the request amdding the service acts as
a server.

Thus the services offered by the device profile dnaded into client
services and server services. Both these seraregsrovided in the form of
commands with unique cluster identifiers (cluste)lDfor instance, the
clusterID of 0x0002 in the device profile is equer# to the
Node Desc_reqnode descriptor request) command, which is used t
request the device descriptor of another node.

In message exchange between the client and therséme client is referred
to as the local device and the server is knowh@sdmote device.

The ZDP commands are sent using the APS data semiich has a format
shown in Figure 4.20.

The first part is an 8-bit transaction value, timusans that any application
object maintains a counter and increments it etietg a new transaction is
sent. The content of this counter is put into thetaction sequence number
field of the ZDP command. The transaction data aostthe command
itself and all data associated with the command.

The complete list of ZDP commands and brief desomg of the
commands are provided in Appendix C.

The commands are divided in client services andeseservices commands
group. In each group, the ZDP commands, are divisedhree sub
categories: device and service discovery, netwodnagement and bind
management. The commands in these categories foga tistinct objects
in the ZDO: the device and service discovery objdat network manager
object and the binding manager object.

The service discovery commands allow a device kargsrmation such as
NWK address and list of descriptors of any othetenm the network.

They also allow a device to store its own descrgpiton a primary discovery
cache device or configure the user descriptor afther device in the
network.

The bind management commands allow a node to coeatamove binding
relationships, store binding tables on a primamdlrig table node, create
backup binding tables, and recover previously stdr@ckup binding tables.
The network management commands, instead, aretasieeéntify nearby
networks and manage joining and leaving nodesam#twork.

The ZDO contains two more objects: the network rganand the security
manager.

The network manager contains the networking-rel&éiadtions to interface
with NLME (like NLME-JOIN.request ). The security amager object
contains security-related primitives to interfacéhwthe APS sublayer

111



Management Entity (APSME). Both these objects &eudsed later in this
chapter.

The configuration attributes contained in ZDO staith Config _ and they
are not related to the ZigBee Device Profile buttam information such as
node descriptor and the network security level.

The complete list of the ZDO attributes is provided the ZigBee

specification document [Zig08].

4.4.3 The APS sublayer

The APS sub layer supplies data services to bogticapion objects and
ZigBee Device Objects through the APS sub layeral&ttity (APSDE).
The APSDE receives the data that needs to berséim¢ iform of a Protocol
Data Unit (PDU) from either ZDO or an applicatiopject.

The APSDE adds headers to the PDU to create andaRSframe, which
will be passed to the NWK layer.

The APS sub layer Management Entity (APSME) costgnmitives to
perform bind management, APS Information Base (Atinagement and
group management tasks.

The binding functions APSME-BIND.request and APSME-
UNBIND.reques) enable the higher layer to request to bind tewicks by
creating an entry in the binding table or to unhiwd devices by removing
the corresponding entry from the binding table.

The APSME-GET.request and APSME-SET.request pnestiallow the
next higher layer to read and write attributeshi@ APS Information Base.
The group management primitives are used to adeémove endpoints of
the node in a group table.

Besides unicast, broadcast and multicast delivenmegssage methods a
fourth option is available by the APS sub layer adknown asindirect
addressing In the indirect addressing a node with limitedo@rces that is
bound with other nodes in a network can communieati@out knowing the
address of the desired destination.

Indirect transmissions are sent to the PAN cootdimlay the source device
and the coordinator itself looks up the source esllrendpoint address, and
clusterID from its binding table and retransmits tinessage to each
corresponding destination address/endpoint.

Figure 4.21 is the APS frame format in ZigBee-2Q006. In ZigBee Pro,
there is an optional field calleBxtended Header

There are a total of three different types of AR®nie: data, command, and
acknowledgment.
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Addressing Fields

A
- N
Octets 1 o/ 0/2 0r2 0/2 o/t 1 Variable

Frame |Destination| Group | Cluster | Profile | Source APS
Control | Endpoint | Address | Identifier | Identifier | Endpoint] Counter

Frame Payload

APS Header :APS Payload ;
> ™
Bits 01 2-3 4 5 6 7
Frame | Delivery Indirect ) Ack.
Type Mode |[Address Mode il Request e
Data +—— —— Normal Unicast Delivery
Command <+—— —— Indirect Addressing
Acknowledgment «—— —— Broadcast

L—— Group Addressing

Figure 4.21 - General APS frame format

Theframe typesubfield in figure 4.21 determines, as the nanggests, the
type of the frame.

The delivery modevalue indicates the transmission options. If teévery
mode is the indirect addressing, thdirect address modsubfield specifies
which address field (source or destination) musotgted from the frame
and if is set to one means that the frame is irgdnfbr the ZigBee
coordinator (destination endpoint must be omittéfdhis field, instead, is
set to zero, this frame is being sent from the 2gRoordinator to the
destination (source endpoint must be omitted).

The Security Service Provider (SSP) set the sgcaubfield value. If the
acknowledgment request attribute is set to onedéstination of the frame
must send an acknowledgment back to the originator.

If a group address is selected, the message wikheto all endpoints that
are members of the group. The destination enddait and the group
address field cannot be present together in omeefra

The cluster identifier field is only present in @nding operation and
contains the cluster identifier that will be usedhe binding procedure.
The APS counter is an 8-bit counter added to ewsAS frame and
incremented by one each time a new frame is trdtesniThis counter
helps to identify and to ignore the duplicate frame

Figure 4.22 illustrates the APS frame types. Th&a dieame has the same
format as a general APS frame.
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Addressing Fields

A
r I

Octets 1 01 0/2 0/2 0/2 0/2 0 Variable

(a) Frame |Destination| Group | Cluster Profile | Source APS
Control | Endpoint | Address | Identifier | Identifier | Endpoint| Counter

APS Header { APS Payload

Frame Payload

Octets 1 0/2 1 1 Variable

(b) Frame | Group APS |APS Command|APS Command
Control | Address| Counter |dentifier Payload

APS Header APS Payload

Octets 1 (VA 2 2 0/1 0N

(c) Frame |Destination| Cluster Profile Source APS
Control | Endpoint | Identifier | Identifier | Endpoint] Counter

APS Header

Figure 4.22 - APS layer: (a) data frame, (b) commahframe and
(c) acknowledgment frame formats

4.5 Security

The Security in the ZigBee standard is one of 8peet that were improved
by each new set of specification. This is a clegn ®f how important is
considered this aspect and how much it is currenthnsidered
unsatisfactory. In fact many security flaws wereirfd in all version of
ZigBee and was an important part of our applicatieork (e.g. in the
paragraph 5.6 is presented a way to steal the AySr&m the nodes).
ZigBee-Pro supports additional security featured #re not available in
ZigBee-2006 nor in ZigBee 1.0.
In ZigBee-2006, there are nine APS security comreamlile in ZigBee-
Pro in addition to the commands supported in ZigBe@6, there are five
more commands.
One of these additional commands, Tmnelcommand, allows a device to
send a command to a device that does not haveithrent network key. The
other additional commands are used for entity antitetion, which allows
two nodes to authenticate each other.
These two nodes must share a common security kah Bevice creates a
16-octet random string calledndom challengand sends this challenge to
the other device.
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Entity authentication is not supported in ZigBe® and -2006. In version
1.0 there is only tone level of security, in ZigB¥#06, instead, the trust
center can operate icommercial moder residential mode Commercial
mode has a higher security level than residemtiatle. For instance, in
commercial mode, the trust center must maintaimstaof nodes, master
keys, link keys, and network keys while in resid@nimode, only the
network key must be saved.

ZigBee-Pro uses the same concept but renames timemewial and
residential modes of operationhagh securityand standard securitgnodes
respectively. In ZigBee 1.0 every device must sliheesame base key, In
ZigBee-2006, the trust center is assumed to betddcan the ZigBee
coordinator. The trust center in ZigBee-Pro capdstioned on any device.
Among all the research issues, security is an éaseequirement in WSN
environments.

Compared to wired networks, WSNs are more vulnerabkecurity attacks
due to the lack of a trusted centralized authof#gk of trust relationships
between mobile nodes, easy eavesdropping becaushanéd wireless
medium, dynamic network topology, low bandwidth,dabattery and
memory constraints of mobile devices.

The security issue of WSNs in group communicatienseven more
challenging because of the involvement of multipb;nders and multiple
receivers.

Although several types of security attacks havenkstadied in the WSNs
literature, earlier research is focused on uni@@snt-to-point) applications.
The impacts of security attacks on multicast in VEShave not been
explored yet [CeC09].

For a complete classification of security attackad( attackers) see the
Appendix A
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Design and implementation of a WSN

5.1 Selection of the developer kits

Nowadays many Developer kits are available worléwaeshd their number
will probably increase in the future.

When the my research project started more then @8panies were
proposing their own kits. The WSN Developer kit iceo was made
evaluating many features, including, but not liite:

* microcontroller characteristics (memory, computpayver, number
and capacity of A/D lines, bus type)

* Overall Power consumption and battery type

e On-board sensors

« Bus expansion capacity (type and number of bus)

» Developer software and licence

* Development assistance

» Kit's price and single node’s price

Some manufacturers had more than just one singlerkind of node to
cover a wider range of application development seed

In Appendix B are compared the best fitting solutidrom any
manufacturer, considering the type, the number a@flenand software
included, just to simplify the reading, becausetled complete Synoptic
table includes over 70 kits.

The final choice was made considering, as requieadures, the node
capacity to work in different environments and fi@ssibility to connect
different kind of sensors through different typebais, rather than the node
size itself.

The chosen nodes, although their relatively sma# §Size 60 x 63 x 24
mm), have both USB and serial connection, seveqadmsion bus such as
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I°C, SMBus, SPI, UART e USART easily usable via andtad JTAG
compatible connector. They use two, the easy-t-#A batteries and may
be also connected to a power supply (includederkit).

Although they did not have any unique feature resp¢hers nodes they
were a right balanced between board size, bus eapdity and energy
features.

Another very important kit's feature was the softevancluded and the
licence type. Open source software or free of ahargegrated development
kit were preferred to proprietary solutions as vl the support from the
manufacturer developer team support was considerexl of the most
appreciate feature.

The support was tested in advance via e-mails whene asked many
technical information about the nodes’ architectamd performance and the
software solution provided within the kit. The gtyabf the answer, as well
as the time elapsed since the initial request veas, svas taken in high
consideration for the estimation of the technicgdort.

Occasionally some interesting kit were found tooldy an “advertising”.
For example an all inclusive software kit with 6des without sensors at
the amazing low price of 199,00 dollars, never app@ in stock to any
vendor official worldwide distributor.

Is it to be underlined that all prices quoted iis thhork must be considered
as indicative, subject to changes and referredegodpecific period (the first
project month) in which the WSN kit had to be dms

These kind of events may be typical for every questh market that didn’t
yet find its own identity and target.

After a careful comparison between the kits we hanelly chosen the
Meshnetics ZigBit Development Kit described in thext paragraph. As
noted before, this doesn’t mean that the kit chasehe definitive solution
but just as good as a starting point at beginnfrmuoresearch project.

5.2 Meshnetics starter kit

The Meshnetics ZigBit Development Kit is a simptdusion designed for
WSN development.

It provides development boards based on the ZigRitule and eZeeNet
Software to test the wireless network features daedelop customized
wireless solutions.

ZigBit Development Kit includes:
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* MeshBean2 board (3 pieces) with ZigBit module aR€B, SMC
and dual-chip) antenna

e AC/DC power adapter (3 pieces) with USA and Europea
connectors

* USB cable (3 pieces)

* RS-232 cable (2 pieces)

» Software & Documentation CD (1 piece).

Figure 5.1 - The Development Kit delivery set

The ZigBit module with the eZeeNet Software progidee MeshBean2
board’s wireless connectivity and makes it functaaa node in a ZigBee
network.

The MeshBean2 board is a full function device (Segpter 3.3..1 for more
information about ZigBee device) and can be coméduto operate as a
network coordinator, a router or an end-device.

A manual configuration is allowed by the on boartP3witches and/or

sending AT commands.

The node’s role is defined by the embedded devdiapelications.

The boards are delivered with a firmware containarg Hardware Test
software and a Serial Boot loader. The boot loaalwws the serial

connection to be used to write the new developdtivace into the node

without the need to buy a microcontroller programme

The programmer is still needed if something happenke boot loader or if
something special, like the software and cryptolgi@gkey protection is

implemented.
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The boot loader corruption seems to happen on rigateplacement, the
reason may be an electric peak. Although it's & vare event, nothing can
be done without the Atmel programmer’s board.

5.2.1 Hardware general specification

MeshBean 2 basic parameters are presented in balibe the boards, as
well as all the ones shown above, are provided thighfollowing features:

* Size 60 x 63 x 24 mm

« Over-Voltage Protection

» Reverse Polarity Protection

e 3 programmable color status LEDs

» external power supply status LED

» Switches 3 DIP switches

e 2 programmable buttons

* 1 reset button

» Operating Temperature Range: -40°C to 85°C. Miregrddation of
clock stability may occur beyond the -20°C to +70a@ge

The board uses light sensor TSL2550T from TAOS (fHe]) and
temperature sensor LM73CIMK (see [11]) from NatioS8amiconductors.
Both sensors are connected in parallel to the I2€ b

An USB to RS-232 bridge controller CP2102 from c®ih Labs is installed
on the board and provides seamless USB interfaee[{2]).

As a result the USB port is visible as generic CPbft with a particular
number. The driver set for Windows and other opegasystems can be
easily downloaded from the manufacturer’'s websii@l§s)

5.2.2 MeshBean2's expansion connectors

The MeshBean2 board contains several interfacesthen Expansion
Connector.
The board includes the following interfaces:

USB 2.0 port

RS-232 interface

Buffered 12C interface with ESD protection and tage level
translation

* Symmetrical dipole PCB antenna
* JTAG connector for software download and debugging
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* Power connector (3 V)

» 20-pin expansion connector to access specificfaxtes
« Battery compartment for AA-size batteries

e 3 clamps for power consumption measurements

ZigBit
MG e

PCE
Aftenna

[
onnestor
: : } JTAG
Temperatura . . . Al onnector

SEns0r

4 Rasat
Battery , T . button

Holder
LISE

SWZ2

Button 1,

annector

Expansion L
Connector

Figure 5.2 - MeshBean2 with PCB on-board antenna

Also, the board contains an internal voltage retgulto supply most of the
components with 3.6 V. This is needed if ZigBit'sCM is to be run at 8
MHz.

5.2.3 eZeeNet functional diagram

The software included in the kit is called eZeeNabtd is a

IEEE802.15.4/ZigBee library stack that runs on ZtgBodules.

It is specifically tailored for easy-to-use netwiok in sensing, control,
monitoring and data acquisition applications and&atms to provide easy to
use networking, with a routing mechanism that oas network traffic

and reduces power consumption.
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Figure 5.3— MeshBean2 node

eZeeNet Software offers a API for network and srpamwer management,
including data exchange, network formation/node n,joiPAN ID
management, channel selection, TX power control amahy others
features. It comes with the Framework layer whicses application
development and simplifies integration and offeppartunity to develop
user’'s own applications based on the eZeeNet API.

In the ZigBit Development Kit, using the APl makegossible to program
the target devices for a variety of WSN applicateenarios.

For example, an end-device can be configured tonmamicate with a router
between the periods of sleep thus saving power.
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Figure 5.4 - eZeeNet Block Diagram

The SerialNet feature is claimed to enable the tsa@levelop customized
WSN applications sending AT Commands without prograng the
modules directly or writing any embedded softwafdthough this is,
indeed, a little too optimistic, the AT commands gaally help sending
configuration’s parameters to the running nodeshaut the need to
reprogramming the boards and, maybe, restart tldesn@r the entire
network.

The structure of eZeeNet Software is presentedguar€ 5.4.
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5.2.4 EZeeNet API

In Figure 4.4 is shown the eZeeNet Stack architectu

Through the Framework interface several functioe aranaged such as
user's Hardware Abstraction Layer (HAL) and the risseapplication
initialization, user’'s loop is call, system timeEEROM and eZeeNet
parameters.

The stack interface provides the network managemantd data
transmission’s control.

Data can be transmitted using logical or networltreslsing. As advantage,
logical address of a node is not fixed. Logicalradding is preferable when
the address of each node is known in advancegardbresses can be preset
during the commissioning procedure. As disadvantagdress conflicting
may happen and should be solved manually or bycdesti software
running on coordinator node.

NWK addresses are allocated and changed dynamidd¥yK addressing
scheme is only recommended for initial network adding setup, when
application receives data from some unknown nodeyhen several nodes
in the network have to use the same logical addiidss would be the way
to solve address. NWK addressing can be also usetreless network
where data is collected at a sink and no data dhmelltransmitted back. In
that case logical addressing is not required, cdlWK address is known
for coordinator and it equals to zero.

The HAL interface provided in source code can belifrel to implement
user-defined drivers and to manage specific pergibeThe particularly
configured HAL API, the MeshBean2 board interfacevies reading the
DIP-switches and button control status and LED imalation.

The interface of eZeeNet is C-callable but mixingdle and user's C++
code is not guaranteed and must be avoided.

User’'s application should follow the register comvens for C-callable
functions and the developed applications shouldidawo modify the
peripheral registers directly. eZeeNet HAL drivare also C-callable, but
some functions can be called only from Interruptviee Routines (ISRs).
Some functions can be defined as callback handlEnsy are used to
indicate the completion of some process such as tdatsmission or they
serve as event handlers.

eZeeNet does not call user’s functions directlynfrtSRs, so the defined
callback functions do not need to save/restoreptiegious context. There
are many exceptions due to the performance reasons.
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5.2.5 State after reset

The software is allowed to check the reason ohtiie’s reset. As specified
in the ATmegal281 datasheet [Atm06], all pins @rstated after any kind
of reset. But, when the SerialNet (the Serial Boater) runs, it configures
some pins during the start-up phase accordingthéaoconfiguration values
stored in the EEPROM. See table B.3 (appendix Bjrfore information.

As can be imagined, the application must be awérhe reset state and
reconfigure the MCU accordingly.

5.3 Development of application code

Before starting the design work we must be awareth&#f software
limitations. This second generation WSN device does own much
resources and the ZigBee stack library occupy moiotste available space
The software size problem looks like a knapsaclblera (combinatorial
optimization problem where a set of items mustrmuded in a collection
so that the total weight is less than a given )mithere we have to balance
the features we add regarding the memory space@nguting).

In our case the most important features will begrigher of their importance:

» The sensor measurements. The application, of cotosee useful
must gather data even regardless the node prob{ergs node
unuble to join the network)

» System disappearence and non interfearence with pénaple
living/working in the enviroment. The lack of studly inhabited
enviroment is usually due to the confort issuesegsied by a
monitorig system.

= The battery lifetime so that the system can betanded for long
periods (this also help to achieve the previoustpoi

= The flexibility (sensor must be changed/swappedftetd without).
This help to increase the usability of the systethaut a n IT staff
intervention

= Security (it may also help to increase the inhalb#aperceived
comfort)

= System performance. The better are the performtnecgreater are
the number of application field for the WSN system

Must be noted that security is not in a higher f@sidue to the lack of
security of the previously used systems (e.g. tBetton sensors our
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research centre used in many of our study doesalh@iv any kind of
security to be activated).

5.3.1 General Software Specification and user code limiteons

Software resource usage is summarized in Table 5.1.

Section name Section size
Code 96K

Data 6K

Stack 1K

Table 5.1 — Available application’s resource

These numbers are valid for the following netwookfiguration:

e Maximum child numbeb
e Maximum network dept®
e Maximum PAN descriptarumbers (for network discoveryy:

The multitasking model used in the eZeeNet softwanposes some
limitations on the user’s code:

e eZeeNet functions must not be called directly frt8Rs, Instead,
buffer the data and post the TinyOS taskii®SH_post(junction.

» data processing in the ISR should be avoided.

» disable interrupts for a short time (no more thawesal tens of
microseconds) to provide normal operation of thgBé&e stack and
hardware interfaces like UART.

e C-library functions calling or floating-point manifations in the
ISRs must be avoided.

« The users code limitations shown in table 4.6s istrongly
recommended to follow this size restriction as atimin would make
stack corrupted.

» stack size must be kept as low as possible.

« All kind of dynamic allocation of the memory by
malloc()/calloc()/free() functions must be avoidedthe working
phase of the software due to the unpredictablegssiog time and
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possible garbage collection problems (if the orlethe allocation
and freeing is not proper). Usually, allocation wkdobe done at the
initialization phase.

* The posting of multiple tasks should be avoidedtdad, the code
can be organized in form of infinite loop and chegur status
variables in the beginning of the loop (it is a M@ypical way o
programming).

* The code/data size must be checked before runhm@pplication.
To determine the size of an application image dberectly can be
used the avr-size utility which comes with AVR Teo¢Wed06]. If a
part of the code is located higher than OXFCOO eskl(which seems
the address of boot-loader itself) , then it witt the downloadable
with Serial Boot loader. In this case the code tniesloaded via
JTAG only, disabling UART booting by proper fusésbi

* Although user’'s application may use standard Gahpr most
functions of this library are not guaranteed to reeentrant. In
particular, several functions store local statecwhare known to be
non-reentrant. An example of non-reentrant funciare those that
manipulate 10 registers, like the EEPROM accestirres. Using
these functions within interrupt context will relsuin an
unpredictable behaviour.

5.3.2 TinyOS Functions

TinyOS is an open-source operating system and @armcdnsidered, as
reported in [Mes06], “a component-based runtimeirenment designed to
provide support for deeply embedded systems whacjuire concurrency
intensive operations while constrained by mininmeidware resources”.
eZeeNet API Software uses a small subset of TinjStions, the ones
that can be called by a user application are shawine Table 5.2a-b. They
include: TinyOS task management, critical sectiorplementation, and
global interrupt management.

User’s applications as noted in [Mes06] should gaik any other functions
of TinyOS.

The programming language of TinyOS is C-like thegsia custom compiler
'‘NesC', but TinyOS functions are C-callable.
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Function

Description

TOS_post

Post TinyOS task.

Returns TRUE if successful. Normally, this function
should be used to post signal from interrupt to the
software part executing in the non-interrupt context
mode.

ATOMIC SECTION ENTER

Open critical section.

This macro temporarily disables interrupts and
saves the interrupt context. Critical sections should
be used to make correct reading/writing from/to the
variables accessible both in interrupt and non-
interrupt contexts. And, critical sections should be
used in the hardware drivers to enclose the ifo
operations.

ATOMIC SECTICN LEAVE

Close critical section.

This macro closes critical section previously
opened by ATOMIC SECTION ENTER.

Example:

{

ATOMIC SECTICN ENTER;

{

. // do something critical

}

ATOMIC SECTION LEAVE;

}

Table 5.2a - The callable TinyOS functions
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Function Description

TOSH run next task Normally, there is no need to use this function
because e/eeNet main loop already does it. But,
this function can be called in user's application to
provide waiting for the event from eZeeNet, when
some pending operation is executed.

Example:

bool flag; // Flag to indicate when
the coperation is completed.

flag = FALSE; // Clear flag.

operation() ; /{ Operaticn
start.

while (!flag) TOSH run next task();
// Wait operation completion.

// Function completing the operation.
complete ()

{

flag = TRUE;

TOSH interrupt enable Enable global interrupts.

TOSH_interrupt_disable | Disable global interrupts.

Table 5.2b - The callable TinyOS functions

5.3.3 Framework Interfaces

In table 5.3 there is a summary of the main Framkwanctions and their
controlling functionalities.

Function. Description
fw_setUserLoop Set user’s loop
fw_getSystemTime Get system time
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fw_userEntry

Initialize user’s application

fw_warmReset

Warm reset

fw_setParam

Set eZeeNet parameter

fw_getParam

Get eZeeNet parameter

fw_eepromWrite

Direct write to EEPROM

fw_eepromRead

EEPROM direct reading

fw_registerSleep

Register user's handlers
management

for

pow

fw_forceToSleep

Force the node to sleep

fw_appReadyToSleep

Ready-to-sleep indication

fw_forceWakeup

Force the node to wake up

Table 5.3 - Framework functions

These functions supply:

* entry point for user HAL and application initialtzan

e periodical call for user’s loops

* system time management

» eZeeNet parameters management
« EEPROM management

e periodical calibration of the internal RC oscillato

The interfaces are declared in the “framework.t&. fi

5.4 Development of the application

er

First of all must be said that our application eystmust achieve to some

basic task before implementing an higher leveldogi

For instance each node at startup must read aadéapt its configuration
and perform a check on its sensors. When thelinéi#on part is completed
the device must search a network to join, it mustiade its role and try to
join the network. If the network join fails accondito its logic and the error
received the node will try to switch its role, loag for another network or

just set an error status.
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When this basic task were achieved then the nodestaat with the high
level logic which basically regulate the measuretmagathering rate, the
power energy consumption (e.g. via sleep mode) seclrity (apply
encryption)

While operating the devices may also receive, arsvar to, unexpected
(but not unforeseen) events such as a leave com(daedo a parent forced
disconnection for example due to the depleted hatemergy) or the
impossibility to communicate any more with its WSN.

Before describing anything, | should say the dgvetbapplications must be
considered the main goal that this research wasndetd to: build an
efficient system to gather data on real researehass.

As briefly described in the introduction of thie#is the system project was
born from a specific need met in a previous reseavhere was built a
remote control system for surgical rooms [Gad0&] amh an eye to the
future researches which the writer himself will peobably personally
involved.

The applications developed are of two differentggies: the first one was
developed to monitor a house air conditioning pldhe system in this case
have, as its main objective, to prove the efficierand performance
declared by the manufacturer of this system angréwe how it can solve
many problems such as mould formation becauseecaivills moisture.

e
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Mobility
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Goal
= Sense only

N
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Many-to-one

Gobal ) »{ periodc )
Mobile nodes i
= P
] Regional ) —bk Event Triggered )
Mobile sink
Application propen’h‘eg
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General properties )

Figure 5.5 —Our application’s taxonomy

This system must be, of course, as non-invasiveassible within an
inhabited area and, moreover, it needs to be flex@mough to be moved
often and the sensor should be placed in locasoch as air conditioning

131



pipes, or bookshelf. Finally the system should pligar from the house
inhabitants’ sight otherwise it may cause discom{@rr example people

may feel observed).

Under such conditions a wireless system is the dfesite and the ZigBee
wireless sensor network were specifically built tbese application field

scenarios.

The complete taxonomy’s classification for the deped WSN application

is illustrated in Figure 5.5.

We can also say that the data flow expected iog@ieriand non-intensive,
because the required values relate on environmeraemeter such as
temperature, Relative Humidity (RH) and £€tat don’t change at an high
speed rate. For example when each node send itsuree@ents every
minute is usually sufficient for most kind of ansiky.

Gateway
Client application

/ N I
g\ \—\. N Q‘ -
R h _ INTERNET = =
‘ esearchers g | AES 256 Encryption
web Server Database Server

Figure 5.6 —System’s architecture

The application is built to suite different apptica field so that frequently

source code addition and restyling will be avoidétle measurement’s
sample frequency is set by default at one evergcbrads and can easily be
changed via a client command.
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The complete system’s structure is depicted in féigu6. As can be seen
this system requires not only the WSN performing #nvironmental
measurements to be fully operational but also gesysvhich will gather all
the data and store it to a database for furthdysisa

To Gatherer pc send data immediately to the sarsiig multiple threads,
allowing the research to access the values witlerg small latency. The
latency value is usually less than a second, artiowi internet line
problems is always under the 5 seconds of the Hefampling rate thus we
can assert the system is working in real time torpurposes.

In this chapter we will focus only on WSN applicatiwhile in the next
chapter will be provided the description for thetref the system as well as
the results of the researches.

Gateway
Client application

Figure 5.7 -~WSN architecture

In Figure 5.7 is depicted the WSN architecture uddte network shape
chosen is the tree due to the beacons which alfmknede to have a sleep
period between two measurements saving the bagteeygy. Furthermore
the router beacons can be used as an heartbedidnkap node, as will be
explained further in this chapter, without brakitige ZigBee standard’s
rules.

Although a mesh network is more resilient and fdalerating, the test
results supplied does not show a great differemtsour system, made of
a relatively small number of deployed device (aliougnty).
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Figure 5.8 —Application functional diagram

134



The node was introduced to analyze the network'ssagng stream
helping in the application debugging itself andyrenrecently, as part of a
Network Intrusion Detection System (NIDS)becausetloé security issues
coming up in the literature ( see as example [Gpafl [GoT09]).
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Figure 5.9 —Role decision diagram
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The sniffer device was also used to test the flawd weakness of the
wireless Network [PtN98] and [One01]. Many bugsevierund, in this way,
through the classic buffer overflow attack.

In Figure 5.8 is illustrated the application fuoctal diagram while in
Figure 5.9 is shown the simplified version of tbéerdecision algorithm.
The Framework allows a message passing style ewgntal of the non-
object oriented programming (such as the windods8ent handler) where
the main function contains an huge case for allitle®ming events and
works as a dispatcher.

The following code is the example of the main lofymction in the
developed application:

void mainLoop()
{
/lwait for new state can be activated
if ( ((signed long)(newStateTime - fw_getSystemTi me())) >
0) return;
switch (appState)

{
CasewSND_INITIAL:
forceStateWithDelay(WSND_RESET,10000); //watc hdog timer
leds_indication__init();
leds_indication__indicate(SLEEP);
checkLocalParams();
checkButtonsAndParams();
checkExternalMemory();
checkSensorList();
initSensors();
checkBattery();
/Iva controllato il cambio di ruolo anche in bas e
allo stato delle batterie
if (isRoleForced())
checkRole();
else
buffer.nodeType = choseRole(); //coordinator WI LL
initDataBridge()
initDataBuffer();
showRole();
if (buffer.nodeType = ZIGBEE_COORDINATOR_TYPE )
setNetworkParameters();
forceState(WSND_START_SEARCH_NETWORK);
break;

CcaseWSND_START_SEARCH_NETWORK:
forceStateWithDelay(WSND_FORCE_RESET,REJOIN_P ERIOD);
leds_indication__indicate(NETWORK_SEARCHING);
fw_joinNetwork(); //wait join() or lost()
break;
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/lil join setta questo stato
case WSND_IN_NETWORK_GETSENSORS:
forceStateWithDelay(WSND_GET_SENSORS_DONE,150 0);
leds_indication__indicate(ACTIVE);
getBoardSensors();
break;

CaseWSND_GET_SENSORS_DONE:
//sensors has read. sending
updateDataBuffer();
if (buffer.nodeType != ZIGBEE_COORDINATOR_TYP E)

forceStateWithDelay(WSND_RESENT_TRY,SUCCESS==sendDa ta(&buffer
,sizeof(buffer))?RESEND_PERIOD:100);
#ifdef WSN_COORDINATOR

else
/I if (buffer.nodeType == ZIGBEE_COORDINATOR_T YPE)
{
leds_indication__indicate(TRANSMIT);
transmitToDataBridge((void*)&buffer, sizeof (buffer)

); Il saves data and transmits through uart
previousSendTime = fw_getSystemTime();
forceStateWithDelay(WSND_PREPARE_TO_SLEEP,4 0);
}
#endif
break;

CasewSND_RESENT_TRY:
/ladditional try to send
if (myParameters.lastRetryTimes < MAXRETRY )

forceStateWithDelay(WSND_RESENT_TRY,SUCCESS==sendD ata(&
buffer,sizeof(buffer))?RESEND_PERIOD:200);

ELSE
forceStateWithDelay(WSND_RESENT_FAILURE,SUCCESS==se ndData(&bu
ffer,sizeof(buffer))?RESEND_PERIOD:200);

break;

CaseWSND_RESENT_FAILURE:
leds_indication__indicate(LED_WARN_FAILURE);

forceStateWithDelay(WSND_LEAVE,SUCCESS==sendData(& buffe
r,sizeof(buffer))?RESEND_PERIOD:400);
break;
/lif it is an end device start to sleep,

CasewSND_PREPARE_TO_SLEEP:
//send was succesfull
forceState(WSND_DATA DELAY);
#ifdef WSN_ENDDEVICE
/lend device goes to sleep
if (buffer.nodeType == ZIGBEE_END_DEVICE_TYPE )
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stopSensors(myParameters.sensorList);
forceStateWithDelay(WSND_DATA_DELAY,myParameters.sl eeptime);

fw_forceToSleep();
}
#endif
break;
/ldelay state. Router will do this code while its d elay is
not expired
/lend device go out from this state immediately aft er sleep

CasewSND_DATA_DELAY:
if ((fw_getSystemTime() - previousSendTime) >
ROUTER_SEND_PERIOD)
forceStateWithDelay(WSND_IN_NETWORK_GETSENS ORS,1);
break;

CasewSND_LEAVE:
fw_leaveNetwork();
forceStateWithDelay(WSND_RESET,MAX_LEAVE_TIME );
break;

casewSND_FORCE_RESET:

CaseWSND_RESET:
fw_warmReset(FALSE);
break;

casewSND_SET_CHANNEL_MASK_DONE:
{

static uint16_t ledsCounter;

leds_indication__indicate((ledsCounter++&2)?TURNOFF _ALL _LEDS:
TURNON_ALL_LEDS);
if
(ledsCounter>=(SET_CHANNEL_MASK_WAIT_TIME/MAINLOOP_ PERIOD))
forceState(WSND_LEAVE);
}
CasewSND_COMMAND_RECEIVED:
RESET = processCommand();
if (RESET) fw_warmReset(TRUE); //o in alternativ a
usare il watchdog timer
break;
default:
break;

}

}

All the nodes, except for the coordinator that also send messages via the
usb connection, use the three leds installed ordidoasshow the status.
The message specification is shown in the table 5.4
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The check for any isolated or dead node is not dgnthe network itself,
because it requires the coordinator to use memuauycalculation resources
which depend directly to the number of attachedesodhis task is instead
performed by the gateway application that conngsP AN coordinator to
the rest of the world. The gateway application Wwal briefly illustrated in
the next chapter, but it is obvious that its maisks are the data gathering,
their validation and data forwarding to the dat&bserver (or the temporary
local storage if the connection to the DB servemcd be performed).

The Gateway application, running on a personal agerphas much more
resources and it can easily maintain a node tailsleone of the threads
without missing the main tasks just listed.

LED state
Node state LED1 LED2 LED3

Red Yellow | Green
Sleeping (end device only) OFF OFF OFF
Network searching blinking
Having joined the network ON
Message receiving blinking ON
Message transmitting blinking ON
Too many send failure blinking OFF
Buffer full blinking | blinking | OFF/ON
Changing channel mask blinking  blinking  blinking

Table 5.4 — Application LED indication

5.4.1 Call Sequences

When the application start due to a power on ewera cold reset, it will
start an initialization phase to properly configuhe framework and the
application parameters and to set the hardwarerdiogby. The program
initialization sequence is shown in Figure 5.10.
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G_IserApplicationD CFrameworlD C HAL )

fw userEntrv()

F 3

User’s HAL initialization.
Interrupts are disabled this
moment

User should set global TOSH_interrupt_enable()
interrupt flag enabled

User’s application is being
initialized

fw_setUserLoop
(period, userLoop)

User’s workflow is
implemented in userLoop
function periodically called

_ @ =

Figure 5.10 - Application initialization sequence

The fw_userEntry()initializes user's HAL and application and it skebibe
implemented in user’s code. initialization. Aftéetinitialization phase the
interrupt can be enabled and must be called thesdtiserLoop(period,
userLoop) function which allows to set parametdrsiser’'s handler . The
period is expressed in milliseconds and the usgrlgarameter is a pointer
to a void function.

To reduce the power consumption the device careb®ogjo into the sleep
mode.

The sleep mode activation sequences are illustrateayure 5.11 and 5.12.
The procedure can be initiated both by the fram&wfg. 5.11) or by the
application itself (fig. 5.12).
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@ser ApplicatioD CF ramewo l‘@ ( HAL )

| fw_ReadyToSleep()

User’s application activities
in preparing to sleep

fw_appReadyToSleep()

Framework’s activities
in preparing and
going to sleep

Sleep phase

wakeup()

Figure 5.11 - Going to sleep sequence (when intigal by Framework)

The Framework initiated sleep mode seems to affextapplication event
timer which usually reduces its period before iedi the event. More
information about this misbehaviour will be done “on field analysis”
section further in this chapter.

As can be seen from the two sequences the maiffgrehice between a
framework initiated sequence and the user’'s apphicasequence is merely
the user call to invoke the framewdvk ForceToSleepfunction.

On the other hand these differences affect theiagn flow allowing the
developer to choose the actions performed betwserskeep phases, such
as reading sensors data and store/send them assvehable/disable the
watchdog timer.

For example the data compression, developed byigbe and requiring a
long time’ period to be performed, cannot be dobhetween the
fw_ReadyToSlee@id thefw _appReadyToSleep€rlls due to application
crash probably caused by a to-early forced slespst
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@ser ApplicatioD CFrameworl«D ( HAL )

fw_ForceToSleep()

fw_ReadyToSleep()

|

|User’s application activities
in preparing to sleep
fw_appReadyToSleep()

h?ramework’s activities
in preparing and
going to sleep

Sleep phase

wakeup()

_ @ =

Figure 5.12 - Going to sleep sequence (when iaited by user’s application)

the waking-up sequence initiated by user’s intarhgndler during sleep is
shown in Figure 5.13.

In this sequence the HAL receives, from any attdotievice or from the
timer, an interrupt event and invokes the userring handler which
provides, based on the event answer to the catésruption.

During the interrupt event, any incoming commaressage will be stored
to a command message buffer, mainly because aNitgctincluding
command execution such as network leave and radegeéhmust be done
only when the device is fully operational.

After the interrupt phase is completed, the appbcacan start the wakeup
procedure calling thdw_forceWakeup(framework’s primitive and the
device will be fully operative again ready to penfioall the required
measurements.
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G_IserApplicationD CFrameworlD C HAL )

fw_appReadyToSleep()

o
|

Hardware interrupt

Sleep phase during sleep

User interrupt |handler invoked

interrupt context

post-task

non-interrupt context

fw_forceWakeup()

Framework activities in
waking-up
wakeup()

F X

Active phase

_ @ =

Figure 5.13 - Waking-up sequence, when initiated
by user’s interrupt handler during sleep

The connection sequence, illustrated in Figure Bdbe fully supplied by
Framework itself relieving the user’s applicaticevdloper from the burden
of controlling the network connection.

In this way, however, the device network role (PAbbrdinator, router,
end-point) is selected by switches and not charlgeab
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@Ser Applicaﬁl)D CFramework>

fw_registerNetworkEvent(joined,lost..)

fw_joinNetworkEvent(joined,lost..)

joined()
=
User’s application activities
fw_leaveNetwork()
lost()
<

;I ;I

Figure 5.14 - Join-leave sequence

Since a fully dynamic network which adapts the rn@dele depending on
situation is much more advisable and resilient, jtne/leave procedure in
the actual developed application is controlled hg tapplication itself,
invoking when necessary the Framework primitives.

The general join-leave-join sequence is shownguie 5.15.
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@Ser Applicaﬁl)D CFramEWorkD

fw_registerNetworkEvent(joined,lost..)
fw_joinNetworkEvent(joined,lost..)
joined
) i ()
User’s application activities
lost()
<
fw_joinNetwork()
joined()
¢
User’s application activities
fw_leaveNetwork()
lost()
.

e e —

Figure 5.15 - Join-lost-join sequence (automaticetworking disabled)

5.4.2 The heartbeat system

When the WSN application was tested in an on reb&afield one of the
main problems was the node ‘disappearing’, mearhag suddenly a
random node stop working for a variable periodimit Such behavior was
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unpredictable and could happens after few minutedags. A continuous
node check process by the PAN coordinator was bdissussion because
of the required resources’ cost (this control waglemented in the gateway
application).

(i) (e o)

Turned on
' Waiting beacon
(time out)

Join the | netwok as a router

application activities
(Measurements)

Periodic Beacon

Turned |on
Waiting | beacon

Periodic Beacon

Sleeping ' mode

application activities

L}
(Measurements) Periodic 1wake up

Waiting beacon
Periodic Beacon

Sleeping , mode

Turned: off .
: Periodic; wake up
Waiting beacon
(time out)
—
: Join the netwok as | the same router as X
E—— v

Figure 5.16 - Heartbeat system between two nodésefe topology)
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There are several reasons of these nodes disappdaghavior such as
strong signal interferences, application or ZigBstack crash (without
watchdog intervention).The problems were only pdlsti solved in the
thesis period due to the manufacturer ZigBee stipclate, a re-codification
of some critical application functions such as senseading and ’C
memory management.

One of the most efficient methods to solve the jammbwas forcing a cold
restart after each sensor read cycle this takdlysakout 2 seconds (0,5 sec
for the startup process and 1,5 or more for configjon and join the
network again).

However the restart can be done only by end-nodecelewith non-
continuous sensor reading and it does not elimicatepletely the problem.
To solve this problem affecting very important measnent the application
developed includes an heartbeat system which iegatwo nodes that share
the same address.

This system is illustrated in many works (see [TZhGas a couple of
computer acting as servers machine. One of the stngrovides the
services required by the clients and sends a lesdrthessage to the second
computer that is just waiting. When the first congoustop sending the
message (as an heartbeat signal suggest it usuadgns a severe
malfunction of the computer itself) the second catepstarts and takes the
place of the first computer acting exactly as this same computer.

The originality of the solution is the extension tbfs idea to a wireless
context taking advantage of the beacons signals tsemouters (in a tree
topology). This also means that we don’'t need tadifgothe ZigBee
standard to add this feature.

As we can see from figure 5.11 when one of the nodgart, before trying
to join the network, it waits for a beacon messafgthe other device (node
X). If the main node is working, the backup nodg (brks as a end-node
with sleep periods, if Y does not receive the baeasmnal it joins the
network acting as exactly as the X node. The steppperiod it's
programmable and reflects the ‘response time’ efttbartbeat system: If Y
sleeps for 5 seconds it will backup the X node dredbout 5 seconds,
during this period the data will be lost.

Moreover there are three conditions to satisfydepkthe heartbeat system
working (without breaking the ZigBee rules):

* The network must use implement tree topology (nepblogy does
not allow beacons)

« the X device must act as a router, since only tuters, in a tree
topology send beacons
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* The two nodes must be in the direct range becdwesedcond node
must receive the beacons directly (this usuallyjas a problem as
the two nodes must measure the same event)

As alternative solution the two nodes must worketbgr, but in this case
they waste their power energy in performing theesameasurements.

5.5 Buffering

When the accelerometer was introduced the bandwidduirements
increased since the node needed to send at lgastpaicket per second, but
with a beacons every 0,25 seconds (see par 4leInumber of messages
sent could not be more than four. Moreover as direaentioned (and
discussed further in paragraph 4.9) sometimes tues could not send
messages for a variable period of time.

Two solutions were implemented for such nodes. filseone was a RAM
buffer for the accelerometer data in this way eigorolonged network’s
absence happens due to, for example, signal inlkedes, the device can
continue to achieve its task storing the measurémemthe memory.

When the device can re join the network it willrstsending all the stored
values.

The second solution was data compression whichshedpreduce the
number of packets saving also the battery energy @ecreasing the
bandwidth needs. Data compression will be discugseatie next chapter
(see 4.8).

The following algorithm briefly describes the datafer management:

Read values(LastMessage)
If connected
While (ObjectList is Not empty)
send Next(packet)
Send LastMessage
/lit's in a different buffer area
Else
If FRAM Memory present
If AddObjectToList(LastMessage,Time)
Else set leds ( Buf fer Full)
[*the values are not discarded but the next read
will overwrite them?*/
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The data buffer is implemented as a circular listesl in an array with a
start and an end pointer, using the typical lisictions (such as ListEmpty,
push, pop, ListFull).

When the buffer was implemented were available2&sflash memory the
module 1 Megabit chip is available Ferroelectric nNmlatile RAM
(FRAM). This module has great advantages versussthadard flash
memory, first of all the read/writes cycles are @thb0* times meaning the
chip use is virtually unlimited, much more than tigpical 100.000 cycles
of the flash RAM. Additionally FRAM has better réadite performance
(400 khz clock ) and lower power consumption (Aet@urrent < 15QA,
90 uA Standby, 51A Sleep Mode versus a 2mA of a flash eeprom)

This buffer area provides a storage space for abbuminutes of
measurements (considering 90 values of 16 bits seeond) which is
enough for the most disconnection problems.

5.6 Data compression

The ZigBee WSN are basically made for low traffater application.
Additionally the used WSN has a clear bottleneckh@ PAN coordinator
connected to the Gateway computer via an USB pattiled as a virtual
serial port. This bottleneck is very common withstlsecond generation
device (is expected to be solved in the nowadayd generation).

To improve the total bandwidth available one of est solution found was
the data compression.

Since we are compressing measurements we neethtetteat we achieve
the same what we compressed after decompressiars tbssless
compression is the only choice. The compressioorigign chosen is the
Hoffman coding due to its compression performancel &s simple
algorithm. The WSN device implementation of thislease a static table to
eliminate the computing and memory resource nedredhe modeling
phase of the compression system. The results wil lworse (i.e. a bigger
size of the compressed data) than we can expeptiagdalso a modeling
phase based on the data flow itself but don’t megadditional resource
besides the pre-calculated table.

For more information about this compression alponisee appendix C.
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5.6.1 Data structure

After the Huffman tree creation (see appendix Cjhasfigure C.1 shows
each leaf block has a given weight. The largestbrned node in a block is
the leader of the block. The main operations supgdny the data structure
are [Kun85]J:

* Represent a binary Huffman tree with nonnegativeghts that
maintains the invariant.

» Store a contiguous list of internal tree nodesan decreasing order
by weight; nodes of the same weight are orderepertsto their
numbering.

* Find the leader block based upon the numbering.

» Contents interchange of two leaves of the samehtieig

* Increment the weight of the leader of a block byvhich can cause
the node's numbering tmovepast the implicit numberings of the
nodes in the next block, causing their numberiongsecrease by 1.

* Represent the correspondence between the k symibible alphabet
appeared in the message and the positive-weigigdaa the tree.

* Represent the n-k symbols in the alphabet that havget appeared
in the message by a single leaf 0-node in the Hafftree.

The components of the data structure are listeolbeélhe number of leaves
of zero weight is specified by integer variablesBMand R:

M = n - k = the number of zero-weight symbols ia #iphabet
= 2 + R, where & R < F, except that R = -1 when M =0.

The data structure uses an explicit numbering, itorresponds to the
physical storage locations used to store inforrmatibout the nodes. This
must not be confused with the implicit numberindirted in the last point.
Unless stated, all references to node numberirgbased upon the explicit
numbering. Leaf nodes are explicitty numbered 1ntan contiguous
locations in physical memory, and internal nodes explicitly numbered
n+max{1, M}, ..., 2n-1in contiguous locations in memory.

The node is a leaf node if and only ¢f < n. When k < n (when M > 0), the
0-node in the Huffman tree is node M, and the pasilveight leaves are
nodesM+1,..,n.

Nodes 1, ... , M represent letters of zero weighdugh only node M
actually appears in the Huffman tree. When k >hat(ts, when M < n), the
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root of the tree is internal node 2n - 1; otherwise have M = n and the
root of the tree is node n, the 0-node.

There is a close relationship between the expdicd implicit numberings:
For two internal nodes p and g, we have p < q enekplicit numbering if
and only if p < g in the implicit numbering; thensa holds for two leaf
nodes p and Q.

The tree data structure is called a “floating trg€in85] because the parent
and child pointers for the nodes are not expliaitigintained.

Each block, indeed, has a parent pointer anChild pointer that point to
the parent and right child of the leader of thecklorhis allows a node to
slide over an entire block without having to updatere than a constant
number of pointers. The locations of the parent$ @rildren nodes in the
block can be computed in constant time via an bffakulation, due to the
contiguous storage of leaves and of internal nofiles) the block's parent
and rtChild pointer.

The correspondence between leaf nodes and thesldttey represent is
given by the arrays alpha and rep:

Alpha[q] = j, for 1< gq<n, 1<j<n, if and only if ais the symbol
represented by node q.
Rep[j] = q, for 1<j<n, 1<q<n, if and only if node g corresponds to letter

8.

The main entity in the floating tree representati®he block. Blocks are
numbered in the range 1, ..., 2n - 1 in no padicarder. Mapping between
blocks and nodes is given by

block[q] = block number of nodg, for max{1, M} < gq<n or n + max{1,
M}<g<2n-1.

The next eight arrays of integers are each indéxed block numbeb in
therangel <b<2n-1

weight [b] = weight of each node in block b.

parent [b] = the parent node of the leader of block b, iéxists; and 0
otherwise.

parity [b] = O if the leader of block b is a left child oretmoot of the
Huffman tree; 1 otherwise.

rtChild[b] = q if b is a block of internal nodes and node ¢ghie right child
of the leader of block b.

first[b] = q if node q is the leader of block b.

last[b] = q if node q is smallest-numbered node in block b
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prevBlock [b]= previous block on the circularly-linked list loiocks.
nextBlock[b]= next block on the circularly-linked list of bk&

Each slot in the arrayeightmust be capable of storing any integer in the
range [0,t]. The unused blocks are linked togetlsgng nextBlockin a list
headed by

availBlock = first block in the available-block list if thést is non-empty;
and O otherwise

The final component of the data structure is aayaimdexed by ¥ i <n:
stack][i] = ith-to-last bit of the encoding of the curregittér being processed.

Except for the elements of the array weight, eatéger variable can take
on at most n or 2n - 1 values, which requires eiflogy, n) or (log n) + 1
bits of storage. The total amount of storage (its)bneeded for the data
structure is

2(log n) +[(log logz n) + 2n(log n) + (2n-1) [ (logt) + +7 (log n) 7] +
(logz n)+ n =16 (log n) + 15n +2n [log t]

The storage requirement can be reduced by sn(fggbits if separate

available-block lists are kept for internal nodesl deaf nodes, since leaf
blocks do not need a rtChild value. If storage ymainically allocated,

instead of a pre-allocated array, it will be muessl.

In our case if we consider n = 256 (8bit symbol®) &= 16bit integer the
storage required (a pre-allocated array for perforoe and memory
management reason) is about 12 Kb.

5.6.2 Data compression validation

When compressing data one of the biggest probletiaisone bit error in
the package can waste all data decompression groces

Thus when the data compression is applied the Ggijgln calculate also
CRC16 value to ensure data validation

The byte-oriented CRC algorithm is quite simple:

while message not exhausted
calculate control byte from R’s top byte
X ~sum of CRC at various offsets that are to
be [-edinto R in accordance with
the control byte
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shift R left one byte
read new input byte into rightmost byte of R

R «R OX

Is to note that most of the calculation can be queputed, so a more
efficient implementation will use a pre-calculataetle

while augmented message not exhausted
Idx « leftmost byte of R
shift R left by one byte
read in a new input byte
use idx to index table of 256 16-bit values (32 bor CRC 32)
R «— R [ table value

The following code use a pre calculated table CRGrahm

u_long table[256];
u_long crc16(u_char *buf, int len) {
u_char *p;
u_long crc;
if (lcrc16_table[1]) init_crc16(); //must be creat ed
crc = Oxffffffff;
for (p = buf; len > 0; ++p, --len)
crc = (crc << 8) ™ table[(crc >> 24) ~ *p];
return ~crc; /* return the complement */

In our WSN application the table is stored in thegoam itself and does not
need any further initialization code.

5.6.3 Compression results

The modelling stage can be a resource and time wtmgpgreedy task to be
performed by a 4 Mhz ( and 4 Mips) device doingesalother operation
such as wireless network listen/transmit, and sshateasurements.
Instead, as a compromise, we can pre calculatéltfiienan symbols table
and then implement on the node only the codingestagis was the solution
developed for the WSN system.
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Compression comparison
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Figure 5.17 - The device data compression rate c@axison

The Hoffman compression algorithm was chosen jusécause of its
lightweight and speediness of the coding stage.

We are aware that the solution is non optimizetherreal data flow and we
expect a final compression rate far less than tleeabtained analyzing the
data flow itself. To reach a better result, the patculated table was built
upon a sample dataflow coming from the same seosonected to the
device. The final results are shown in figure 5th@é, first to left bar are the
compression rates coming reached by the node witpectively t=2 and
t=2'°(see appendix C).

5.6.4 The software analysis

In complexion we can say the ZigBee stack provedeta real work-saving
library removing most of the from time needed fesign and developing of
the network. However the stack was also create ase éhe hardware
programming, deleting the need for the Applicatt@veloper to know the
device architecture and this task is not achievedala It's true that

developer does not need to know how the boardd issbuilt but when a

sensor must be changed/modified like in our situmtihe lack of standards
force the developer to a machine-level programnangessing the MCU
pins directly to read/write information, for exarapthe sensirion sht75
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Temperature/RH sensor does not use fBeblus but a similar proprietary
two-wired bus.

Dead nodes

Events

2007 2008 2009
Year

m Application crash @ Node can't join m Low transmission rate (Buffer full ) @ Unknown

Figure 5.18 — Number of dead nodes

Death's length period

100%
80%
60%

40%

20%

0%

2007 2008 2009
@ Until manual cold reset @ more than 30' O from 10' to 30
O from 5' to 10' @ less than 5'

Figure 5.19 — Node’s death period (green is better
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The stack itself suffers from the typical softwgoeith problems.

The automatic Framework’s behaviour such as gaingldgep, join, leave,
transmit data seems to affect the event timer whslnally fires the event
within a reduced period of time. For example if yg@t the timer on 5000ms
to read temperature (and send it) the event wilinteated every 1500ms
instead.

This period cannot be increased unless the apioliceg developed without
using the automatic behaviour.

Another example, involving the data compressiorvettged by the user
and requiring a ‘long time’ period to be performéuds compression cannot
be done between thiv_ReadyToSlee@)d thefw_appReadyToSleep()
calls due to application crash probably caused Ihyoaearly forced sleep
status.

Moreover the use of TinyOS calls such B®SH_run_next_task(and
atomic blocks are not very clear in the kit docutagan. And if the first
next_task call is easy to use (and used and veeyn)pfonce understood its
meaning the next code showing the atomic blocksngkas may be not
clear enough.

ATOMIC_SECTION_ENTER
battery _state = IDLE;
adc_close( ADC_BAT);

ATOMIC_SECTION_LEAVE

In this first example is easy to understand thattivo operation are tied
together. The next one is:

ATOMIC_SECTION_ENTER
Sht75 state = IDLE;
ATOMIC_SECTION_LEAVE

This one is a little obscure, usually it's not neeédor any variable to have
an atomic block when it is assigned a new valud. iithout the atomic
section this operation can fail with unbelievalhe anexpected results.
Another negative aspects found in the stack arctoite was the lack of
control about the buffer overflows. Using the sgrifboard were generated
fake oversized messages and we obtained sevelaaign crashes. In the
same way, also a non-listed (fake) command mesgags unpredictable
results.

Finally we can consider the code size of the deexloapplication. The
available memory (see paragraph 5.3.1) is not miighye must consider
that we have an entire ZigBee stack loaded.
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The new ZigBee versions implemented by the manufactwith more and
interesting specifications, decrease this free nmgrealue to much to be
considered safe the application porting to the stawk.

Section Max size

Used size

Code 96kb

=78kb:

15 kb sensor d

37 kb base code

6 kb AES+ AES start Key

8 kb Compression algorithm
12 kb Pre-calcu

lated compression tab
rivers

Data okb

< 1 kb data structure
2 kb area for AES

2 kb area for compression

S

Stack 1kb

<1kb

Table 5.5 — Actual code siz

e

The porting must wait the third generation MCU &oérds.
In table 5.6 is briefly reported the main probldimsnd and solved.

Problem How is solved Note
USB virtual com at Serial flow control It works only at 5760(
38400 baud applied requiring abaud, and the resync
reconnection everylose part of the
time a corrupted packetperformance
is received
Node Battery chargeSleep/wakeup for theNode now can work for
depleted in less than |Sensors applied byl week (router) and
days application and treeabout 3 weeks (end
structure node)
Timer fired before the Application force the The new framework
requested period sleep/wakeup disablingrelease seems to hayve
the framework partially solved the
sleep/wakeup problem
automatic behaviour
Temperature sensor s Use a better sensor The rsenan be
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near the voltage (Sensirion)  with g inserted in small spage
regulator (VR) ad it$ small wire without involving
measurements are directly the board
sometimes greatly

affected by the VR heat

The node cannot beUsed sensor The node stop workin

D
inserted in the air flow (Sensirion) with g completely at -2°C and
pipe due to temperaturesmall wire (only the a condensing humidity
and/or moisture sensor is inserted infomy be very dangerous
the air flow pipe) to it

1=

Security flaws found AES implemented with Also implemented 4
also in implementedprimary key into code simple  Nids  with
AES space, AES replayseparate sniffer node
disabled to avoid
replay attack, Nonce
introduced

Payload Packet size [€Compression appliedin ZigBee pro version
91 byte effective (73with a static symbo| packet can be
when aes cryptographytable(to avoid long fragmented allowing a
is included) time analysis) packet size to be large

as the available buffer

(compression is still a
better solution)

Stack crash due toBeta test results wereThe new stack version

oversized packetssent to manufacturer | (ZigBee PRO) seems {o
(buffer overflow) or suffer very similan
fake command frame problems

Table 5.6 — Main problems summary

5.7 Practical of experiences on Meshnetics boards

This paragraph want to be a summary of all hardisafevare problems

found with the provided WSN Kkit. It does not hawvey antention to prove

the boards’ kit to be good or not, but we can adbat ZigBee WSN are
young systems and this is proved by the four dfiespecifications release
prepared in this last four years. Thus we didndllye expect a mature
product ready to use but something useful for &a¢ indoor research.
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5.7.1 The hardware analysis

The on board sensors as noted before in this ahemibsist in a temperature
sensor (LM73) with a declared +1.0°C (max) accyriacthe -10°C -80°C
temperature’s interval. This sensor is to be casid quite good for an
environment monitoring system but the on board @epssition is very
close to the voltage regulator and its measuremargsaffected by the
regulator heat dissipation. This problem increaggsatly when the
measurements are near the 0° Celsius. Moreovaetiffieeence between two
sensors, in the same condition and position aree8oras greater then 4°C,
far too much also for an environment’s monitoriggtem.

To solve this problem was firstly experimented #bcation with several
intervals (10 to 20 nominal intervals) and then tdraperature sensors were
substitute with another, wired, model (Sensiriort7Sh including RH
measurements capability.

Although the boards are claimed to operate at €l8ius and to be as few
as possible affected by temperature even lessthfzmpoint. The test made
demonstrates that the node completely stops to @endind of message at
about -3°C and start having radio listen/receiv@bf@ms just under 0°C . It
wasn’t possible to completely evaluate the noderial condition but it
seems that the clock and batteries were greatbciafd by the temperature
condition.

Option Value
Data Rate 38400 bps
Data Bits 8
Parity None
Stop Bits 1
Flow Control none

Table 5.7 - Virtual COM-port recommended settings

The presence of an USB 2.0 port allows the boardetpowered directly
from a Computer, on the other hand as correctlyaged by manufacturer,
the instability of USB’s port current greatly aftedhe sensors’
measurements. Moreover the USB port has a RS-232SB bridge

controller (model CP2102 from Silicon Labs) thabydes a seamless’
connection from the Serial port to the USB portistifrom an PC Operating
System (like windows) the port is visible as a genevirtual, COM port
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with a particular OS-given number. Although thisteyn is quite easy to
uses and allows to send AT commands over the USB the system itself
use the speed and characteristics of a seriapeetfigure 4.5), this means
that instead of a 12Mbps raw data rate of an USBdr. 480 Mbps for the
2.0). The recommended settings visible in tablé 41%e a 38400 bauds
connection (to a maximum of 115000 unusable dwsyma problems) that is
about 4,5 Kbps (to a max of 12 Kbps). With a gefédrt we were able to
reach a connection speed of 57600 bauds usinggh iftaw control to test
whether the COM connection must be resynchronized.

This bottleneck, coming from the Atmel MCU architee (and not to a
manufacturer fault), dramatically decreases thaalvaetwork bandwidth
towards the gateway system.

The nextucontroller's generation, which is probably readywvadays, it's
claimed to solve this problem.

The power consumption is another painful aspethe$e device. Although
these devices are claimed to be very low in powquirement and if we
take a look in figure 5.20 we can see it (withle igeriod of 0.2 seconds).
The real on field test demonstrates that these :nade more greedy in
power consumption.

In fact with an average power draws of 15 mAh &mal AA rechargeable
batteries (2000 mAh) we can expect a lifetime ofenthan five days (well
this is far less than the many moths lifetime ckdnby ZigBee Alliance)
while the test tell us that lifetime is of about H8urs that means a power
consumption average, including idle periods, oferttian 40 mAh.

30

. . Radio Transmitt

£15 -
=
[
5510_. LA L PP | B i -
O Radio Listen
A
5_. B e -
obe | ..CPUWakewp L, Sou PSSR
_5 . y y
0 0.05 0.1 0.15 0.2
Time (sec)

Figure 5.20 — MCU power energy consumption
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Of course on our boards there are many sensoretaed electric devices
(voltage regulators, usb to com bridge, leds etd)raot only the MCU/radio
couple. The introduction of beacons followed by meteep period has
helped to reach these five or even more days etiriie (see figure 4.19¢e)
but their far from the months advertised by manyafacturers.

On the other hand, if we set the nodes to surviveaffull year (beacons
every two or more second) we can find out we hawky @0 hours (of

energy) for measurements, with one sensor [Aky04].

5.7.2 Board changes and additions

The Meshnetics ZigBee boards come with two sengeeg paragraph
5.2.1): a light sensor and a temperature sensdr dminected via theé@
bus. In our researches the light sensor wasn’t ysedo nothing can be said
about it, although it datasheet described featanesthe values read seems
to be enough correct about the context to sayeifetiivas sunlight, artificial
light (or cloudy day) or there’s no light at all.

node on-off switch Temp/RH
Sensors

Board connections

Pen Close

Figure 5.21 —The modified board protected by a phtic box
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Instead the temperature sensor does not fit out dae to its precision of
+1°C and its proximity to the voltage regulator (VRpusing its
measurements sometimes to be greatly affectedebyfhheat.

Figure 5.22 —The sensirion SHT75 temperature/Relate Humidity sensor

Moreover the nodes cannot be always inserted iraithbow pipes due to
temperature and/or moisture or just because theyala stop the airflow
itself.

Figure 5.23 —The sensirion SHT75 temperature/Relate Humidity sensor
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For these reasons the boards were modified digalhia installed Im73
sensor and installing a better temperature/RH SH3éttsor produced by
Sensirion (precisiotr0.3°C,£3% RH see figure 5.22).

For the first research, were also connected orbtdads some open/close
switches to control the doors and windows status.

To ease the process of connecting/disconnectinglea/close switch and
to protect the board itself, the node was enclased plastic box (for
electronic device) with some connector plugs.

The SHT sensor is connected to the board by @ lgflble allowing the
insertion of the sensor inside pipes without tis of the device.

The figure 5.21 shown the board modifications wimleéhe figure 5.23 can
be viewed the box protected node at work.

Ground

Vce “ N h
(3.5t0 15V) b

21mm

Y axis

Figure 5.24 —the DE-ACCM3D accelerometer

For the second research, instead, it was neededda with a 3-axis
accelerometer. These accelerometers (many accedtgmsrwere tested for
this purpose, see the de-accma3d in figure 5.24yeaord samples at thirty
hertz per axis (most of them can reach 160 Hz endagher rates).

5.7.3 Extracting Keys from Second Generation Zigbee Chips

This special section may be considered as parthysipal attacks as
described in Appendix A.1.2.1.

The paragraph will describe the state-of-the-arplofsical attacks against
ZigBee networks and their implementation of segurall the literature
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involved is written and published during the ye2068 and 2009, and as far
as | know they are still up to date .

This experience can be easily completed with fevistand the author have
also partially achieved the task. In our situaimfact there’'s no a on-board
hole has in figure 5.25 where we can fix the neadi& we stop the test just
to avoid any scratch that can irreparably damagétard itself-.

The First generation of ZigBee chips were simplgitdi radios with a
SPI interfaces and hardware-accelerated cryptograprhey relied
completely upon an external microcontroller to parf even the basic
functions such as run a ZigBee stack. [Goo09]

This first generation chips send the security keyslear text between their
components which can be easily sniffed by an SRiedeallowing an
attacker to participate in a network.

The second generation of ZigBee chips, the oned msthis thesis, hold a
complete ZigBee implementation internally, thanksat reprogrammable
microcontroller.

They may also lack the vulnerability to bus probiag keys need not travel
over an exposed SPI bus. The microcontroller covese added for
convenience, not security.

The third generation of chips, which is almost seaull include more
powerful microprocessors and hopefully more segubtit these chips are
out of our study as they are not yet commercialiilable yet.

Although some datasheet and various literature nclaihat some
microcontroller, for example the EM250, employsaaftgurable memory
protection scheme usually found on larger microadlers this refers to
protection from accidental self-corruption of mesarot to a debugging
fuse or boot loader password.

This protection allow the ZigBee stack to defendaie regions of RAM
and radio registers from accidental corruption hg fpplication itself
[Go009].

In any case, the debugging port of these chips doégontain a security
fuse. There is no supported method of denying actesn attacker who
controls those pins. Most manufacturers such ase”Aamd Ember are aware
of the oversight, and their third generation (IkBI300 series ) does not
share this vulnerability, instead, there are pridggemo plans to fix the
second generation chips.

The author of [Goo09] uses a GoodFET1 USB bus adapiplementing a
JTAG protocol, developed by the author himself tove the vulnerability
described. Its adapter's firmware includes support the debugging
protocol as documented in programming interfaceifipation (in this case
of Chipcon), allowing the radios to be debuggea@si python script.
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This vulnerability can be tested for on any Chipc&vice and many other
microcontroller of different manufacturer and isicdty dependent from a
RAM non deletion by th€HIP ERASEprocedure.

The Key identification within non-key data has bedemonstrated in
various articles such as [HSHO08] where the authmamage to reliably
identify disk encryption keys from DRAM, and thepnclude with the
statement that it might become necessary to tr&&ND as untrusted, and
to avoid storing sensitive information there, bbhtstwill not become
feasible until architectures are changed to givevswe a safe place to keep
its keys.

While personal computers and several microcontllke the EM250
might lack such a place, it is possible to insteeteral compiler to store a
constant in Code (Flash) memory, rather than iraRAM).

This is also described in [HSHO8], but as a workacbfor RAM limitations
rather than as a security measure.

The code keyword must be applied to all const variable adl ws any
pointer to such a constant. This is due to mostonantrollers such as the
8051, as a Harvard machine, that does not havéiadiaddress space.
Must be noted that there is a performance penaltfetches from code
memory, as they cannot occur at the same time asstaction fetch.

The author of [Goo09] demonstrate how a Chipconosadt the time of
publication are vulnerable to key theft becausengfrotected Data memory.
In the same paper he demonstrates how Ember radies even less
security. Extracting a key is as simple as conngai debugger, erasing the
chip, then freely reading the contents of DRAM.

Further, the same author in [GoT09] illustrates prales how to brake the
AES 128 security in othercontroller such as MSP430 and the AVR family.
In this case it is a attacked the hardware-acaiddr AES128
implementation, by taking advantage of the fact #eys must be loaded
over the SPI bus.

In the fig 5.25 it's shown how to tap one of thi®@l pins of the CC2420
radio chip (on a Telos B node) using a hypoderpimge.

The SPI bus consists of four lines: SCL, MOSI, M)3&@d !SS. SCL is the
serial clock and is output helps to synchronize momications with the
slave devices.

MOSI and MISO are data lines, respectively Masteit Slave In and
Master In Slave Out.

Finally !SS or Slave Select is an inverted linerdicate the slave chip’s
selection. In the figure 5.25 [Goo09], it is tappmdy SCL line, and only
one of the data lines will be used just to simpttig test. Since the ground
is shared by USB it is not necessary to tap it.
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Figure 5.25 - An active attacks

Figure 5.26 — the syringe tool

As shown in figure 5.27 (portable scope), the tdppe is the SCL, the data
clock.

166



Figure 5.27 - SCL signal (on portable scope)

Figure 5.28 - data signal (on portable scope)
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The clock stands out because it idles low, and userall pulses in a batch
are of regular width. Unlike a system clock, thec&l only cycles when data
is being transported.

The remaining two pins, in the group of three, daga. As shown on the
scope image 5.28, SPI data lines idle high, areddsg measures on edges of
the clock.

When the clock and data lines have been found, riecessary to sniff the
traffic using a bus adapter. In this example T&hbhse Beagle 12C/SPI
Protocol Analyzer it is used as shown in figured5(@ow it is available the
SPI-sniffing firmware for the Hackaday Bus Pirataimed to be much
more powerful). A screenshot of the Total Phasentliollows.

All that remains to identify the key in use, or Hngg else sent over the
bus, is to read the log or to analyze with a sengearch of the AES key.
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Figure 5.29 —Data sniffer
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Results

6.1 WSN performance benchmarks

The application development had a long test petiodwhich many
functionalities were observed. The first on fieks@arch was intensively
used also as the WSN test-bed due to the longgeguired to gather all
information (more than one year ). Moreover in slaene period were used
as data backup the buttons sensor (with only perpoks measuring
temperature and relative humidity values) from Balbemiconductor.
These button-shaped sensors, the only practicalres before the WSN
introduction, can stay into place, gathering data fwo weeks (one
measurement each five minutes) and then requirsea to download the
data, for each button, to export the saved data teseful format (text
delimited), to reprogram the buttons and, finallgpasition them
accordingly to their position’s number, to starsgthe gathering (This
require about two work-hours for a single personcéonplete the task).
Additionally if a sensor is not working becauseanfy reason (i.e. bad
reprogram) the full two weeks’ data will be lost.

The features observed in our WSN system were:

* Network performance regarding topology used
e Sensor efficiency and precision
* Network reliability and fault tolerance

These features help to take several decision,néork topology, sensor
in use what kind of fault tolerance may be useful.
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6.1.1 Application performance

First of all must be noted that our WSN system cavéttle area (a house)
and is formed by less than twenty nodes. This s wuthe main task we
want to achieve: an on-field indoor research systenautomatic and non-
invasive as possible.

WSHN Performance (Mo security, no retry)
0000

40000

30000

20000

Throughput Bytes/sec

10000

Humber of hops

Literature Mo Secuority, Mo retry =——=Tested: Mo Security, Mo rethy |

Figure 6.1-Application performance (No security, naetry)

In this comparison the literature is representedheyZigBee alliance itself
(www.zigbee.oryy The measurements for our tests were made sewndiag
thousand packets (the same packet) from the farthede to the PAN

coordinator. This process was repeated one hurioined in different daily

moments.

The overall network performance is important siritesays the real

bandwidth available to a node and its data flowe Titerature has usually
tested these WSN in open space or in laboratorjevaur situation is in a
common and real inhabited apartment.
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WSN Performance (No security, APS retry)
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Figure 6.2 —Application performance (No security, RS retry)

As we expected the performance is worse than tkee proposed by many
specialized articles (i.e. [Mis07] and [BPCO7]) atit ZigBee Alliance
itself (zigbee.org).

Of course the main reason to this decrease in imeafiace results due to the
possible signal’ interferences in our environmewhere many wi-fi
networks coexist and, moreover, a lot of electrategices are powered up
(and turned off) continuously thus we can consmiar research field as a
WSN hostile environment.

In favor of our results we can say that the perforoe degradation is much
more visible after the first three hops, and thésimportant since our
network covers all the apartment’s area within ¢hh®ps, and usually in
just one a direct hop (to reach the five hops wetbhgout the nodes outside
the apartment itself).

The figures 6.1, 6.2 and 6.3 shown the performaeselts compared to the
ones coming from the literature under differentwwek configurations.
Must be noted that the retry option (the messaggenel on error) greatly
reduce the performance (but of course it ensure réoeption of the
messages).
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WSHN Performance (Security, no retry)
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Figure 6.3 —Application performance (Security, no etry)

Instead figures 6.4 and 6.5 illustrate the diffeenbetween the to two main
topologies considered: mesh and tree regardlesghtioeighput and the

battery lifetime.

Although the mesh offers more fault tolerance ctt@rsstics the results tell

us that the difference is not appreciable in owirenment (and with one

which have less than twenty nodes) unless we hawe ithan four hops

distance between the source and destination nodes.

The possible causes could be the relative few nddg®sed and the small
covered area in which a node, in a tree topoldggt tan't see the parent
any more can just try to rejoin the network askinganother node in its

radio range.

Under this condition a node, receiving a join rejuean automatically

promotes itself to the router role and, if necegsaltow join of the isolated

node.

On the other hand is very interesting the lifetithat we can obtain by

exploiting the tree topology.
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Application performance (Mesh/Tree comparison)
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Figure 6.4 —Application performance (Mesh vs Tree)
WSHN battery lifetime comparison
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Figure 6.5 —Nodes lifetime in tree topology, theyra to be
compared of approximately 46 hours of lifetime of msh nodes

In the graph depicted in figure 6.5 we can obséwe a end-node in a tree
topology can reach a lifetime of about one monthjlevcan triple the
routers lifetime via the beacons period.
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Appling the algorithm shown in figure 6.6,6.7 an8,6ve can obtain that all
nodes have an average lifetime of about two weaksa a ‘role rotation’.

In fact a router R when sees its battery poweredeing under a certain
value, it sends a network message asking for arnater candidate. When
the node sends the message it specifies who igaisnt and its battery
power value. All the end-node upon receive the agessheck their power
energy and if (and only if) their power is more {loé decided quantity) they
also check if they can see the P node (if theyratiee P range).

If both the conditions are satisfied then the endenwill answer the help
request, sending their battery power and also R8I values for the node
P (it's a way to measure the strength of signay ttexeive from P). The
router receiving the answers use a raw bully allgoribased on power
energies and then the RSSI values (if the firasteslare equal) to decide the
winner. Finally the router device acknowledgeshe winner node (all the
other node will receive the same message indicdatiegnew router) and
start the tree leave procedure.

@ Parent
@ Router
@ End node

()

Radio range of E .

help_message(MyParent,MyPower_)v_,f‘"f

Figure 6.6 —Phase 1: Router ask to change
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\ (less power)

P radio range

® ©

don't see P

Answer(IseeParent,IhaveMorePower)ﬁ_.,.--“"":

Figure 6.7 —Phase 2: The new candidate answer

In our WSN the beacons were set to be sent evefy g€gconds allowing
about one week of battery lifetime for the routed anore than three weeks
for the end nodes.

Figure 6.8 —Phase 3: The new tree structure
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The new router after the leave procedure will immaesdy start the join
procedure as a router, while the other end-devittgparform a rejoin.

Of course, it must be possible to switch a routrice back to be an end-
node role, which means the router is not part oheartbeat system or its
gathering requirements are not continuous (foramst the node has an
accelerometer sampling at 30 values per minutgpandxis).

6.2 On-field test application |

The first research started in June 2007 and itsvea® to characterize the
qualitative and quantitative performance obtainedmf mechanical
ventilation systems (HVAC system) for residentisépin comparison to the
traditional systems of natural ventilation [MRBO7].

The research was performed by CIAS (Centro Ricemhebienti Alta
Sterilita - High Sterility's Environments ReseafCanter) Laboratory from
the University of Ferrara, together with Aldes Fmanresearch and
development centers of Lion and Modena (Aldes is HNAC
manufacturer) and the DREAM laboratory of the Unsity of Palermo (for
the sensors).

Although the HVAC's systems in Europe are relagyvalommon in
residential buildings, in literature there are fanticles which compare
energy saving to natural ventilation system. Mosxaysually do not take in
consideration experimental data about the obtagmenigy saving compared
to the natural ventilation system. The literatupewt aspects such as Indoor
Air Quality (IAQ) use even less experimental data.

These information lack is partially due to the idiffties of the realization of
a non-invasive monitoring system which continuougdyher data for long
period of time.

For this reasons our study also wanted to take aotmunt several factors
such as energy aspects, IAQ comfort (comfort aspeahcerning thermo
hygrometric, olfactory, C¢) pollution and microbiological parameters)
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Figure 6.10 - wall moisture’s droplets
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The research’s objective requires the use of aindabited place and, for
this purpose, was chosen a 119apartment in Ferrara with a living family
consisting of three persons where was installedeahamical ventilation

system with dust filters.

FERRARA dan [ Feb [ Mar [ Apr [May [ Jun [ Jul [ Aug [ Sep [ Oct [ Nov | Dec
Average maxitmmn temp | 4°C 8°C | 13°C | 18°C | 22°C | 27°C | 29°C | 29°C | 25°C | 19°C | 11°C | 6°C
Average minimum temp | -2°C | 1°C 4°C 7°C | 12°C | 16°C | 18°C | 18°C | 14°C | 10°C | 4°C | -1°C
Average rainfall 43 mm |46 mm |61 mm |66 mm |66 mm |53 mm |43 mm |58 mm |61 mm |71 mm |81 mm |61 mm

Table 6.1 — Ferrara’s climatic data

The apartment is situated at the fourth floor dbualding, consisting in
fifteen apartments and five floors, close to théy atentre (near the
pedestrian area).

The city of Ferrara is located in a flat area, vathot of moist due to the
proximity to the river Po.

| 2007 2008 2009 2010
2] 4] 6] 8[10]12] 2] 4] 6] 8] 10[12] 2] 4] 6] 8[10[12] 2] 4] 6] 8[10] 12

Temperature
Realati H

Ccoz2

Doors open/close
Windows open/close
Dust detector m
Olfactory

People presence detector [ [ ] |

Figure 6.11 — node sensor’s implementation (past-psent and future)

The urban area is particularly polluted due to tieemical industries
situated in the northern part and to the city ¢eaffic (the legal limit for
PM10 dust is exceeded tens times a year).

The chosen apartment has many problems generatea@t giscomfort
coming from the moisture visible in figures (6.9da6.10). The HVAC
system is claimed to remove the moisture thus tmiehte the mould
generation.

The monitoring system consists in the wireless @enstwork developed in
this thesis and in the hardware and software tlaktenthe data available in
real time to the researchers. Also this part ofdygem was developed by
the author.

It must be noted that some measurements such ashmlogical findings,
due to their nature, were taken manually by twddgist.
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The interdisciplinary character of this study inxes different types of
researchers such as medical, biologists , engifepest from IT staff).

The monitoring system is designed to potentiallyfgyen more tasks than
the ones actually carried out in our on field agggdiion test as we can see in
figure 6.11.

This monitoring system has produced a significanangity of data (a
hundreds of gigabyte) which allow a deep analy$ithe different aspects
as planned.

A
/ R

- e Gateway
e < ﬂT:i/ Client application
indoor ZigBee WSN /x\ -
USB connection i
m \\]_/
Doors
e
// :
pre— ~ INTERNET

Com %

dust detector

Researchers INTERNET

Figure 6.12 — First research’s system architecture

‘ \( W

web Server Database Server

6.2.1 The monitoring system

The monitoring system is formed by the WSN gathlgedata automatically
and a gateway application which receives data filoenPAN coordinator
via an USB (a virtual COM port).

The gateway application after a data validationtsphe data according to
the Database structure and then inserts the newirothe Database server.

179



COM port listener

Packet Verifier 3
S
DB Thread 1 _.( to DB server ~
| DB Thread 2—
i E g: File reader Thread
: 4o
—— DB Thread n > e

Figure 6.13 — Gateway application

The application was organized via separate threaddepicted in figure
6.13 where each node can be treated by a singébatst thread which
performs the required checks and, when necessagcutes the data
conversion to fit the database format. The mainliegon window is
shown in figure 6.14.

The last application version can be configured ¢e ane thread for many
nodes or, vice versa, to specialize one threaariernode (it was done for
the node having high data flow). In this way inst@d using N threads, we
can use just one thread for all the nodes, if tether data at low rate (e.qg.
temp, RH and Cg), and one more thread for each node requiringiapec
attention (e.g. gathering accelerometer’s data ).

If, for any reason, the client cannot reach the DBtores the information
into an SQL script file ready to be executed. lis thay, the client can be
fully operative even without an internet connecteomd an available local
DB server but, without a working database, the dat¢anot available in real
time.
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2, MeshComm V1.27.223

Parametri connessione Igi-t-Ei;:.-ne nadi | EVENTI || Canfigurazioni | Importazione |

| Porta di comunicazione

i DRisconnetti. iConnesso: ricezione dati
PORTA  [coM? »|
MAC:  |D0010000118A70DE CHECK |OK Biaud 57800 v"|

ig‘t byte timestamp ZD-EE!_-II-ZDDB 12:5:5? | Bits |3 e |
Pacchetki Tradakti Scarkati %o Efrore .
—_— . Parita one v
1589633 | 1584253 | |5a80 | |03 |

INSERITI nel DE |EAUT1Lu5_w5N et 1 bl
Controllo {si=1} SEC Min ins TEMPO TIMECQUT  Yariazione Handshake |N0 handshaking e |
I o |2 |

!UDEF421?C528F\2332011ABIBIDED‘ICB?QDAF\DD 13EA 2B B4 F3 01 77 49 17 3E 3A 51 998D322?086129C0221Ri

| TEMP(22,5) RH(54,6) OM OM ON OFF COR(2135,75) Batt (2,7) LQI(25E) RSSI(-27) |

Esci ]

Lettura dati in corso AYYISO: nodoin timeout (000100001 1698544)

Figure 6.14 —Application main window

2. MeshComm V1.27.223

| Parametri connessione || Situazione nodi | EVENTI | Conflgurazwon\‘]‘_ITE

EVENTI DISCONNESSIONE DB SERYER FILE IMPORTATI

Disconnessione: 29-11-2008 12:27:34 2003-11-29-001,5QL importato e rinominato
Connessor 29-11-2008 12:29:01

Tentativa importazione dati: 29-11-2008 12:29:02 {auto: si)
Importazione conclusa; 29-11-2008 12:29:04 1 File (87 valori)

WALORI ATTESI (STIMA) STATC IMPORTAZIONE
|

e | |
WALORILETTI YALORI IMPORTATL MEL DB VALORI SCARTATI
a7 o7 | a7 [ |
TOTALE LETTI TOTALE IMPORTATI  TOTALE NEL DB TOTALE SCARTATI
o7 | @ | o | o |

IMPORTA DATI ] [ Azzera conkatori ]

Lettura datiin corso AWYISO: nodo in timeout {0001000011638544)

Figure 6.15 —File reader window (the application thead)

A file reader thread is activated when the DB isan@ilable and performs a

periodic DB connection check. When this thread &ingseful connection to
the DB it starts reading the SQL data’s script iitisg the rows into the
newly on-line database as can be seen in figuée 6.1
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The only application prerequisite is that the Datsb server must be
reachable at the start of the application itsetfdose it needs to check the
password and the access rights and needs to leasetisors information
and calibration values. If this condition is nottmine file reader cannot
perform any action and must be invoked manuallgraexternal application
providing the right password.

In this last situation, without a db connectionnfrthe beginning, it must be
prepared a local configuration file for the nodad aensors data.

The configuration file has the following structyeetipical windows config
file):

[node_mac_address]
id1=sensorid ; the integer sensor id in database

type=typeid
; type id (temp/rh...) as in database

calib=value ; single real value or NONE keyword
;or ApplyOnlnsert (if there are values for each ran ge)

id2=...

There is no need to insert any position’s informatsince they must be
already in the database at the rows’ insertion.time

4, Controllo virtuale impianto E@@
LISTA EVENTI PROGRAMMATL
MAC ADDRESS |00010000109008C5 o [nauriswsn | | STATO IMPIANTO  ——— 241110 z0i oo anTaYz 10200
235359
GIORNO: gg/mm/aaaa ORA hhzmm:ss OM - DA 28(10/2008 O0:00:00 A 301072008
= 05:00:00 YEL 1
DATA INIZIO | 24/10j2008 L LRy > OM - DA 30{10{2008 05:00:01 A 30{10/2008
DATA FINE |24/10/2008 | [23.99.99 g CEEEEERELE
“Welodta impianto |0
INTERVALLODILETTURA |5 SECONDI " DERSIEERE
prOGRAMMA | | ELIMINA |
ESECUZIONE |ATTIYO
TROVATL: |3 24/10/2008 00:00:00 30/10/2008 23:59:59
Esequito comando spegnimenta (valore restituito 0= OK )
TIMER: OFF ] [ ESCI l [ Minimizza l

Figure 6.16 —HVAC virtual control

A special thread was developed to control, via Wi#Ne’'s command, the
HVAC plant. This thread can be pre-programmed tackwthe plant on or
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off, and to change the plant speed. A timer wibpde the support to send
the commands at the right time. An user can alsectly change the plant
properties overriding the programming. Althoughstlystem was partially
tested (both node command the actuator are opeadtiv was not used yet
because the actuator needs special micro soldéhiaigcannot be done
without the right device.

Place location Place property Place type sensor Limits
Room type Rooms Place subtype class
position Location Sensors type class
Period Unit
event and Value and . .
timestamp timestamp Node calibration
= one Main El]tit}'
= one or many
= Many regular entity Error code Backup status
= Zero to one .
encoding
= Zero to many entity

Figure 6.17 — DB’s entity-relationship diagram

The gateway application, all developed in C++ caalgpually is running
without problems (that means at least one full wekkontinuous uptime)
on a Pentium 3 notebook with 512 Mb RAM, a veryaghand common old
computer nowadays.
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On the same notebook, just described, can be edatiieast two instances
of the gateway application, one on each differeritta com port, together
with a Nids application briefly described furthegithis chapter.

In parallel to the WSN system, used for the finstet, has been used the old
gatherer system consisting in iButtons: buttondsiaed shaped temperature
and RH sensors with a five minutes sample rate.irTdata were
downloaded every two weeks (this is far to be d teae system) and
reprogrammed with a three hour men cost. This systas proved to be
much time costing and, when an error occurred, llysal the two weeks
data were lost.

The database server was, also, designed to rurtomion computer, in
our specific case a Pentium 4 with one gigabyt®aM (and Linux OS).
The Database server chosen was the Postgresgl r8 supgce database,
preferred to other open source DB like mysql dudtdoproperties and
flexibility (for instance mysqgl’s scripts, as repeat in the user manual, can
bypass the unique index check properties and assdctions have limits
not found in postgres database) and its plsql Slemguage very versatile.
The main entity-relationship diagram is illustratedfigure 6.17. Must be
noted that to different tables exist that gatherrteasurements: one for the
values such as temperatures or relative humidit, ¢an be described as a
specific value in a specific moment, and one faergs such us open/close
door or window switches that have few states astath the same state
for long time. For these events, instead of gemagahousands values all
equals (i.e one thousand ON value for a door, @uh dive seconds) a
single event with the value and the first and tesestamp was created into
our table. Compared with 2,3 million data generdtech switches less than
two thousand rows were effectively created in owene table. The event
management algorithm is aware of the possibilitgt tmany events can
reach the DB in a different time and order resptatsgeneration timestamp
and is able to rearrange the events range accdydioga unordered data
flow. For a pre-configured period of time where dta are received on a
switch state (the default is five minutes) BINKNOWN event status
inserted reporting the period without data.

Although the creation of an events table has redlthe rows’ number in
the measurements, the table itself has reachedven20 millions records
size exceeding the four gigabytes of space andwseg indexes such as the
pair sensor-timestamp values is now more than ayabyte.

This situation has generated a significant perfoiceadegradation, for
example a single record query (single value selegthas required more
than 30 seconds to be performed on such databaseoier these kind of
guery must be performed sometimes thousands tirnesatisfy the
researches’ request (e.g. find two periods of astl@ne day with same
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external/internal condition one with HVAC runningdaone with HAVC
turned off).

On of the main problems is due to the index siae,rtearly two gigabytes
were much over the 500 MB of RAM dedicated by tinent server to the
database, thus any kind of tree search was imgesariid the DB server
performs a sequential read on disk at each request.

Moreover the postgres’s clustering operation isoa kynamic process
which means it works on the already stored valueitbdoes not affect the
new arriving values.

Measurements' read/write values from
request > z
tm; < time < tm,

Y

k
. values from
pesql trigger ' — _
( Measurements tm, < time < tm;

tables
;. .- EEEEESN
periods' table

values from
tm; | < time < tm;

values from
tm; < time < MAX

Y

Figure 6.18 — pgsql trigger diagram

To improve the performance to a reasonable lewelrttial measurements
table was divided into small tables (a dynamic teluslike system) created
by a pgsql trigger (postgresql script languagedg¢sribased. The rows
number of the tables is one of the script’'s paramabd must be calculated
on the table final size desired. One of the vahetgieen the maximum flow
rate and the maximum time range period must beifgukdo help the
trigger to create tables that do not exceed theifspe size. These values
were introduced because sometimes, as explainedehehe connection to
the database is somehow interrupted (usually duentadsl problem). In
this case it may happen that a big volume of rowh an older timestamp
(respect to the real time flow) arrives and, withany prevention
mechanism, the results would be a table with a gmmater than the
requested limit.
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The actual rows number is set at 750 thousandshiez a final index size

of about 64 Mb allowing the DB to perform tree saarer more tables

simultaneously. The final performance reached %s9&conds on a multi-

table query (that is quite good considering thetist point of 30 seconds
for a single table query).

The data are available, on real time (with usukdgs than two seconds of
delay), through a web server apache on the same I computer where

the DB is stored.

From this web server the researchers can view amaldad the required

data in a format compatible with the most usedst¢sibss, matlab, excel).

&) Stanza - Netscape Browser

Bl Edt Yew Go Bookmarks Toos  Help
b el T l . I«
@ - -9 & @ [ searcn | | [ netpugyL92.165.0.200bmiStanza phptmyid=2 L I @

= s - =
Personal = | Weather ©@ 2 Webmail @ % 5% Netscaps.com [ J InsideMetsc... = [ News Sites (o~ [ Dinaee (3 0. =

M [[) stanza

'osizions

IEE=

Figure 6.19 — a web site view
(from the real time demonstration of Bologna [MRBOT)

The web site (access protected) is presented vhttnge page consisting of
the house map where the user can click to accessna For each room a
sub-map is presented and the list of the foundasen&or each sensor is
presented a summary with the day average value,la$tevalue (and
timestamp) and finally a graph with the last thousaalues (with a rate of
one measurements every 5 seconds this correspaizbat 1,5 hours). By
clicking on the graph or using the appropriatediutt researcher can access
the data download area. In figure 6.19 illustraaeseb site page coming
from the live demonstration of AICARR workshop inolBgna on
25/10/2007 (the temperature graph shows the resutsvindow opening).
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6.2.2 Data analysis

Starting from September 2007 we stored in the dawldata about the
following sensors ((MRBO7] and [MRBO08]):

» external air temperature and humidity conditions

* HAVC air temperature and humidity conditions befarel after its
heat exchanger

* Rooms air temperature and humidity conditions

* Bedrooms C@conditions

« Windows and doors open/close state

R R 1
! B co: estemo ! temperatura temperatura
} . temperatura : idita relativa umidita relativa
| |
| umidita relativa |
N |
2 t
| - — | N — I
af af. af. ~ af. A!
At — 8.
B co: B co: B co: N co:
B temperatura H termp. M LIl temperatura
B uridita relativa B s H uvr B umidita reiativa
P contaparticelle W nasoel. P nesoel.
!] piastre petri o
ﬂ naso elettronico
(=~
|
B co2 ;ﬁ
i
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B co:
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. umidita relativa temperatura
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af. a.f.
. ‘

Figure 6.20 — House map with HVAC system
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The HVAC system has an air flow 110%m which is equal to 0,4 house
volume/h at 62 W of power consumption (speed 1)of 3
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Figure 6.22 — Kitchen conditions (temp/RH)
between 22.01.08 and 27.01.08
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For more information about the HVAC properties amorking condition
see [MRBO0O7] and [MRBO8].

In figure 6.21 and 6.22 is shown an example of@etpely the bedroom’s
and the kitchen’s measurements stored in the degabhout a specific
periods (respectively without and with HVAC runnjng

6.2.3 The efficiency of the HVAC heat exchanger.

Here is presented the efficiency of the heat exgbaralculated on the
basis of the gathered data. The efficiency is ¢aled by:

(5.1) po= 2

t, —ty

where:

* t3; is the average temperature of internal incomimgflaw before
the heat exchanger

* ty is the average temperature of external incomindl@av (before
heat exchanger)

e 1y is the average temperature of internal outgoindglav past the
heat exchanger

J——4&—k T,: ripresa ambiente
] A&——&—a T, espulsione

30 o #——=a——=a T,;: presa aria esterna
+——+—+ T,,: mandata ambiente
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Figure 6.23 — Temperature measurements to calcukathe HVAC efficiency
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The data demonstrates that the heat exchangeleafficis nearly the 90%
as shown in figure 6.24

E Efficienza del Recuperatore
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Figure 6.24 — HAVC's heat exchanger efficiency

6.2.4 Conclusion of the first on-field study

The first results analyzed are showing that medahnientilation plays an
important role in limiting the C©and humidity levels. The heat exchanger
efficiency, referring at UNI EN 308/1998, reachedues of almost 90%.
Moreover, the data will be analyzed in relation ttee habits of the
inhabitants by monitoring also some parameters sgclthe state of the
windows (opened or closed), the effective presarigeeople in the rooms
and energy consumption of the dwelling in relatitm the adopted
ventilation systems (natural or mechanical).

The energy recovery is close to the theoreticadljye of 90% provided (by

Aldes France) although Indoor Air Quality (IAQ) Ev(of inhabitants) can
be improved.

6.3 On-field test application Il

Aim of this second study was to demonstrate thawden healthy subjects
and subjects with Parkinson’s disease and Ataxigctibe detectable
differences can be found in the average accelastiobtained with an
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accelerometer, in strategic locations of the badye they are walking at
their comfortable speed.

Sixty-five subjects participated in the experimefatfter giving their
informed consent). For the age/disease distribigemntable 5.1

Each subject, equipped with the accelerometer, asieed to walk in
average three times (one for every experimentalition) at his more
comfortable speed, a straight corridor 25 metensg.loThis distance
permitted us to discard data from non-stabilizetkwlaeginning and end of
walking test). In the first test the accelerometass attached to the sternal
region. In the second one it was attached in fodnthe sacral region. In the
third, behind the sacral region (see figure 6.25).

3 ;«;‘i

Figure 6.25 — Accelerometer positions

The mean acceleration value was calculated (at 2@ifmpling rate) via the
following formula

005
(5:2) 2Bl Ve

1 0=ty
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Age distribution:

20- | 40- [ 50- | 60- | 70- [ Total:
39 49 59 69 85

Healthy subjects 8 6 4 3 3 24

Patients with Parkinson’s| - - - 5 12 17

disease

Ataxic patients 7 6 2 5 4 24

Table 6.2 — Age/disease distribution

6.3.1 The monitoring system

In the first period (late 2006 to early 2007) sinlbke WSN system was not
yet ready thus the monitoring system consistedBiuatooth device from a
medical kit.

- T
]
< & BFE A Joneesy

Sworglme 70 secosds =) Smermisg 1 [ Ouratian 39208 [2/

=

Figure 6.26 — A patient test in progress

This device, with its triaxial piezoelectric acaelmeter, was attached to the
body with an elastic belt. The device had a sargpiate of 20 Hz so every
0.05 seconds it computed the arithmetic mean ofheee axis acceleration
and transmitted to the personal computer via atBath connection.

The main problem of such device is the interfergrosluced by any other
Bluetooth device (every time a mobile phone withd@both activated were
nearby the patient the connection between the rakdievice and the
computer has fallen) and it’s limited range.
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Moreover the device itself although if has a trisgdvaccelerometer it sends
only the deviation from the arithmetic mean caltedieover a time window.
Due to such limitations the test was performed @nliyospital.

The WSN system, with the same architecture showigune 6.12 and with
the implemented compression illustrated in pardgras can perform the
task with a wider range of functionality.

For example, with the WSN system, the patient canmonitored at own
home and over a long period to check how the mowsnehange over
time, how much and in which way the patient walkl #the trembling of
the limbs are shown any kind of variation.

6.3.2 Conclusion of the second on-field study

With the technique used, based on the recordingeficcelerations in the
positions illustrated in figure 6.25, we found atijee differences between
healthy subjects, Ataxic patients and patients vRrkinson’'s disease
(which show the lowest acceleration mean) [FGMO8].
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Ataxic Healthy Parkinson

Figure 6.27 — Sum of the accelerations’ mean die three patient positions
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Moreover, independently from the Type of Subjetie tFrontal Sacral
acceleration was always greater than the Back Bacceleration, that is
greater than the one in the Sternal Region. Thaltsesuggest that triaxial
accelerometry is a good tool for assessing thésgaiteration in PD and
Ataxia. Moreover this assessment permits to obtajective parameters in
the evaluation of disease’s progression and offhgs efficacy. The WSN
system data are still being analyzed.

6.4 The Network intrusion detection system (NIDS)

The security of the WSN was another important aspethe system and as
noted in paragraph 4.5 there are many flaws in ZigBee security
mechanism.

The literature demonstrates an actual lack of Nekwiotrusion Detection
Systems (NIDSs) although exist articles where we dad some
proposition about a distributed intrusion detectgystems for WSNs (i.e.
[MaR07], [VBCO06] and [Eid04]).

The described methods are too expensive in terM@{ calculation time
and memory requirements to be implemented on ouN\g&ere we have
about 10 kb free memory space and virtually no nstaek space).
Moreover actually there aren’t any specialized I08s WSNs or any
wireless security systems with ZigBee packet amalys
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6216 11 07 797 +00:00:01. 630 OxfEfF OxfEFE OxGe Command: Feacon Request
5217 30 . 003 . 2 0 5, n0: 15 Ci
6218 11 07 a37 +00:00:00.137  Ox££EE 0x0001000011696C76 OxdlEz 0x0000 [54=34 Command: Association Request
6219 11 07: 938 +00:00:00.001 Dx8E Acknowledguent

6220 11 07: 501 +00:00:00.563 Ox££Ef 0x0001000011696c76 Oxdlez 0x0000 0x93 Command: Association Request
6222 11 07 56.649 +00:00:00.143 0x9a Acknowledguent

6223 11 0% 57.151 +00: 00:00.502 0x0001000011696070 Oxdlez 0x0000 0x5b Command: Data Request

6224 11 07 57.152 +00:00:00.001 0x0b Acknowledqment

6225 11 D7:28:57.157 +00:00:00.005 0x000100001090dcze Oxd162 0x0001.. Oxae Command: Association Response

Figure 6.28 — a packets’ log

For these reasons was implemented a Nids usingffarstievice, a node
that just read all packets and send it to the latidacomputer. The sniffer
device is powered by both batteries and via an d8&mhection, so it can
use more power to the signal antenna coveringgeifarea (in the first on-
field test application, par. 6.2, it covers all theuse). For a larger area, of
course, we need more than one sniffer that gatatx packets and send
them to the same IDS.
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= Frame 6270 [Length = Z53 bytes)

Jequence Number: &6l

Channel Secquence Mumber: cdZo

Channel: 11

Time 3tamp: 3at, 25 0ct 05, 0O7:E29:23.730
Frame Length: 25 bytes

Capture Length: 25 bytes

Link Quality Indication: 90

--IEEE &80Z.15.4

+- Frame Control: OxS86l

Sequence Number: 206

Destination PAN Identifier: 0Oxdle:2
Destination Address: 0x003c

Jource Address: 0Ox0000

Frame Check Sequence: Correct

MAC Payload: 04:00:3c:00:00:00:053:93:02:00:8b:62:95:00

Figure 6.29 — A decoded packet

As Nids was used Bro. Bro is a IDS developed assaarch tool at the
Lawrence Livermore National Laboratory [Pax99] ubgdhe writer for his
bachelor thesis [Gad01].

Bro provides high speed, large volume monitoringhaf networks without
dropping packets. It has a modular structure ands ieasy to make
distinction between different system modules. laiso easy to add new
events, to the event engine, such as the ones gdroim ZigBee packets.
There are three main layers in Bro:

The Packet CaptureUnit. It uses the libpcap library to capture
packets from the network.

The Event Engineanalyzes packet streams captured by the Package
Capture Unit, verifies their integration and sertiem to the
appropriate handler. Handlers are provided by thécy script
interpreter.

The Policy Script Interpreterruns scripts written in Bro language
and associated with a handler. This script may @wee®ther
arbitrary commands to log events, modify stateeoprd a data.

Bro is also designed to deal with attacks agaitssifi such as overload
attack , Crash attacks (using a watchdog) and gubgeattacks.
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The structure of the Capture Unit is specially maalesolates Bro from the
underlying network technology and makes it portaiid in our system the
libpcap was substitute with a C++ library basedtloe pcap described in
[Oks07] and [Gad01] designed to be connected otJ® port, instead of
an Ethernet one, and the packet were decoded auglyrdo the ZigBee
packet structure illustrated in the previous chapfeee paragraphs 3.5, 3.6
and 4.3).

The event engine was expanded to generate thesemeobrdingly to the
new decoded packets, recognizing the overflow gtenand the replay
attacks.
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Conclusions and future works

This thesis is about the building of an efficienSW system to be used in
real indoor researches. The efforts were made tisvéire realization of a
reliable yet flexible monitoring system easily chlgaof adapts to different
scenarios. The WSN can be deployed in an inhalgtade with the less
visibility possible to avoid any kind of comfortdhection. Regardless of the
results obtained much work is yet to be done.

7.1 Evaluation of results

The programmable WSNs, not specialized in a sitagk, are a relatively
young area and the new specifications releasetr@e tifferent moments in
the last years (ZigBee 2004, ZigBee 2006, ZigBe®72@nd PRO)

demonstrate how the market is rapidly growing atsdasking for more
functionalities and security.

The ZigBee standard, as illustrated in this woskpade to a WSN with low
data rate and very low power requirements and widsie development kits
are designed just to demonstrate the WSNs can erilusot to really

realize projects.

The WSN system developed in this thesis, when asea environment
monitoring system, fits perfectly these propertighjle the system applied
in the second study needs a sustained data rabterhigan the one the
ZigBee is designed for.

The requirements of the second study does not aeiplfits neither the

ZigBee WSN nor other wireless networks. On the ottand the WSN are
the closest networks typologies answering to tinesels.

The compression algorithm implemented into the Wles demonstrates
that it is possible to achieve even to tasks wiand usually not directly

allowed by the ZigBee but that are not so far froeguirements.

197



Thus we can say that our system performs mosteofasks for which it was
designed, with good disappearing properties. Witile reliability and
unattended capacity, although were greatly incbéreen since the starting
situation, are not completely satisfactory and lbarimproved. In fact still
persist the unexpected and random death of naetlesgly decreased in
number, because of causes that need a furthertigatsn. A partial
solution to this problem was created via a heattbgstem which create a
more fault resilient system for the task that aomstdered particularly
important. The heartbeat system developed was pleimay to create a
backup node which can take the place of the deal#, n@ithout great
sacrifices in power consumption, because the sedawite can use the
sleep mode, and avoiding any data loss.

The modular library built to contain the sensornvdr’, with a common

interface, help to increase the flexibility of dW#SN application, allowing
the swap or the link of a sensor without a nodeaggamming but only via
a new configuration command. Moreover this soluatiows the developer
to adapt the size of the library (and the numbeseaisor drivers) to the
situation balancing the flexibility and the occupiesources.
However the lack of standards for the sensors camuation is another
limitation that is not expected to be solved inrshperiods, but as for the
ZigBee standard, if a big manufacturer alliancéyedr by WSN’s market
request, will propose a bus standard or will ado of the existent like the
I°C serial bus (hopefully with greater performanceause of the new
technologies available), then the situation cotlange.

A special attention was posed on the security ssuech reveal several
flaws due to the youth of the standard and the c#sVifew resources
available. Nowadays, in fact, the security threat® taken in high
consideration from both researchers and patientse&earch’s subjects),
which are aware, at least, of the privacy’'s aspeetsved.

Some procedures were implemented to solve the feewdrity weakness
and a network intrusion detection system (NIDS)pé#rticular the packet
capture library was substituted to adapt the NIl to analyze the
ZigBee traffic. The Nids was known by the authortlts thesis since the
2000 and studied in his bachelor’'s degree thesasl(G].

This is just the first effort toward a WSN IDS ag way notice a lack in
this security area while the first WSN malwarelready available.

This NIDS, due to its resource requirements, rutsida the WSN itself. In

fact the MCU speed and the memory size of thisrsggeneration devices,
almost completely occupied by the ZigBee stackalipr greatly limit the

expansion capabilities for these systems.

On the other hand the third generation devicesjyreoowadays, seems
finally solve this problem. Moreover also the betiéck coming from the
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virtual com port connection present on our nodds b@ surpassed by the
next generation chips (see paragraph 7.3.1 for ohetasls).

So it is conceivable that with new technologies, iietworks will also cover
these needs and abilities, such as compressionbevimplemented inside
the standard layers.

A brief summary of the developed WSN system deyedofeatures can be
seen in table 7.1.

N
o
o
»
N
o
o
©

WSN

node role chosen by switch

<

node role chosen by algorithm (dynamic)

Temperature sensor

Light sensor

RH sensor

CO, sensor

Tri-axial accelerometer sensor

Modular sensor code library

security flaws patches (anti syringe system)

power consumption management

cryptography

crypto key protection

heartbeat system

data compression

data buffer

Gateway application

multithread

COM reader

packet validation

sensors calibration values

node timeout check

nodes' command console
(sends sensor config command)

Database connection

B8 BB BRI BBBBBB88B
88 888888 8888 88888888888

DB failsafe insertion
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DB insertion when DB Server is on line o

Error reports and logs o
Database

table split into dynamic sub-tables (cluster

i
[
L

simulated)

Web interface

remote access

monitor data in real time

i

download data

i
S

IRB & %
N

Criteria based data extraction

i
S

* flaws found

Table 7.1 — WSN system'’s features

7.2 Difficulties encountered

In this three year work many efforts were doneudt la reliable system and
many problems were found on the path.

One of the not completely solved problems are tead nodes’. This
problem was deeply investigated and many softwaigs bwere patched,
most of dead situation now cover periods of fewutes where the node
memory buffer helps giving the possibilities to ntain the gather data.
Most of the problems were due to the automatic Wiela of the library that
was disabled, forcing an application redesign. R#lgas there are still
undiscovered death causes.

The main difficulty of this kind of problem, like @st programming bugs,
resides in the impossibility of a complete debughefnode application, that
communicate only some status information via threeton board led. The
programmer with debug capabilities helps only when problem show no
random properties and happens frequently (a nodallysstops working
after many hours).

The device power consumption was another painfyleets of our
development. Most of the problems were caused tgrrirpt request, not
managed, meanwhile the devices were in sleep ntaé¢he other hand the
actual battery lifetime, although greatly increagadrouter can last for a
week instead of only two days) cannot be considéultg satisfying. This
lifetime was increased to two weeks by using abalgorithm that
promotes the best node (regarding the battery eh&ogoe the router, while
the other nodes use the sleep mode to preserveeiingigy (of course we
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are using the tree topology that allow this modd)e dynamic change
between routers and end device implemented in c8NWelp to achieve
this task.

From the code programming development point of Wesvbiggest problem
was found on thTOMIC_ SECTIONnNstruction that must be sometimes
used to a single assignment statement to avoicedigtable behaviours.
Also the implemented heartbeat system was a veffjcudi task to
complete, many strategies were tested such adrébdisd bully algorithm
(that worked for the energy saving purpose) or r@mgadriven control. For
many reasons the results were worse than expeotéoféen the backup
node did not succeed to the dead node. At lasbéagon driven heartbeat
system demonstrate to be the most efficient system.

Finally the few available resources (96kb of freelee memory and 1kb of
stack) were (and are) a real limit to the desigthefsystem which force to a
continuous application code profiling to avoid akyd of unexpected
system crash.

7.3 Perspectives

A great number of indoor researches fields, reggiroderate data flows,
can be completed using our WSN system with littlpplization
development efforts. Most of the work will be ondady new sensors into
the library and in the web interface to adapt ith® application scenario.
One of the studies, we want carry out, that cateoachieved yet by our
WSN system is the mental disease monitoring sysdtemesearch mental
disorders at electroencephalography (EEG) levdbtesee, via objective
measurements, abnormal behaviours.
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Figure 7.1 — an EEG sensors’ cap

The EEG (32 or 48 lines 240hz minimum sampling raensors’ cap
produces a data flow that is not sustainable by seoond generation
devices. On the other hand, the new generationsncae probably perform
the data gathering, but to complete the task a deegysis of pattern
recognition algorithm, regarding their memory amaimputing resource
requirement, must be performed. This analysis carddne only when a
knowledge discovery phase applied on the gathexewdill be completed.

7.3.1 MCU Evolution (the third generation devices)

The AVR ATMega MCU provided with our second genienatkit is a 8 bit

device with 256Kb Flash memory and a 4 Mhz clocld anMips (but can

reach 8 Mhz and 8 Mips) and 4 KB sram. The new Mggdes are divided
in two different categories: for very power consuimp applications or for
performance applications, but also in the last thsg@ower consumption is
less or equal to the second generation MCU. Agtwedl can find chips that
reach 66 Mhz of clock speed and capable of mone #aMips (16/32 bit

architecture) 512 Kb (but there are MCU with 1 oMP ), Real usb 2.0
(12Mbps) and/or full Ethernet connection.

Most MCU now offer an event engine support, DMA mhels and

controllers, crypto engine (DES and AES) and arsighed to be more
secure.

This is a clear sign of how manufacturers are nedjpgy to the market
requests.
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7.4 Open problems

One of the main open problems for the WSNSs is tl@mization of the
orphan problem. Every time a node cannot join tkigvark, not because is
out of the range of any router but because theectosters have already
reached their maximum number of children then thade is called an
orphan. Our system does not suffer for this problemty because the
reduced number of nodes connected.

But in a WSNs where a large deployment of nodesatized this effect is
highly visible. For example in [Pat07] over 3 thands node, with eight
hundred router, where randomly deployed. The resuding the ZigBee
address assignment first stage algorithm lost abd#i of devices that will
become orphan nodes (see figure 7.2).

Figure 7.2 - Network formation results by ZigBee [Rt07]
(red points are the orphan nodes)
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Another great step for this WSN, would be the dstied pattern
recognition that can greatly help a single devizeathieve a computing
exhausting task to be performed with the help bépotdle nodes.

The main problem to achieve this task is to marthgeset of node that tend
to change over time, due to very different (an@mftunpredictable reasons,
without notice.

The last improvements is a distributed WSN NIDS dascribed in
[MaRO07]. Its implementation as many difficult asfgecegarding how a
node can be considered suspect. Moreover, altheagte type of attacks
can be easily recognized (e.g. replay attacks gpenaix A for more
information) an event engine like the one usedunexternal NIDS (Bro)
may be needed for the stealth type attacks anohéheare.

All the three improvements described have high aogerm of design
time and resource requirement and they can easilgrca study period
equal of the one just described in this thesis.
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Security attacks and attackers

Different types of attacks

Security attacks can be classified into two clasgessive and active
attacks. Passive attacks, where intruders do né&enaay emissions, are
usually against data confidentiality while, in aetiattacks, malicious acts
are not only against data confidentiality but alata integrity.

Active attacks can also aim for unauthorized aceeskresources usage or
the block of an opponent's communications. An a&ctattack makes an
emission or action that can be detected.

Apart from security attacks security threats cao alome by mistakes. The
WSN’s nodes can be exposed to tampering and dastruand classified
data and resources can be categorized as unaetthaczess.

Passive Attacks

Must be notes that RF is not the only wireless mmadused. There are
several wireless carriers, such as infrared, whrehmore resilient to attacks
because these kinds of channel are usually directddpatially limited.

To intercept them, the intruder’'s receiver needbddocated accordingly,
which makes the adversary’s goal more difficult ainel possibility that to

be detected higher

In passive attacks attackers are usually camoudldlgielden, disguise) and
tap the communications to collect data. Passialkdgtcan be grouped into
eavesdropping and traffic analysis types.

Eavesdropping

Data can be eavesdropped by intercepting commimnsatand wireless
links are easier to tap, so wireless networks apeensusceptible to these
kind of attacks. We can consider a situation wHerewn standards are
used and plain data, which is not encrypted, geist wirelessly. In fact, in
this case, an adversary can easily receive andneathta

WSNs are more secure against eavesdropping thath&y longer range
wireless technologies because signals are sensboeeter distances.

215



An intruder needs to get close enough to the atthciode to be able to
intercept the signals. If the facility where theseeless technologies are
used has enough space controlled against intriideesomes more secure.
However, they can never become as secure as wirechanications.

An attacker close enough to a device can receiviFaahes to or from it,

store them in some medium and take them out dfiaitibty.

Moreover, the existence of wireless communicationsakes the

implementation of multiple networks with differesecurity levels much

more difficult. For instance, if there are a cléissi networks and a network
attached to the Internet in the same facility andeless access to the
classified networks is allowed, the splitting oé timternet and the classified
networks can become very difficult due to passividacks and

mistakes/misjudgements.

Must also be noted that is a difference betweevapy and confidentiality.

Environments enabled by wireless ad hoc and senstworks may be

forced in order to access not only confidentialad&iut also private

information. For instance, the security system casienay be attacked
passively to observe the private lives of others.

Analysis of data may also lead to private informati therefore, some
information not considered confidential at firsgtgi may be private and
should be protected.

Traffic Analysis

As well as the data packets content, the traffitepa may also be very
valuable for intruders.

For example, important information about the nekiag topology can be
derived by analyzing traffic patterns.

In sensor networks, the nodes closer to the badmrstsuch as the sink,
have more transmissions than the other nodes bedhey relay more
packets than the nodes farther from the base statio

Similarly, clustering is important for scalabilignd cluster heads are busier
than the other nodes in the network.

The detection of the sink, the nodes near to itlester heads may be very
useful for adversaries because a denial-of-se(ldo&) attack against these
nodes or eavesdropping the packets have a gregtaci.

By analyzing the traffic, this kind of valuable anfation can be derived.
Traffic analysis can also be used to project attaalgainst anonymity.
Detecting the source nodes for certain data packaisalso be a target for
intruders. This information helps to localize weagses, capabilities and the
functions of the nodes.

Moreover, traffic patterns can concern to confic@nnformation such as
actions and intentions.
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In tactical communications, silence may indicateparation for an attack, a
tactical move or infiltration, while a sudden inase in the traffic rate may
indicate the start of an attack.

Similar information can also be derived by traffiamalysis in civilian
networks. One of the following techniques may bedu®r traffic analysis:

« Traffic analysis at the physical layen this attack only the carrier is
sensed and traffic rates of the nodes are analyzed.

» Traffic analysis in MAC and higher layerMAC frames and data
packets can be demultiplexed and headers can hgedaThis can
reveal the routing information and the network toggy.

» Traffic analysis by event correlatioavents like detection in a WSN
or transmission by an end user can be correlatddtive traffic and
detailed information, such as routes, can be déerive

» Active traffic analysistraffic analysis can be conducted as an active
attack. For instance, a certain number of nodesbeanlestroyed,
stimulating the self reorganization of the netwgekthering in this
way valuables information about topology.

Active Attacks

In active attacks an intruder actually affects diperations in the attacked
WSN. This effect may be the goal of the attackifitaed can be detected.
For instance, some services may be degraded omeged as a result of
these attacks.

Sometimes the intruder tries to stay undetectedingi to gain unauthorized
access to the system resources or threateningdeoifality and/or integrity
of the content of the network.

We classify active attacks into four different des, as illustrated in figure
3.23

Active Attacks

Physical Masquerade, Replay. Denial of Service Misbehaving
Message modification

— Destruction — Integrity — Physical layer — Selfishness

- EMP — Unauthorized access — MAC layer — Attacks against

— Tampering — Confidentiality — Network layer charging scheme
— Privacy — Transport layer

— Application layer

Figure A.1 - Active attacks
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Physical Attacks

An intruder may damage hardware to destroy the s)ofleis is a security
attack that can also be considered to fall in thaain of fault tolerance (the
ability to sustain networking functionalities withioany interruption due to
node failures).

Physical attacks may become a serious issue, efigani sensor networks,
sensor nodes, indeed, may be positioned in unatteredjions accessible by
external people. Therefore, they can be moved duhe sensor field to
access the inside information or damaged.

When we must avoid these risks we have to use nesdsent to physical
attacks.

Node tampering can help in masquerading a DOSkattaxplained further
in this chapter. Tamper resilience is an issue tiegtds to be considered
carefully in many sensor network, although it can Jery expensive to
achieve.

We can group tampering into two classes: invasimd aon invasive
tampering.

Invasive techniques aim to gain unlimited access tmde. In non invasive
attacks, unlimited access to the node is not thention. Instead, by
analyzing the behaviour of a node, such as the poagsumption, or the
execution timings of the algorithms for various utgy confidential data
about the procedures and keys used by the encnygttbemes can be
derived.

Electromagnetic pulse (EMP) can also be listed iwitbhysical security
attacks. An EMP is a short-duration burst of higtensity electromagnetic
energy. It can produce voltage surges damagingrefec devices within its
range.

Although today are available portable devices taat generate EMPs, there
are still unsolved issues related to the practitglmf these attacks because
of their threat for all kinds of electrical devi¢ce®t only for WSN'’s nodes.
This can be considered, again, as part of the faldtance domain and it is
possible to build nodes that are more resiliefiEMPs.

Masquerade, Replay and Message Modification

A masquerading device acts like if it would be. BBges can be captured
and replayed by masquerading nodes and in additiiercontent of the
captured messages can be modified before beingerkla

Ad hoc and sensor networks introduce particular aathges for
masquerading techniques. In mobile ad hoc netwarkdes may change
their location in the network. This location is rgven or fixed, and self-
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forming and self-healing mechanisms are countedooadapt to topology
changes. It may be difficult to check the consisyenf a node’s access
point to the network since the reactive technigaes preferred to the
control ones due to network’s topology.

Sensor networks are even easier in terms of maadjungr because global
identifications is not used in sensor networks.

Masquerading, message replay and content modditatan be used to
attack the integrity of the content of messagesewen a service in a
network. Sensor networks in particular have seveetiork functions

susceptible to security attack because they aredbas a collaborative
effort of many nodes. For instance, node localmwatschemes may be
subject to one of the following security attacks:

* A malicious node may act as a beacon and dissesnitsatocation
wrongly. This is an obstacles to node localizamwaocedure when
the node uses beacon signals transmitted by thieious node for
triangulation.

* A beacon may be tampered with and introduce wroogtion data,
or slightly desynchronize the RF transmission.

* Beacon signals may be replayed by a malicious node.

e Beacon nodes may be destroyed by physical attacks.

* An obstacle may be placed between nodes to bleckiitlect line of
sight.

There are many more attack and in addition to rlodalization schemes,
the integrity of the following services may alsodubject to similar attacks:

» Data aggregation and fusion make WSNs more seaditiveplay
and content modification attacks because chandiegcbntent of
message may change the data provided by severasnod

* Time synchronization is also a vulnerable servi®everal insiders
that inject false synchronization’s messages mayent the system
from achieving time synchronization. Time syncheaion can be
very sensitive to replay attacks. A malicious n@d@ jam a time
synchronization message at a certain part of aarkiwand then
replay the message at that part after a very ghelety. This may
prevent correct time synchronization and createynm@anblems on
all services that rely on the accuracy of the syoization protocol.

« Data correlation and association techniques are @snpromised
when node localization or time synchronization s®my are
attacked.
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* Modifying the contents of the messages, event aedteboundary
detection algorithms can be hampered.

« Node management systems can be blocked by modifjiveg
messages that report node status or commands fale no
management.

An improved version of masquerading iSybil attack, where a malicious
node introduces itself as multiple nodes. Havindtiple identifications can
be very useful for a malicious node.

For instance, a Sybil attack can be brought agaiasha correlation and
aggregation algorithms. A node that sends multigkies with different
identifications can change an aggregated valueiderably. A Sybil attack
can also take control of multiple path routing, asichilarly to node
localization, and several other services. Multiplentifications also help to
keep the attacks hidden.

Must be noted that we can also consider attackssigthe integrity of
services as DoS attacks (explained later in thimgvaph) because they
reduce the availability of some services.

Message replay, content modification and masquegaalitacks can also be
used against confidentiality by making the othede@ssend the confidential
data to a malicious node or by accessing the cenfidl data directly.

Finally they can be used for gaining unauthorizegteas to system
resources vighishingtechniques, which means deceiving someone in order
to make him/her give confidential information vadlanly (phishing is a
combination of the wordpasswordandfishing which defines this attack
well).

Denial-of-Service Attacks

A denial-of-service (DoS) attack mainly targets thwailability of network
services and is defined as any event that dimisisheetwork’s capacity to
perform its functions correctly. A DoS attack isadhcterized by the
following properties [WSJO05]:

« Malicious whenit prevent the network from fulfilling its expected
functions. It is not accidental, otherwise it ist o the domain of
security but reliability and fault tolerance.

» Disruptive if it degrades the quality of services offered Ine t
network.

* Asymmetric: the adversary puts in much less effort compavetie
scale of the impact made on the network.
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Every networking service may be subject to a Da&cktand now the most
important DoS scenarios will be briefly illustratéor ad hoc and sensor
networks.

DoS in The Physical Layer

All physical attacks previously illustrated canalse considered as DoS
attacks because they prevent a network from penfgrnits expected
functions.

In this section, the physical layer indicates th&l @ayer responsible for
representing 1s and Os correctly in the wirelesdinme, and a DoS attack in
the physical layer, which is called jamming, mearsecurity threat against
this.

An attacker device can jam a wireless carrier Bggmitting a signal at that
frequency. The jamming signal contributes to thesexan the carrier and its
strength is enough to prevent the nodes to reakitee correctly.

Jamming can be conducted continuously in a regianatso temporarily
with random time intervals, both methods are uguwedry effectively.

DoS in The Link Layer

The algorithms in the link and MAC layers schemesgesent many
opportunities for DoS attacks. For instance, MAgelaDoS attacks such as
one the following may completely and continuousymj a channel
[WSJO05]:

« Whenever an RTS signal is received by the malicidesice, a
signal that collides with th€TS signal is transmitted Since the
nodes cannot start transmitting data before rengithe CTS, they
continue sending RTS signals.

» If the MAC scheme is based on sleeping and actereogs (using
beacons), jamming only the active periods can naotisly block
the channel.

 False RTS or CTS signals with very long data transmission
parameters are continuously sent out, which makeother nodes
wait forever.

* Acknowledgement spoofing, where an intruder seatieflink layer
acknowledgements for overheard packets addresseeighbouring
nodes, can also be a very effective link layer Rt&ck.

* Spoofed, altered or replayed routing information routing
information exchanged in the WSN can be alteredniaficious
devices to have a worsening effect on the routapability.
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Hello flood attack [KaWO03]: an attacker device may broadcast
routing or other information with high enough tramssion power to
convince every node in the network that it is threarghbour. When
the other nodes send their packets to the malicrge, those
packets are not received by any node (Figure 3.24).

WSN's nodes

Figure A.2 - Hello flood attack

Wormhole attack: a malicious device can eavesdrop or receive data
packets and transfer them to another malicious ,nothéch is at
another part of the network, through an out-of-bahdnnel. The
second malicious node then replays the packets. imilkes all the
WSN’s nodes that can hear the messages by the ds@calicious
device believe that the node that sent the pactetshe first
malicious node is their single-hop neighbour arel/thre receiving
the packets directly from it. For instance, thekgas sent by node a
shown in Figure 3.25 are also received by node wiiich is a
malicious device. Then node wl forwards these pgadkenode w2
through a channel which is out of band for all thedes in the
network except for the intruders. Node w2 replays packets and
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node f receives them as if it was receiving theredatly from node
a. The packets that follow the normal route, sushaao f, reach
node f later than those conveyed through the wolenland are
therefore dropped because they do more hops. Wdeslabtacks
are usually established through faster channelgmioles are very
difficult to detect and can dramatically impacttbe performance of
many network services such as time synchronizatiocglization

and data fusion.

————> normal route of the packet
=== =3 eavesdrop the packet
= =Jp longer range transfer

———)p replay the packet

Figure A.3 - Wormhole attack

e Detour attack: an adversary may attempt to detour traffic tala s
optimal route or to partition the network. Variotechniques can
achieve this goal. For example, [HYPO5] define atgtous detour
attack, where a device on a route adds virtual sitaléhe route.

* Neighbour attack: An intermediate node usually, upon receiving a
packet, records its ID in the packet before forwaydhe packet to
the next node. An attacker, however, simply forwatde packet
without recording its ID in the packet to make ta@des that are not
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within the communication range of each other belithat they are
neighbours. The result is a disrupted route

Sink hole attacks a malicious device can be made very attractive to
the closed nodes with respect to the routing dligiori For instance,
attractive routing advertisements can be broadeast all the
neighbouring nodes can be convinced that the makcdevice is
the best next hop for sending the packets to tee btation. When a
node becomes sink hole it becomes the hub for its vicinity and
starts receiving all the packets going to the Isésgon.

Black hole attack a malicious node may drop all the packets that it
receives for forwarding. A blackhole attacker fingteds to invade a
multicast forwarding group, for instance, by imptting rushing
attack, in order to intercept the multicast sesslata packet. Then
drops some or all data packets it receives insdé&mrwarding them
to the next node on the routing path. This typattdck often results
in very low packet delivery ratio. This attack isavery effective
when the black hole node is also a sink hole. Sudombination
may stop all the data traffic around the black hole

Selective forwarding (gray hole attack when a malicious node
drops all the packets, this may be detected ehyilgs neighbours.
Therefore, it may drop only selected packets angdad the others.
Routing loop attack detour or sink hole types of attack can be used
to create routing loops to consume energy and biattiohas well as
disrupting the routing.

Sybil attack(also classified as a masquerade attack): a simyle
presents multiple identities to the other nodesha network. This
reduces the effectiveness of fault-tolerance sckeara poses a
significant threat to geographic routing protocoBee paragraph
3.7.2.2 for more information.

Rushing attack [HYPO5]. an attacker disseminates route request
and reply messages quickly throughout the netwbinks suppresses
any later legitimate route request messages, adesidrop them,
because nodes suppress the other copies of aremutest that they
have already processed. ZigBee protocols use a @drduplicate
suppression in their operations, and this behavi®wulnerable to
rushing attacks. When source nodes flood the n&twath route
discovery packets in order to find routes to thetidations, each
intermediate node processes only the first nonidafel packet and
discards any duplicate packets that arrive atex lane. A rushing
attacker exploits this duplicate suppression mesharby quickly
forwarding route discovery packets in order to gaatess to the
forwarding group.
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» Attacks that exploit node-penalizing schemesschemes that avoid
low performance nodes can be exploited by intrudeos example,
malicious devices can report error messages foode rwhich is
actually performing well. Therefore, the routingieme may avoid it
using a route that includes this node. Similarlylirk may be
jammed for a short time but since error messagesganerated
about the link during that time interval, the rawgtischeme may
continue to avoid the link even though it is nahjaed any more.

* Attacks to deplete network resources when devices are
unattended and rely on their onboard resourcesethesources may
be depleted by malicious actions. This is espacidle case for
sensor networks. For instance, a malicious node coayinuously
generate packets to be sent to the data-collenbdg and the nodes
that relay these messages will deplete their enexgyly.

« Jellyfish attack: A jellyfish attacker first needs to intrude intioe
multicast forwarding group. Then, it delays data ckads
unnecessarily for some amount of time before fodway them. This
results in significantly high end-to-end delay ahds degrades the
performance of real-time applications

DoS in The Transport Layer
Transport layer is also susceptible to securitgchf. Some attack scenarios
are described below:

e Transport layer acknowledgement spoofing  false
acknowledgement or acknowledgement with large vecevindows
may make the source node generate more segmentshthaetwork
can handle, causing congestion and degrading thivorie
performance.

* Replaying acknowledgementin some transport layer protocols,
acknowledging the same segment multiple times atdg negative
acknowledgement. A  malicious device can replay an
acknowledgement multiple times to make the soumgenbelieve
that the message was not delivered successfully.

« Jamming acknowledgements a malicious device can jam the
segments that convey acknowledgements. This briogthe
connection’s termination

* Changing sequence numberin many protocols, a malicious node
may change the sequence number of a fragment ginguthe loss
of some fragments.
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« Connection request spoofinga malicious device can send many
connection requests to a node, using up its ressusach that it
cannot accept any other connection request.

Attackers

Attackers can also be classified according to sé\eiteria.

The following classification of attackers is based the characteristics
shown in Figure 3.30: emission, location, quantibgtivation, rationality
and mobility.

First, an intruder can be passive or active; matghthe attacks’
classification. Active attacks are carried out lotivee attackers and passive
attacks by passive attackers.

Attacker
|
| | | | | |
Emission Location Quantity Motivation Rationality =~ Mobility
— Active — Insider - Single — Confidentiality ~ — Naive — Fixed
— Passive —Outsider - Multiple - Integrity - Irrational - Mobile
- Coordinating - Privacy - Rational
multiple - Unauthorized
access

—DoS

— Selfishness

— Charging

- Rewarding

Figure A.4 - Classification of attackers

An attacker can be an insider or an outsider. Aidar is a device that has
been compromised, and it is a part of the attacleddork.

The attacker knows all the cryptographic informatiowned by the
compromised device when it is an insider.

Outsider attacks can be either passive or acti@ebVer, an insider can be
perceived as a legal entity inside the network sagh node that is allowed
to join the network. Instead, an outsider is tyjiyca device that is not
welcome to access the network.

The attacker can be a single entity or more thae. &hen there are
multiple attackers, they can collaborate with eather, which can be
considered a more difficult case to defend against.
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In [HYPO5] active attackers are denoted as Active;nwhere n is the
number of insider nodes, and m is the total nunabensider and outsider
nodes. They then propose an attacker hierarchy imatteasing strength as
follows:

« Active-0-1 the attacker owns only one outsider node.

» Active-0-x: the attacker owns x outsider nodes.

* Active-1-x: the attacker owns x nodes and only one of themmnis
insider.

* Active-y-x: the attacker owns x nodes and y of them areansid

Must be noted that in this hierarchy all the nodgsesent a single attacker.
Therefore, they are supposed to collaborate. Aaclkétr usually have
motivations to act against the network, such asking confidentiality,
integrity and privacy.

This may also be done to gain access to unautltbresources. An attacker
may also attack to hinder the operations of theroside.

Selfishness, avoiding payment or getting unearmseards may be other
motives.

However, an attacker may attack simply in orderattack and break a
security system, perceiving this as a challenge.

Rational attackers carry out their attacks to ebsmmething which is more
valuable than the cost of the attack.

Finally, adversary can be fixed or mobile. Detegtmobile attackers and
defending against them is usually more difficularirdefending against a
fixed adversary
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Development kits and Meshnetics ‘how
to’ guide

In this appendix is shown the summary of the syicdpble used to analyze
the available kits, at the beginning of our work.

In the table are presented only the main charatiesiof the kits and must
be underlined that the prices reported are to bended as indicative and
strictly linked to the periods the kits were analg4at the beginning of this
work).

After the synoptic table we illustrate a brief geiidf how to install and use
the selected kit to allow any comparison to othesteng software.
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PC Software Installation

The developing system require several componenbdodownloaded
directly from the manufacturer an example maybeUls8 driver, fitting
different Windows versions, and available from tB#icon Laboratories
(Silabs) website.

ol

Be Acton Mew Heb
o N T

5 Computer

4| = Disk drves

+ B Display adapters

+ s DVDfCO-ROM drives

#-i= Roppy dek controliars

w1 Poppy disk drives

<) (28 Human Interface Devices

& ;-.l IDE ATASATAPT controllers

@ Kayboards

) Mice ard other ponting devices

B Monitors

4 HE Network adapters

5 Ports (COM & LPT)
- Commurications Port (COM1)
o [CP210x USS ta LART Bridge Controliar (COM3)
- ECP Printer Part (LPT1)

< @9 Procescors

#-9. Sound, video and game controliess

# g System devices

“ Uriiversal Serial Bus controliers

¥ -4

Figure B.1 - COM port drivers in the Windows Devie Manager window

After installation of the Virtual Com Port (VCP)ider kit the MeshBean?2
board can be connected to the USB port. Windowsildhdetect the new
hardware, and driver installation wizard will appegerforming the
windows’ standard procedure.

When the process is completed, the new COM pgtasent in the device
list and can be used freely (see fig. B.1).

Programming the Boards

The MeshBean boards come with a test softwareliedteso at node start-
up, if we press and hold the SW1 onboard buttoa Esgure 5.2 for at least
1 second, the LED1 will get flashing 3 times. Ne&xED1, LED2 and LED3
will start blinking for 2 sec. This means the bo@dully functional and
with the Serial boot loader installed.
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All the boards can be programmed in two ways: eitfeal can use Serial
Boot loader utility or you can do it under AVR Siod using JTAG
emulator like JTAGICE mkll from Atmel, employed aur development.
The choice between the boot loader and the jtagranemer must be done
wisely since each one of MeshBean2 boards come thigh bootstrap
downloaded into the MCU, which is needed to rungb®&oot loader.

If JTAG has been used, it will make impossible gsBerial Boot loader,
unless bootstrap is reloaded to the board.

Using Serial Boot loader
To program a board using Serial Boot loader dddhewing steps:

1. Connect the board to the PC via USB or RS-232 port

2. Run Serial Boot loader specifying the image fil©®N port and the
optional keys in command line (see table 5.3).

3. Press reset button on the board.

4. Release reset button on the board.

This procedure must be preceded by a complete pofidéf the node has

been configured as end-device and it is currerdghtrolled by the running

application.

The Serial Boot loader indicates the operation psgyand once loading is
finished successfully, the board will restart auatically. If, for any reason,

the loading procedure fails, the Serial Boot loasidrindicate the reason.

In rare cases the booting process can fail dubgccommunication errors
between the board and the PC and must be repeated.

In the following example of how to use the SerialoB loader, from a

command window:

bootloader —f wsnapp.srec —p COM5 —-M 1 —C 100000
—P 5320

In this example we are programming the node viacttra port number 5
(the one where the node is connected to) writingt ithe new program
program file (wsnapp.srec) and assigning a new M#@ress equal to 1 (-
M 1), a channel mask allow in only one channel ¢gfion) and a network
id of 5320 (-p option).

Thus, as our example shows, we can define, vialseammands, the
boards MAC address, that must be unique for eacHe nto get

interconnected in WSN network and many other patarag¢shown in table
B.3).
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Option Description Default value

-p port COM port
-ffile_name Name of Motorola SREC file
-b baud_rate Baud rate in bits per second 38400

(1200, 2400, 4800, 9600, 19200, 38400,
57600, 115200)

-h Hardware flow control, if used None
-S size The size of bootstrap code in words 1024
(512, 1024, 2048, 4096)
-M MAC MAC address in HEX format to be assigned
to the node

-C channel mask Channel mask in HEX format to be assigned
to the network

-P PANID PANID in HEX format to be assigned to the
network

Table B.3 - Bootloader Options

In general if the MAC address is not defined bydware, the node ID
derived from MAC should be programmed avoiding afuplication of
MAC address and of the short address often crasied) the MAC address
itself.

Programming a MeshBean2 board with MAC addressbeaperformed in
two alternative ways: MAC address can be downloddexddboard by means
of Serial Bootloader running with the key specifigithin command line or
MAC address can be programmed using SerialNet Afircands.

Using JTAG

The board can be programmed also using the JTAGewbor. The JTAG

programmer/debugger must be linked together wighMleshBean on-board
JTAG connector (see Figure 5.2 for more detail tafile B.4 for JTAG

connector pin out).

While using the JTAG interface, the Fuses statet lheschecked carefully
because an error in setting their value may cabhseimpossibility to

reprogram the MCU again.

Some of the Fuses option must be always in a Otisstke in the next
screen:
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Brown-out detection disabled; [BODLEVEL=111]
JTAG Interface Enabled; [JTAGEN=0]

Serial program downloading (SPI) enabled; [SPIEN=0]

Boot Flash section size=1024 words Boot start
address=$FEO00;[BOOTSZ=10]

Divide clock by 8 internally; [CKDIV8=0]

Int. RC Osc.; Start-up time: 6 CK + 65 ms;
[CKSEL=0010 SUT=01]

At the bottom of Fuses Tab the following hex vagigng must appears:
OxFF, 0x9D, 0x62 otherwise the node can’t be reprogrammed.
Additionally if we want to use the Serial Bootloadee need in ON status
also the next values:

Boot Reset vector Enabled (default address=$0000);
[BOOTRST=0]

Pin Name Description

1 JTAG TCK Scan clock

2 JTAG_GND Digital ground

3 JTAG TDO Test data output

4 JTAG_VCC Controller supply voltage
5 JTAG TMS Test mode select

6 JTAG RST Reset controller; active low
7 N_Cont Not connected

8 N_Cont Not connected

9 JTAG TDI Test data input

10 JTAG_GND Digital ground

Table B.4.- JTAG connector pin out
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And in this last case the following hex value gjrappears at the bottom of
Fuses TabOxFF, 0x9C, 0x62 By default, each MeshBean node (MCU)
comes programmed with the fuse bit latter optioovatenabled.

JTAG can also be used to restore the device'styabilirespond to Serial
Bootloader commands. Serial Bootloader code carepegrammed with
JTAG by selecting bootloader.hex image from the Z&aKthat comes with
the Development kit and transferring the imageéhdevice.

Pins eZeeNet SerialNet

GPIO lines tri-state depends on 8120...5128
registers, see [2]

A/D lines conversion is disabled depends on 8100..3108
registers, see [2]

IC modes disabled disabled

I2C_CLK, tri-state tri-state

I2C_DATA

USART disabled disabled

USARTO RXD, tri-state tri-state

USARTO_TXD,

USARTO EXTCLK

UART disabled enabled, the mode and the
rate depend on the +IFC
and +IPR commands, see

(2]

UART TXD tri-state input, no internal pullup
UART RXD tri-state output

UART CTS, tri-state depends on +IFC settings,
UART RTS, see [2]

UART DTR tri-state tri-state

IRQ6, IRQ7 tri-state tri-state

*[2] = ezeeNet™ Software 1.4. SerialNet™ Reference MamAiBiCommand Set. MeshNetics
Doc. P-EZN-452~01

Table B.5 - HAL resources state at startup

Using AVR Programming Tools
The Atmel's AVR Studio IDE shown in Figure 4.6 iscommended, not
only because it is free of charge and downloadéolen the Atmel (the
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MCU’s manufacturer) site, but also to develop costpplications based on
eZeeNet API.

This multiplatform Integrated Development Envirommh@rovides support
for editing the source code, compilation, linkindpject modules with
libraries, debugging, making executable file autboadly, and, if you have
a compatible with the JTAG programmer it allows #pplication writing
directly in the MCU flash memory.

AVR Studio can be integrated with WIinAVR: a suité ery useful
software development tools for the Atmel AVR serie$ RISC
microprocessors hosted on the Windows platform.

AVR Studio - [F:\PROGETTI\Atmel\WSNAp pV ZAWSNAppV2.c *]

DAEY LB AeEGEEE AR e )
< | Sl

v x 110 Visw v x

i
sxx Name VSNApLU2 o et - -
/%% Description Main file Version 2 01 171 e j A E[E] z
N Addess | Value =

RPORTA  0020:22)
$O0RA B2
SBPNA 000R0)

g
23 Qther Fies

(D TIMER_COUNTER_D
/1D TIMER_COUNTER_2
TCHDOG

CHDOG
" WDTCSR  NA(0kE0)
4/ [ TIMER_COUNTER_S.
+/TD TIMER_COUNTER_4
4 D TIMER_COUNTER_3
=8 TIMER_COUNTERL1
W THSKT  NADER)
SWTRR 053
' TCCR1A NA(0=80)
' TCCRIB N&(0x81)
I TCCRIC NA(0e82)
B TCNTIH NA(0285)
BTONTIL N&(0:84)
TDOCRIAH  NADHES)
DOCRIAL el
wint8_t s, uintlé_t delay); DOCAIBH  NAIDKEE)

E DOCRIBL  NAa)

> ICRTH  NA(DkET)
=it smincen =
b | L‘J

vx

Figure B.2 — The AVR Studio 4 IDE at work

WInAVR contains a set of utilities including AVR @Ccompiler, linker,

automatic Makefile generator, system libraries.

Installing the AVR GCC plug-in lets those tools wiog automatically in

AVR Studio. The GCC plug-in is configured to workly on Windows

platform and configured to compile C or C++ codi (Linux version at
this time is not supported ).

There are some equivalent IDE and JTAG programmuppa&t, such as
AVaRICE, also for the Linux platform and the GCQrquler has added the
support for the AVR series of microcontrollers.

The easiest way to configure an AVR project is $& @ Makefile which

specifies compilation and linking flags. Makefilels@a specifies
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corresponding directories in order to include heddes and to link the
system object libraries.
An example of a minimum application is provideddppendix C

JTAG emulator

Programming with JTAG gives more flexibility in maging the loading
process than the Serial boot loader but requiresigiphardware.

For Windows environment we used, as recommendedAYR Studio 4.12
(actually is available the version 4.18) while binpilatform AVaRICE 2.40
was available. In both cases, the JTAG emulator@ICA mkll (see fig.
B.3) from Atmel was the programmer chosen becadsisodebugging
capabilities. Other programming devices can beizaetl as well, but,
although are less expensive, they usually don'ereaw debugging feature
available and sometimes they require special pltmine used by the AVR
IDE.

Figure B.3- JTAGICE mkll programmer

The Atmegal281 MCU HEX files for Serial Boot loadprovided on the
kit cd, contain both flash memory and EEPROM imad©TOROLA
version).
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AVR Studio does not support downloads of such costbifiles into the
MCU. Instead, it requires separate images for flasimory and EEPROM,
and it recognizes files in the Intel HEX formatynl

This is the reason why we ask to the kit manufacttm deliver also two
separate image files in the Intel HEX format tha @ownloadable by AVR
Studio or other JTAG tools.

Disconnected Mode - Open Connection Dialog to Rec... g|§|g|

Fragram l Fuses ] LockBits] Advanced] Board ] Auto ]

Device

|ATmega1 28 j Eraze Device

Frogramming mode

I¥ Erase Device Before Programming
||SP o J Iv “erify Device After Programming

Flash
i

@+ |nput HEX File |\Atmel\AppIication\WSNapp\wsnappvzhex

Frogram | Werify Fiead |
EEFROM
i
& Input HEX File: |
Frogram | Werify Fiead |

Figure B.4 - AVR Studio dialog box for JTAG firmware downloading

243






Data compression

A definition of data compression

Let us formalize a definition of data compression.

Assuming that x =% . . . % IS a sequence. The sequence length, denoted
by n, is the number of elements in x, andenotes the ith element of x.

We also define theeverse sequencex-1, as ¥Xp-1 . . . %. Given a
sequence X let us assume that x = uvw for somesilggsempty,
subsequences u, v, w. Then u is callguledix of x, v acomponenbf x, and

w asuffixof x. Each element of the sequenceprlongs to a finite ordered
set A={a, a, ..., a1} thatis called aralphabet

The number of elements in A is the size of the altyghh and is denoted by k.
The elements of the alphabet are cafigohbolsor characters

A special term for a non-empty component of x csisg of identical
symbols is called aun. To simplify the notation we denote the component
XiXi+1 . . . % Simply X.,.

Except the first one, all charactersim a sequence x are preceded by a
nonempty prefix ¥-q).i-1. We name this prefix aontext of order f the

xi. If the order of the context is unspecified wewarat the longest possible
context %_i-1) that we simply call it @ontext of x

Modelling and coding

The modern compression splits the compressionigigointo two different
stages: modelling and coding. The reason is qumbgle: first of all, we
must recognise the sequence, then look for regielsiand similarities.

This is the task of modelling. The modelling methodieed, is specialised
for the type of data we compress. It is obvious thaideo data we will be
searching for different similarities than in texata. Applying the proper
modelling method is important for the final results particular, we cannot
reduce the sequence length at all if we do not kwbwat is redundant in it.
The second stage, coding, is based on the knowletigned in the
modelling stage, and removes the redundant data.
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The coding methods are usually very similar becalisanodelling process
is the stage where the adaptation to the datadema

Modelling

The modeling stage analyze the sequence to comm@sding a model to
estimate the probability distribution of symbol€carrences and allowing,
in this way, the prediction of future symbols e tsequence

The simplest way of modeling is to use a pre-cated table of
probabilities of symbol occurrences [Deo03]. Thdtdyeis our symbol
occurrences knowledge the better we can predidutiiee characters.

We can use pre-calculated tables only if we knovacdy what we
compress. If we know that the input sequence itadian text, we can use
typical frequencies of character occurrences.

Otherwise, if we do not know the language of the,tand we use, for
instance , the pre-calculated table for the Italeamguage to a German text,
we will achieve much worse results, because thterdifice between the
input frequencies and the pre-calculated onesuallysbig.

Furthermore, the probability of symbol occurrendégers from text to text
depending from various parameters such as the i@utho

So a better way to build the model is not to asstmeemuch about the
sequence and realize the model from the encoddadopahe sequence.
During the decompression process, the decoder @it¢th its own model in
the same way.

This compression approach is called adaptive, lsec#ve model is built
only from past symbols and adapts itself to the@ats of the sequence. We
could not use the future symbols because they alenown to the
decompressor.

Other methods, usually static, build the model fttva whole sequence and
then use it. The decompressor has no knowledgeeohput sequence, and
the model has to be stored in the output sequéoce;The static approach
is usually avoided because requires much more ctatipa while is can be
proved that the adaptive way is equivalent.

Entropy coding

The second stage of the compression method isritiepy coding. The
entropy coding is based on a probability distribntof occurrences of the
symbols, which is prepared by the modeling stagd,then compress these
characters.

When we know the probability of occurrences of gveymbol from the
alphabet, but we do not know the current charatker,best solution is,
probably, to assign to each character a code gtheiiL92].
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1
(C.1) IngF =-log, p;

where p is the probability of occurrence of symbgl & we do so, the
expected code length of the current symbol is

k-1

(C.2) E=-) p og, p

i=0

The difference between these codes and the ondsfarseepresenting the

symbols in the initial sequence has a simple reabencodes have different
length, while such codes as ASCII or Unicode stdlesymbols using the

identical number of bits.

The expected code length of the current symbobigyreater than the code
length of this symbol. Replacing all charactersifrine input sequence with
codes of smaller length causes a reduction of ¢ked tength and this is

what gives us compression. Must be noted that &f mfodeling stage

produces wrong estimated probabilities, the seqgiean expand during the
compression.

For example let us assume that we have to comfiresSerman letter a for
which the expected probability is O (in Italian)sibg the rule of the best
code length (C.1) the coder would generate aniteflangth code.

Huffman coding

The formulas C.1 means that we usually shouldyassades of non integer
length to most symbols from the input sequence.

It is possible: in fact and this coding procedwses introduced by Huffman
[Huf52] in 1952.

Assuming that we have a table symbol occurrenceguéncies in the
encoded part of the sequence, we start buildingealty creating the leaves:

» Create one leaf for each symbol from the alphabet.

* Create a common parent for the two nodes withorémia and with
the smallest frequency.

» Assign to the new node a frequency being a surhefrequencies
of its sons.

» Repeat the last passage until there is only one wnatthout a parent.
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Figure C.1- Huffman tree for the sequence abracadah

This node will be the root of the tree. After threet building process we
create the code for a given symbol, starting frdra toot and moving
towards the leaf corresponding to the symbol, isignvith an empty code,
and whenever we go to a left son, we append Q tehénever we go to a
right son, we append 1. When we arrive to the linaf,code for the symbol
is ready.

This procedure is repeated for all symbols. Figtukillustrates an example
of the Huffman tree and the codes for symbols gitecessing a sequence
abracadabra(a very classic word used in compression examples)

While building the tree, if there are two nodeshwiite same frequency we
can choose any of them thus means that there are timan one possible
Huffman tree for our data.

Although the Huffman coding is simple, rebuildingettree after processing
each character is quite complicated. It was shownGhllager that its
maximum inefficiency, (the maximum difference beénethe expected
code length and the optimum) is bounded by:

2log, e _

(C.3) p,+log, P, + 0,086

where g is the probability of occurrence of the most frequsymbol.
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Usually the loss is smaller of the estimation ane tb the simplicity and
effectiveness of the compression, this algorithmoften used when
compression speed is important.

The Huffman coding was deeply studied during tharyeSome examples
were provided by Knuth [Kun85] and Cormack [CoH84here they show
methods of storing and maintaining the Huffman.tree
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AES
AIB
AODV
APL
APS
APS IB
APSDE

APSDE-SAP

APSME
ARP
ASDU
BLE

CAP

CCA

CFP

CID
CMOS
CSMA-CA

DLL
DOS
DSSS

Acronyms

Advanced Encryption Standard

APS Information Base (also APS IB)
Ad-hoc On-demand Distance Vector (routing)
Application (Layer)

APplication Support (layer or sub-layer)
APS Information Base (also AIB).

APS Data Entity

APS Data Entity Service Access Point

APS Management Entity

Address Resolution Protocol

APS Sublayer Data Unit

Battery Life Extention

Contention Access Period

Clear Channel Assessments

Contention Free Period

Cluster IDentity

Complementary Metal Oxide Semiconductor

Carrier
Avoidance

Data Link Layer
denial-of-service (attack)
Direct-sequence spread-spectrum
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EEG
EMP

FCC

FCS

FFD
FHSS
FRAM
GLONASS
GPS
GRAd
GTS

HAL
HVAC

IAQ

IETF

ISR

LLC

LQI

MAC
MEMS
MIC

MISO
MLME
MLME-SAP
MOSI

NIB

NIDS
NLME
NLME-SAP

NWK

Electroencephalography
Electromagnetic pulse

Federal Communications Commission
Frame Check Sequence

Full Function Device
Frequency-hopping spread spectrum
Ferroelectric Non-volatile RAM
Global Navigation Satellite System
Global Positioning System

Gradient routing

Guaranteed Time Slots

Hardware Abstraction Layer
Heating, Ventilation and Air Conditioning
Indoor Air Quality

Internet Engineering Task Force
Interrupt Service Routine

logical link control (layer)

Link Quality Indication

Medium Access Control (layer)
Microelectronechanical Systems
Message Integrity Code

Master Out Slave In (data line)

MAC Layer Management Entity

MAC Layer Management Entity Service Access Point

Master In Slave Out (data line)
Network Layer Information Base
Network Intrusion Detection System
Network Layer Management Entity

Network Layer Management Entity Service Access

Point
network (layer)
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oDV
oSl
PAN
PD
PD-SAP
PHI
QOS
RDT
RFD
RIP
RKE
RREP
RREQ
RSSI
RT
scL
Ss
SSP
VCP
WLAN
WPAN
WSN
ZDO
ZDP

On-demand Distance Vector
Open Systems Interconnection
Personal Area Network

PHY Data

PHY Data Service Access Point
Physical (layer)

Quality of Service

Route Discovery Table

Reduced Function Device
Routing Information Protocol
Remote Keyless Entry

Route REPly

Route REQuest

Received Signal Strength Indication
Route Table

Serial Clock (line)

Slave Select (also called !SS)
Security Services Provider
Virtual Com Port (driver USB-to-Com)
Wireless Local Area Network
Wireless Personal Area Network
Wireless Sensor Network
ZigBee device object

ZigBee device profile
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