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ABSTRACT
We extend the range of validity of the artis 3D radiative transfer code up to hundreds of
days after explosion, when Type Ia supernovae are in their nebular phase. To achieve this,
we add a non-local thermodynamic equilibrium (non-LTE) population and ionisation solver,
a new multi-frequency radiation field model, and a new atomic dataset with forbidden transi-
tions. We treat collisions with non-thermal leptons resulting from nuclear decays to account
for their contribution to excitation, ionisation, and heating. We validate our method with a
variety of tests including comparing our synthetic nebular spectra for the well-known one-
dimensional W7 model with the results of other studies. As an illustrative application of the
code, we present synthetic nebular spectra for the detonation of a sub-Chandrasekhar white
dwarf in which the possible effects of gravitational settling of 22Ne prior to explosion have
been explored. Specifically, we compare synthetic nebular spectra for a 1.06 M� white dwarf
model obtained when 5.5 Gyr of very-efficient settling is assumed to a similar model without
settling. We find that this degree of 22Ne settling has only a modest effect on the resulting neb-
ular spectra due to increased 58Ni abundance. Due to the high ionisation in sub-Chandrasekhar
models, the nebular [Ni ii] emission remains negligible, while the [Ni iii] line strengths are in-
creased and the overall ionisation balance is slightly lowered in the model with 22Ne settling.
In common with previous studies of sub-Chandrasekhar models at nebular epochs, these mod-
els overproduce [Fe iii] emission relative to [Fe ii] in comparison to observations of normal
Type Ia supernovae.

Key words: radiative transfer – supernovae: general – white dwarfs – line: formation – atomic
processes – methods: numerical

1 INTRODUCTION

Type Ia supernovae (hereafter SNe Ia) have proven extremely valu-
able for cosmology as standardisable candles that enable measure-
ment of the expansion history of the Universe (Perlmutter et al.
1999; Riess et al. 1998). SNe Ia are also a major source of Fe-group
elements that are a crucial ingredient for galactic chemical evolu-
tion (Nomoto et al. 1984; Matteucci & Greggio 1986). The broad
consensus is that SNe Ia involve the thermonuclear destruction of

? Email: l.shingles@qub.ac.uk

an electron-degenerate white dwarf (WD; Hoyle & Fowler 1960;
Bloom et al. 2012), with their extremely high peak brightness and
subsequent decline powered by the radioactive decay of 56Ni pro-
duced in the explosion (Arnett 1979). However, despite decades of
observational and theoretical studies (for a review, see e.g. Hille-
brandt et al. 2013), even the most typical SN Ia events are still
poorly understood at a fundamental level, with no conclusive de-
termination of either the progenitor systems nor the mechanism by
which they explode. A recent review of explosion models is given
by Livio & Mazzali (2018).

A natural candidate for triggering the ignition is for the WD to
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2 Shingles et al.

approach the Chandrasekhar mass (Mch) limit by accretion from a
companion star. A near-Mch C-O WD that undergoes a pure det-
onation would result in a composition of mostly Fe-group ele-
ments (Arnett 1969; Hansen & Wheeler 1969), which would fail
to explain the observed lines of intermediate-mass elements such
as silicon and sulphur in SN Ia spectra. Alternatively, a deflagra-
tion, which proceeds sub-sonically, would allow the stellar ma-
terial to expand ahead of the flame front and reduce the densi-
ties at which the burning takes place. Although pure-deflagration
models produce intermediate-mass elements, self-consistent three-
dimensional models (e.g., Fink et al. 2014) fail to match the spec-
tral features and high luminosities observed in normal SNe Ia.
The limitations of these two extremes have motivated Mch models
with a delayed detonation: a detonation that is preceded by a pre-
expansion phase due to subsonic deflagration burning (Khokhlov
1991). For recent multi-D realisations of this model see e.g., Kasen
et al. (2009) and Seitenzahl et al. (2013).

Another way for nuclear burning to take place at lower densi-
ties is for the detonation to occur in a WD with a mass below the
Chandrasekhar mass limit (a sub-Mch explosion). Finding a trig-
ger for the explosion has proved challenging, although a promising
explanation is that accretion from a companion triggers a surface
detonation in a thin He-shell, which then leads to a second detona-
tion of the C-O core (the double-detonation scenario; Livne 1990;
Livne & Glasner 1990).

One difficulty in determining the progenitor systems and ex-
plosion mechanisms of SNe Ia is that a variety of distinct scenarios
lead to very similar predictions for the observable light curves and
spectra. For example, Röpke et al. (2012) compared observations
of the well-studied SN2011fe with two different explosion mod-
els, the N100 DDT (deflagration-to-detonation transition) model by
Seitenzahl et al. (2013) and a model of a violent merger between
1.1 M� and 0.9 M�WDs (Pakmor et al. 2012). For at least the first
30 days, the light curves and spectra calculated for the two explo-
sion scenarios both produced a reasonable fit to the observations,
with neither being clearly excluded or favoured by the data.

A promising resolution to the degeneracy between scenarios
is to observe supernovae at very late times, when they have reached
their nebular phase and become optically thin at most wavelengths.
In SNe Ia, the transition to a nebular phase occurs around several
tens of days after explosion, after which photons emitted by the gas
typically escape rather than being reabsorbed by the ejecta. Under
these conditions, excitation by both radiative and collisional pro-
cesses are slow, and only lowest-energy states have significant pop-
ulations. The spectra of nebular-phase SNe Ia are therefore domi-
nated by forbidden line emission from the lowest-lying metastable
states of Fe, Co, and Ni (Spyromilio et al. 1992).

A consequence of the direct relationship between velocity
and radius under homologous expansion is that nebular emission
lines and their Doppler shifts reveal the distribution of emitting
gas throughout the entire ejecta (for a review, see Jerkstrand 2017).
This includes the inner core where ignition has taken place and for
which some simulations predict an asymmetric three-dimensional
structure, dependent on the degree of mixing that has taken place
following ignition and prior to the homologous expansion phase.
For example, detections of double-peaked line profiles of Fe and Co
in nebular-phase spectra have been claimed (Dong et al. 2015), sug-
gesting that explosions result in bimodally-structured ejecta (see
also Mazzali et al. 2018).

The first models of the SN Ia nebular phase were the one-zone
models of Axelrod (1980), who applied a simplified treatment of
gamma-ray absorption and a high-energy limit approximation to

non-thermal ionisation and heating processes. Since the work of
Axelrod (1980), SNe Ia nebular studies have advanced to multi-
zone models with more detailed treatment of gamma-ray trans-
fer, radiative processes, and non-thermal physics (Ruiz-Lapuente &
Lucy 1992; Liu et al. 1997; Mazzali et al. 2001; Höflich et al. 2004;
Kozma et al. 2005; Li et al. 2012; Botyánszki & Kasen 2017). Such
studies have demonstrated the power of nebular phase observations
to constrain key properties of the inner ejecta and test the accuracy
with which different explosion scenarios can reproduce composi-
tion, ionisation and thermal profiles consistent with observations.

However, despite the effectiveness of late-time spectra in con-
straining the composition and geometry of the inner ejecta, full
three-dimensional radiative transfer simulations for state-of-the-art
SNe Ia explosion models in the nebular phase are rare in the litera-
ture: many existing studies that depart from spherical symmetry are
based on simplified toy geometries (e.g., Maeda et al. 2010) or su-
perposition of 1D models (e.g., Mazzali et al. 2018) and/or assume
optically-thin emission (e.g., Botyánszki et al. 2018).

Our aim is therefore to develop and present numerical spec-
trum synthesis for sets of modern, multi-D explosion simulations
in order that they can be used to constrain explosion theories. Ac-
cordingly, in this paper, we present extensions to the 3D Monte
Carlo radiative transfer code artis in order to extend its validity to
the modelling of the nebular phase.

2 NUMERICAL METHOD

We model radiative transfer in SNe Ia using the artis code de-
scribed by Sim (2007) and Kromer & Sim (2009) (see also Lucy
2005, for a description of the method). artis is a three-dimensional
Monte Carlo radiative transfer code that uses indivisible energy
packets (Lucy 2002). The code has been extended to trace polarisa-
tion by Bulla et al. (2015). Here, we describe further developments
to the code to extend its validity into the nebular epoch.

The artis code solves for the plasma conditions at each time-
step by neglecting time-dependent terms and assuming that the
plasma is in statistical, thermal, and ionisation equilibrium. These
conditions imply equilibrium level populations (as rates into and
out of each level are balanced), equilibrium electron temperature
(as heating is balanced by cooling, provided a solution falls within
the allowed temperature range), and equilibrium ionisation balance
(as recombination is balanced by ionisation), respectively.

The steady-state assumption has been shown to remain valid
for supernovae well into the nebular phase to very late times
after the explosion. In the Type II supernova SN1987A, Frans-
son & Kozma (1993) detected a freeze-out of the ionisation state
due to slowing of ionisation and recombination at around ∼ 800
days. More relevant for our study of SNe Ia are the radiative
transfer models of SN2011fe by Fransson & Jerkstrand (2015).
Their comparison between a steady-state model and one in which
time-dependent effects have been included show that the time-
dependency starts to become important at around ∼ 700 days after
explosion. With these results as a guide, we limit our use of the ar-
tis code to times earlier than ∼ 700 days at which the steady-state
assumption is a reasonable approximation.

2.1 New atomic dataset

Prior calculations with artis have used the ‘big_gf-4’ atomic
dataset described by Kromer & Sim (2009), with transition line data
from Kurucz & Bell (1995) and Kurucz (2006). This earlier atomic
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dataset did not include sufficiently complete data (such as electron
collision and radiative transition rates) to accurately treat forbidden
transitions. However, the nebular spectra of SNe Ia are dominated
by forbidden lines, and therefore we have adopted a new atomic
dataset for use in the studies presented here.

Our dataset is based on the atomic data compilation of cmf-
gen1 (Hillier 1990; Hillier & Miller 1998), with some modifications
described below. Our standard models in this work include C i-iv,
O i-iv, Ne i-iii, Mg i-ii, Si i-iv, S i-iv, Ar i-iv, Ca i-iv, Fe i-v, Co ii-iv,
and Ni ii-v.

Energy levels in the cmfgen compilation are generally sourced
from Kurucz & Bell (1995), Kurucz (2006), and the NIST Atomic
Spectra Database2. The photoionisation cross sections are sourced
from the Opacity Project (Seaton 1987) and the Fe project (Hum-
mer et al. 1993), which is also a source of electron collisional data.
Forbidden line data is sourced from Quinet & Le Dourneuf (1996)
for Ni ii, Garstang (1958) for Ni iii, Quinet et al. (1996) for Fe ii,
and Quinet (1996) for Fe iii.

Our photoionisation cross sections are scaled such that the to-
tal recombination rate of each ion when LTE level populations at
6000 K are assumed exactly matches the tabulated recombination
rates of Nahar (Nahar et al. 1997; Nahar & Pradhan 1994; Nahar
1996, 1997; Nahar et al. 1998; Nahar & Bautista 2001) for Fe and
Ni2+, and CHIANTI (Dere et al. 1997; Del Zanna et al. 2015) for all
other elements/ions. The recombination rate coefficients of the in-
dividual levels (derived from the photoionisation cross sections by
the Milne relation) are then applied to the specific non-LTE popula-
tions during the simulation. The use of non-LTE populations has a
very small effect on the ion-recombination rates, since recombina-
tion typically proceeds from states in the ground multiplet, which
remain close to their LTE populations. The CHIANTI recombina-
tion rates for Co ions are obtained by adding fits to the radiative rate
from Landini & Fossi (1991) to a fitted dielectronic recombination
rate from Mazzotta et al. (1998).

In addition to the cmfgen database, we use updated collision
strengths for Co+ from Storey et al. (2016), and Co+ photoionisa-
tion cross sections, Co2+ energy levels and bound-bound transition
rates from Tyndall et al. (2016).

To calculate bound-bound collisional transition rates, we ap-
ply effective collision strengths for the typical electron temperature
(∼ 6 × 103 K) where this data is available (e.g., Co+ and most
ions in the cmfgen compilation including Fe0+–Fe3+). For colli-
sion strengths that are specified only between LS terms without
J-splitting (such as Ni2+ data by Watts & Burke 1999), we ap-
ply the collisional strength to each relevant pair of J-specific lev-
els with a factor accounting for the fraction of statistical weight
in the J-specific upper level relative to the total statistical weight
of the upper term. Collisional rates for radiatively-permitted tran-
sitions without effective collision strengths are estimated with the
van Regemorter (1962) approximation. For forbidden transitions
without collision strengths in the database, we adopt an effective
collision strength of Υ jk = 0.01g jgk where g j and gk are the sta-
tistical weights of the lower and upper levels (similar to Axelrod
1980). Despite these improvements, it should be noted that the ac-
curacy of high-quality simulations is limited by the quality of the
atomic data. In particular, more-complete sets of collision strengths

1 Available at http://kookaburra.phyast.pitt.edu/hillier/web/
CMFGEN.htm
2 Available at http://physics.nist.gov/asd

(e.g., for Fe3+ and higher, and Co) and improvements to the pho-
toionisation cross sections are priorities for future work.

2.2 Radiation field and photoionisation estimators

To calculate the rates of radiative excitation, photoionisation, and
bound-free heating, the most accurate technique is to directly count
the contribution along every Monte Carlo packet flight path. How-
ever, this requires storing a rate estimator for each atomic process in
every grid cell (or alternatively, storing the full history of all pack-
ets), which does not easily scale to the large grid sizes of 3D mod-
els. Consequently, we prioritise accurate treatment of photoionisa-
tion, and currently adopt a radiation field model for other atomic
processes (see below).

2.2.1 Photoionisation estimators

We use the full packet trajectories to obtain estimators for all pho-
toionisation transitions (using equation 44 of Lucy 2003). This pro-
vides detailed level by level photoionisation rate coefficients, which
are then used in our NLTE solution (Section 2.3).

2.2.2 Bound-bound and heating estimators

To estimate rate coefficients for bound-bound process (as required
for our NLTE solution – see Section 2.3) and radiative heating rates,
we construct a radiation field model in each grid cell.

In prior versions of the artis code, the radiation field in each
grid cell is modelled as a dilute blackbody described by two param-
eters: the radiation temperature TR and the dilution factor W, by
which the radiation field has been weakened relative to the Planck
function. The radiation temperature is chosen such that the mean
frequency of the Planck function is equal to the energy-weighted
mean frequency of the propagating packets (Mazzali & Lucy 1993,
also used by Long & Knigge 2002). The dilution factor is then
used to scale the blackbody field to the required energy density.
The mean intensity and frequency moments are obtained from esti-
mators calculated with the packet trajectory summation technique
described by Lucy (1999).

In the nebular epoch, however, the radiation field within the
SN Ia ejecta will deviate substantially from a blackbody, and so
we require a more detailed treatment of the radiation field. To
achieve this with reasonable memory requirements, we accumulate
the mean intensity J and the moment νJν estimators independently
within each of a set of frequency bands. Specifically, for each seg-
ment of a packet trajectory, we calculate a contribution to the Ji

and νJi estimators of frequency band i that contains the packet’s
co-moving frequency ν, i.e.,

∆Ji =
∆r nhν
∆V∆t

(1)

∆(νJi) = ν∆Ji, (2)

where ∆r is the distance travelled by a packet representing n pho-
tons with co-moving frequency ν during the time ∆t in a grid cell
with a volume of ∆V . The ratio of νJν to Jν gives the intensity-
weighted mean photon frequency (ν̄) for the frequency band. We
then assign to the band a radiation temperature, TR,i, obtained by
iteratively searching for a temperature in the range 500 to 250,000
K such that the windowed Planck function has the closest matching
ν̄ to the estimator value. A dilution factor Wi is then calculated to
scale the intensity of the windowed Planck function to the estimator

MNRAS 000, 1–15 (2019)
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value. A similar binning approach was adopted by the Monte Carlo
code of Higginbottom et al. (2013).

In this work, we fit dilute blackbody functions to 255 bins
from 1085 to 40,000 Å. 1085 Å has been chosen to ensure that
recombination to the highest metastable level of Fe+ has a threshold
frequency outside the bins. Short-ward of 1085 Å (where packet
statistics are limited and opacities are relatively high), we adopt
the local electron temperature for the radiation field but impose a
scaling factor to enforce energy conservation.

With the radiation field model obtained in this way, we can
then estimate bound-bound radiative rates using equation 10 of
Lucy (2003) with the blue-wing mean intensity estimated from
the appropriate bin of the radiation field model. This approach is
clearly less accurate that using detailed line-by-line estimators (i.e.
equation 46 of Lucy 2003) however it is substantially less demand-
ing of memory requirements and, as discussed by (Kerzendorf &
Sim 2014, see their fig 14), adopting mean intensities from a radi-
ation field model will often provide a good estimate. We also use
the radiation field model to determine bound-free heating rates for
use in our calculation but we note that heating via non-thermal de-
position is always dominant in the calculations we discuss here.

2.3 Non-LTE ionisation and population solver

We calculate the ionisation balance and level populations by solv-
ing the equations of statistical equilibrium for each grid cell and
time-step. For each element, we solve for the populations of all
non-local thermodynamic equilibrium (NLTE) energy levels of
all included ionisation stages simultaneously. The simultaneous
whole-element solution enables the easy implementation of mul-
tiple ionisations from the non-thermal solver (Section 2.4).

In matrix form, the statistical balance equations are written

∑
j,k

n jR j→k − nk

∑
j,k

Rk→ j

 = 0 (3)

for each pair of levels j and k, where n j and nk are the populations
of level j and k, and R j→k is the total rate per population of all
processes that remove population from level j and add it to level k.

Treating all levels of all ions in NLTE has a large memory and
computational cost, so we restrict the number of levels treated in
full NLTE. With the first l levels treated in full NLTE, we combine
the population of the levels l + 1 . . . lmax into a ‘super-level’ (Ander-
son 1989). While the super-level is treated as an additional NLTE
level that can vary in population, the ratios between the populations
of the levels that comprise it are calculated with the assumption that
these levels are in Boltzmann equilibrium with each other at the
electron temperature. For most ions, we treat the first 80 levels in
NLTE, but increase this to 197 NLTE levels for Fe+ to ensure cov-
erage of all metastable levels (those with no permitted transitions
to the ground state).

The processes contributing to the rate equation include excita-
tion and de-excitation by radiation and collisions with thermal and
non-thermal electrons. We also include radiative and collisional re-
combination, and ionisation via photoionisation and collisions with
both thermal and non-thermal electrons. The resulting matrix equa-
tion is numerically solved with the gsl_linalg_LU_solve function of
the GNU Scientific Library3 (Gough 2009).

3 Available at http://www.gnu.org/software/gsl/

2.4 Treatment of non-thermal energy deposition

The majority of the emission from SNe Ia is powered by energy in-
jection from nuclear decays (Colgate & McKee 1969). The decays
of 56Ni, 56Co, and 48V produce γ-rays, which deposit energy into
the plasma via Compton scattering with free and bound electrons.
A fraction of these decays also produce positrons, which deposit
their energy locally (Axelrod 1980) and we assume that the positron
deposition takes place within the same grid cell as the decaying nu-
clei. We also assume that all deposited energy is injected uniformly
at a constant rate within each grid cell during each time-step.

We calculate the total (high-energy) deposition rate density
in a grid cell by adding the estimated absorption rate of γ-ray
packets to the positron contributions from the decays of 56Co and
48V. Using the Bateman equation for the radioactive decay chain
56Ni

τ=8d
−−−→ 56Co

τ=113d
−−−−−→ 56Fe, the number density of 56Co nuclei is

nCo56(t) =
λNi56

λCo56 − λNi56

(
e−λCo56t − e−λNi56t

) ρ(t)X0,Ni56

MNi56
, (4)

where λNi56 and λCo56 are inverse mean-lifetimes (τ−1) of 56Ni and
56Co, ρ(t) is the mass density at time t, X0,Ni56 is the initial mass
fraction of 56Ni in the cell, and MNi56 is the mass of a 56Ni nu-
cleus. The number of 56Co decays per unit time, per unit volume
is obtained by multiplying Equation (4) by λCo56. While 81% of
56Co decays proceed via electron capture, the remaining 19% pro-
ceed via emission of a positron with an energy in the range 0–1.459
MeV, and a mean energy of 610 keV. Hence, the energy deposited
per unit time, per unit volume due to positrons emitted in 56Co de-
cays is given by

De+ ,Co56 = 0.19 · 610 keV · λCo56 nCo56. (5)

Similarly for the decay of 48V, which proceeds 49% of the time
with the emission of positrons having a mean energy of 290 keV,

De+ ,V48 = 0.49 · 290 keV · λV48 nV48. (6)

The total energy deposition rate then is the sum of positron and
gamma-ray deposition components,

Dtot = Dγ + De+ ,Co56 + De+ ,V48, (7)

where Dγ is rate of deposition due to gamma ray absorption.
At the low densities of SN Ia ejecta several hundred days after

explosion, the high-energy electrons and positrons resulting from
the energy deposition are not effectively thermalised, leading to a
population of high-energy leptons with a non-thermal distribution
of energies. As the high-energy particles slow down and secondary
electrons are produced by ionisations, the resulting electron energy
spectrum contributes a high-energy tail to the Maxwellian distri-
bution of the thermal electrons. These non-thermal particles con-
tribute to the ionisation and excitation of ions, and heating of the
thermal electrons.

To treat the energy deposition as merely a heating source for
the thermal pool of electrons (which is a good approximation at
early times) is inadequate for the nebular phase, during which the
ionisation balance is largely controlled by collisions between ions
and non-thermal electrons (Kozma & Fransson 1992). We therefore
require a treatment of the ionisation and heating caused by non-
thermal electrons.

We use a detailed treatment to account for the contributions
to heating, excitation, and ionisation from non-thermal electrons
by first calculating the non-thermal energy distribution using the
Spencer-Fano equation (Spencer & Fano 1954) as explained below.

MNRAS 000, 1–15 (2019)
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2.5 The non-thermal degradation equation

The Spencer-Fano equation is a specific case of the Boltzmann
equation that balances the number of electrons entering and leav-
ing each energy interval. Inside supernova ejecta, the sources and
sinks are the energy injected by γ-rays and positrons, excitation and
ionisation of ions, and Coulomb scattering with thermal electrons.

The calculated deposition rate from Equation 7 is used to scale
a source function (S (E), where E is the energy) with a top-hat pro-
file across the narrow range of energies (∼15.5–16 keV). The par-
ticular energy at which we apply the non-thermal deposition does
not alter the solution significantly, provided it is high enough for
the ionisation rates to converge. Our testing found that the ioni-
sation rates of Fe ions converged to a tolerance of about 10% by
increasing the injection energy above 16 keV.

We numerically solve an integral form of the Spencer-Fano
equation similar to Kozma & Fransson (1992) but with an addi-
tional term to account for Auger electrons released from ionisations
of inner-shells,∑

j

n j

∑
k

∫ E+E j→k

E
y(E′)σexc, j→k(E′)dE′ + y(E)Le(E)

+
∑

i

Ni

∑
m

∫ Emax

E
y(E′)

∫ (E′+E)/2

E′−E
σion,m(E′, ε)dεdE′

=
∑

i

Ni

∑
m

∫ Emax

2E+Im

y(E′)
∫ (E′+Im)/2

E+Im

σion,m(E′, ε)dεdE′

+
∑

i

Ni

∑
m

∫ Emax

E
δ(E′ − ĒAuger,m)dE′

∫ Emax

E
y(E′)σion,m(E′)dE′

+

∫ Emax

E
S (E′)dE′,

(8)

where summation runs over ions (i), energy levels ( j and k), and
electron shells (m), n j is the population density of level j, E j→k and
σexc, j→k are the energy difference and cross section of the excitation
transition from level j to k, Ni is the population density of ion i,
σion,m, and Im are the impact ionisation cross section and ionisation
potential of electron shell m, Le is the loss function for Coulomb
interactions with thermal electrons (which we calculate identically
to Kozma & Fransson 1992), and Emax is the maximum energy up
to which the solution is defined. The solution to Equation (8) is the
energy degradation function y(E) = df/dE, where f is the electron
number flux. Thus, y is a distribution function for the flux of non-
thermal particles.

Similar to Li et al. (2012), we use the electron-impact ionisa-
tion cross section (Qion,m) fitting formula of Younger (1981), with
data from Arnaud & Rothenflug (1985) and Arnaud & Raymond
(1992). To obtain the differential cross sections, we estimate the
energy distribution of ejected electrons with the formula of Opal
et al. (1971),

P(Ep, Es) =
1

J arctan[(Ep − Im)/2Jm]
1

1 + (Es/Jm)2 , (9)

where Im is the ionisation potential of shell m, Ep and Es are the
energies of the primary and secondary electrons, and Jm is a fitting
parameter that acts as a cut-off energy for secondary electrons. Fol-
lowing Kozma & Fransson (1992), we use Jm = 24.2 eV for Ne i,
and Jm = 10.0 eV for Ar i, as measured by Opal et al. (1971) and
Jm = 0.6Im for all other ions. The differential cross section is then

σion,m(E, ε) = Qion,m(E)P(E, ε − Ii), (10)

where σion,m is the total cross section, and ε is the kinetic energy of
the secondary electron.

We have implemented the capability to include excitation of
bound electrons by non-thermal collisions for a subset of the per-
mitted lines, making use of the van Regemorter (1962) approxima-
tion with a Gaunt factor estimated from the first two terms of the
fitting formula given in Equation 5 of Mewe (1972). However, this
part of the simulation is particularly computationally demanding,
and consequently this part of the implementation is not used in the
initial simulations presented here.

The solution to Equation (8) at energy E only depends on
quantities evaluated at energies between E and Emax. This means
that when we discretise the integrals, the resulting set of linear
equations forms an upper-triangular matrix that is easily solved on
a computer. The solution vector then contains the electron degrada-
tion spectrum y evaluated on our grid of energy points.

2.6 Non-thermal ionisation rates

With a known electron degradation spectrum, the fraction of de-
position energy going into ionisation of electron shell s of ion i is
obtained from

ηs =
NiIs

Einit

∫ Emax

Is

σs(E)y(E) dE, (11)

where Is and σs are the ionisation potential and impact ionisation
cross sections of shell s. Similarly, the non-thermal ionisation rate
of ion i is given by

ΓiNi =
Niεdep

Einit

∑
s

∫ Emax

Is

σs(E)y(E) dE. (12)

When a non-thermal electron impact frees an electron from
an inner shell, the relaxation of the resulting ion can eject further
bound electrons (the Auger effect). In our standard artis models,
we use the probabilities of ejecting one or two Auger electrons
given by Kaastra & Mewe (1993) to calculate rates of double-
and triple-ionisation in the non-LTE population/ionisation solver4.
Note, however, that we do not currently follow the photons pro-
duced in the refilling of inner shells, but we do include an extra term
in our form of the Spencer-Fano equation to allow Auger electrons
to contribute to heating, ionisation, and excitation.

3 VERIFICATION OF METHOD

In this section, we present the results of several calculations made
to test and demonstrate the newly implemented code features. We
first show the results of an idealised test of the non-thermal solver
(Section 3.1) in which only a single element is included. We then
(Section 3.2) present and discuss a full spectrum synthesis calcula-
tion for the well-known W7 model (Nomoto et al. 1984; Iwamoto
et al. 1999).

3.1 Non-thermal solver

To verify our implementation of the Spencer-Fano solver, we cal-
culate the electron degradation function for a pure-O plasma with

4 I.e., in the solver, the ionisation rate is used to connect the target ion to the
ground states of the species with one degree higher ionisation (rate propor-
tional to probability of no Auger electron), two degrees higher (proportional
to rate for one Auger electron, etc.)
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Figure 1. Electron degradation function, y for a pure-O plasma using artis
(black). With the same thermal electron density (108 cm−3) and ionisation
fraction (10−2), and a similar source function (spread across 2.9-3.0 keV),
the artis result is similar to Kozma & Fransson (1992). The red line has
been digitised from figure 1 of Kozma & Fransson (1992).

the same ionisation fraction (0.01) and free electron density (108

cm−3) as Kozma & Fransson (1992). The degradation function is
shown in Figure 1, with a digitised version of the degradation func-
tion in figure 1 of Kozma & Fransson (1992) for comparison. We
find close agreement, with a small difference that is likely due to
differences in the chosen source function, i.e. the distribution of
energies at which we inject the non-thermal energy.

3.2 W7 calculation

To more fully test the nebular phase capabilities of the code, we
have carried out test calculations for the nebular spectrum at 330
days (post explosion) for the W7 model of Nomoto et al. (1984)
with the nucleosynthesis of Iwamoto et al. (1999). The W7 model is
derived from a 1D simulation of the deflagration of a Mch C-O WD
with the deflagration speed having been chosen to yield an over-
all good level of agreement with the known properties of normal
SNe Ia. We adopt this model for our tests since it is well known in
the literature and has been widely used in previous studies (Ruiz-
Lapuente et al. 1995; Liu et al. 1997; Sollerman et al. 2004). In
particular, adopting this model (and epoch) allows us to directly
compare with the existing nebular phase spectrum synthesis cal-
culations made with the sumo code (see Section 3.2.4). It should
be noted, however, that this version of the W7 model is not fully
representative of modern Chandrasekhar mass models. For exam-
ple, revisions to the nucleosynthesis yield calculations (Leung &
Nomoto 2017; Nomoto & Leung 2018) involve significant updates
for some of the isotopes relevant to the nebular phase. More impor-
tantly, the 1D symmetry of the model is not well-justified based on
modern multi-dimensional explosion simulations (e.g., Seitenzahl
et al. 2013; Sim et al. 2013). We will address these questions in
subsequent studies in which modern multi-dimensional explosion
simulations will be used.

3.2.1 Ionisation and thermal structure

The structure of the inner ejecta is of primary relevance to under-
standing late-phase supernova spectra (the outer ejecta having ex-
panded sufficiently to be optically thin in most places). The inner
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Figure 2. Composition immediately after explosion (top panel), and at 330
days: the electron temperature (Te) and radiation temperature (TR) (second
panel), Fe ion balance (third panel), Co io balance (fourth panel), and Ni
ion balance (bottom panel) as a function of velocity for the inner ejecta of
the artisW7 model. By this time, most of the initial 56Ni will have decayed
into 56Co and 56Fe.
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part of the W7 model includes a core of stable Ni isotopes and Fe
(produced by electron capture during the explosion), which is sur-
rounded by a 56Ni-rich region. This composition profile is shown
in the top panel of Figure 2.

In our calculation (epoch of 330 days post explosion), we find
that the core of stable material is at low temperature (∼ 3000 K)
and is mostly singly-ionised (temperature and ionisation fractions
are shown in Figure 2). The temperature and ionisation then rise
rapidly through the (initially) 56Ni-rich region leading to a peak of
∼ 9000 K and predominantly two-to-three times ionised material in
the ejecta around ∼ 8000 km s−1. This thermal/ionisation structure
is in generally good (albeit imperfect) agreement to that calculated
for the W7 model by Liu et al. (1997) (see their figure 1, which
shows ejecta properties for an epoch of 300 days). One difference
is that our Fe+ abundance fraction becomes very low (below 10−2)
in the 56Ni-rich region between 6000 to 9000 kms−1, due to the high
photoionisation rate in these zones.

3.2.2 Non-LTE populations

A key improvement in the new version of artis used here is the
implementation of our NLTE population solver. As one example of
the importance of the strength of non-LTE effects, Figure 3 shows
the calculated departure coefficients of the first 17 levels of Ni ii
in one of the 58Ni-rich model cells (selected at 4000 km s−1) of our
W7 calculation (at 330 days post explosion). This demonstrates that
the populations of excited states that are responsible for observable
emission features in SNe Ia spectra can be expected to depart sig-
nificantly from LTE (Axelrod 1980).

As a test of our NLTE populations, we compared our de-
parture coefficients to those calculated with a collisional-radiative
model, which assumes statistical equilibrium between thermal elec-
tron collisions and radiative decays. Specifically, we utilised the
CHIANTI atomic database and analysis package (Dere et al. 1997;
Del Zanna et al. 2015) to compute departure coefficients adopting
the electron temperature and free electron density obtained from
artis. Although this is a substantial simplification compared to the
full treatment in the code, the relatively high electron temperature
(Te = 7940.1 K) and low radiation field intensity obtained in this
region of the model at this time means that the populations of the
first few levels are primarily controlled by thermal electron colli-
sions and spontaneous radiative decay. The CHIANTI model in-
cludes only 17 levels, which causes the departure coefficients to di-
verge from our model from around level 9 and above. These levels
are significantly populated by radiative decays from higher levels
that are not included in CHIANTI. As shown in Figure 3, the level
of agreement is generally good (typically a few tens per cent, or
better).

3.2.3 Radiation field consistency check

Figure 4 shows the internal radiation field reconstructed from our
Monte Carlo estimators (see Section 2.2) for an (initially) 56Ni-rich
zone at 7000 km/s in the W7 model at 330 days. For comparison,
Figure 4 also shows a single dilute blackbody model for the full-
spectrum and the external radiation field (i.e. emergent simulation
spectrum) scaled to the radius of the cell. The internal radiation
field has a similar spectral energy distribution to the emergent ra-
diation field (aside from a Doppler shift, see Figure 5), as would
be expected for the approximately optically-thin conditions of the
nebular phase. Clearly, the radiation field model represents an im-

provement compared to the full-spectrum dilute blackbody model
in previous artis simulations.

3.2.4 W7 nebular spectrum comparison

In Figure 6 we show the computed spectrum in the optical and near-
infrared (near-IR) regions for our artisW7 calculation at 330 days
with colour coding to illustrate the ions responsible for the emis-
sion. Specifically, each of our Monte Carlo quanta is tagged by
their last interaction with the thermal pool (i.e. their last k-packet
interaction in the nomenclature of Lucy 2002). This gives an in-
dication of the contributions of the different ions to the cooling of
the ejecta. Note, however, that some packets do undergo fluores-
cence/scattering by other ions prior to escape from the simulation,
which is not captured by this simple tagging scheme.

In agreement with previous studies of nebular spectra for
SNe Ia (Axelrod 1980; Ruiz-Lapuente & Lucy 1992; Liu et al.
1997) the strongest peak of the spectrum is formed mostly by
[Fe iii] λλ4658, 4701 emission, with contributions from other tran-
sitions between the states in the low-lying 3F2 term and 5D ground
term. Much of the rest of the spectrum in the optical is due to [Ni ii]
and [Ni iii], and the near-IR is dominated by [Fe ii], with several
strong contributions from [Ni ii]. Strong features of [Ni ii] in par-
ticular are the λλ7378, 7412 doublet (3p63d8(3F)4s 2F7/2 → 3p63d9

2D5/2 and 3p63d8(3F)4s 2F5/2 → 3p63d9 2D3/2) in the optical and
[Ni ii] (3d8(3F)4s 2F7/2 → 3d8(3F)4s 4F9/2) at 1.939 µm in the near
IR. As has been previously noted, the W7 model predicts relatively
strong [Ni ii] compared to observations (see e.g., Liu et al. 1997),
and we also find similarly strong features to Liu et al. (1997), Ruiz-
Lapuente et al. (1995), Sollerman et al. (2004), Maeda et al. (2010),
Maurer et al. (2011), Mazzali et al. (2011), and Fransson & Jerk-
strand (2015).

The lateness of the epoch considered here means that Co emis-
sion is comparatively weak, and we do not find significant influ-
ence from other elements across most of the spectral region consid-
ered: the most notable contribution is from S iii between 9000 and
10000 Å. This feature is due to emission from the [S iii] λλ9069,
9530 lines (3s23p2 1D2 →

3P1,2).
In Figure 5 we compare our optical spectrum for the W7

model at 330 days after explosion with the spectrum of Fransson
& Jerkstrand (2015)5, which has been calculated using the sumo ra-
diative transfer code described by Jerkstrand et al. (2011) with up-
dates described by Jerkstrand et al. (2015). We note that the sumo
spectrum of W7 at 330 days is generally similar to the spectra pro-
duced by the Mazzali et al. (2001) and nero codes (figures 5 and
6 of Maurer et al. 2011). In general, the spectra from the artis and
sumo calculations are extremely similar. However, there are several
minor quantitative differences which may be related to differences
in approach.

The sumo calculation includes neutral species and ions up to
doubly-ionised for Fe, Co and Ni, but does not consider higher ions
(i.e. Fe3+ and above). In contrast, our calculation neglects neutral
Co and Ni but includes the triply-ionised species for all three of
these elements. sumo includes several hundred non-LTE levels for
Fe-group elements, while we use 80 for most ions, and 197 for
Fe+. Another difference is that the sumo calculation substitutes the
valence-shell potential for the inner-shell potential when calculat-
ing the ionisation rates (Equation 12) as a way of compensating

5 Available at https://star.pst.qub.ac.uk/webdav/public/
ajerkstrand/Models/FranssonJerkstrand2015/W7_330d.dat
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for multiple ionisations resulting from Auger electrons. In artis,
we use the individual shell potentials and their Auger yields (see
Section 2.6) to determine the rates of single, double, and triple ion-
isation. It may therefore be expected that our approach may provide
more accurate ionisation rates, while the sumo treatment may give
an upper bound on the total ionisation rates. However, our testing
found that the consequences of these multiple ionisations for the
resulting spectra are a minor effect.

To explore some of these issues, we have carried out a sec-
ond artis test calculation (blue dashed line in Figure 5) in which
we (i) do not include Fe3+, Co3+ or Ni3+ (or higher ions), (ii) di-
vide ionisation energies by the valence potentials and set the Auger
probabilities to zero, and (iii) use the Shull & van Steenberg (1982)
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Figure 5. Nebular spectra of the W7 model at 330 days calculated with artis
(black) and with sumo (red). We also show (in blue) the spectrum from a test
artis calculation (see text).

recombination rate for Ni2+. This test calculation fits the [Fe ii] and
[Fe iii] features of sumo very precisely. However, the [Ni iii] fea-
tures (which were already stronger than sumo in our reference cal-
culation) become even stronger, which is probably mostly due to
the slower recombination rate of Ni2+ to Ni+.

The sumo calculation does not include [S iii] emission lines
and thus does not match artis in the region around ∼ 9000 −
10000 Å. We note, however, that a similar feature is found in the
nebular spectra calculated by Wilk et al. (2018).

4 SUB-CHANDRASEKHAR DETONATION MODELS

As a first application of the code developments described above,
we present nebular-phase spectra for sub-Mch detonation models.
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Figure 6. Nebular emission spectra of the W7 model at 330 days in the optical (left) and near-infrared (right). The total spectrum is plotted as the black curve.
The area under the spectrum is colour coded to indicate which ions are responsible for the emission in each wavelength bin (see text). Note the differing scales
on left and right panels.

3000 4000 5000 6000 7000 8000 9000 10000
Wavelength [Å]

0.0

0.5

1.0

1.5

2.0

F
 a

t 1
 M

pc
 [1

0
13

 e
rg

/s
/c

m
2 /Å

]

Net spectrum
Fe II
Fe III
Ni II
Ni III
Co II
Co III

S II
S III
Ar II
Ar III
Fe I
Fe IV
Other

10000 12000 14000 16000 18000 20000 22000
Wavelength [Å]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

F
 a

t 1
 M

pc
 [1

0
15

 e
rg

/s
/c

m
2 /Å

]

Figure 7. Nebular spectra coloured by ion for S0 artis models at 330 days in the optical (left panels) and near-infrared (right panels). Note the differing scales
on left and right panels.
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Figure 8. Nebular spectra coloured by ion for S5.5 artis models at 330 days in the optical (left panels) and near-infrared (right panels). Note the differing
scales on left and right panels.
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4.1 Motivation

The relatively low densities in sub-Mch explosion models makes
electron capture inefficient when compared to Mch explosion sce-
narios. Consequently the yields of neutron-rich isotopes, such as
54Fe and 58Ni, are relatively small compared to Chandrasekhar
mass deflagration models. This is one promising way to distinguish
Chandrasekhar mass and sub-Mch explosion models. In particu-
lar, 58Ni is of special interest since its presence is directly probed
by nebular phase spectra (although 58Ni is a minor contribution
to the overall Ni abundance immediately post-explosion, the rel-
atively rapid decay of 56Ni means that 58Ni becomes dominant at
late times).

However, sub-Mch models do produce some stable Fe-group
material owing to the presence of the neutron-rich nuclide 22Ne in
the progenitor. This isotope increases the neutron-to-proton ratio in
the fuel, which when burned to nuclear statistical equilibrium, re-
sults in an enhanced production of stable Fe-group nuclides (e.g.,
Timmes et al. 2003; Seitenzahl & Townsley 2017). Understand-
ing the influence of 22Ne in sub-Mch models is potentially com-
plicated by the action of gravitational settling in WD stars. This
process can cause the neutron-rich 22Ne nuclei to accumulate near
the centre (Deloye & Bildsten 2002; García-Berro et al. 2008). As a
consequence, the explosion of a gravitationally-settled WD model
may produce more stable Fe-group material near the centre. This is
somewhat reminiscent of scenarios in which the inner ejecta have
a high concentration of stable Fe-group elements as found in 1D
delayed-detonation models (and has been inferred from observa-
tions, e.g., Mazzali et al. 2007). However, the effect is different in
origin and much less pronounced (i.e. although 22Ne settling may
lead to an enhanced abundance of stable material in the inner ejecta,
it is not expected that it will produce a core dominated by stable iso-
topes; see also Bravo et al. 2011). Here, our objective is to quantify
this issue by calculating nebular phase spectra for simple detona-
tion models of sub-Mch WDs in which the progenitor WD contains
different radial profiles of 22Ne.

4.2 Adopted models

We study two specific sub-Mch detonation models. They were cal-
culated by Michel (2014) using the hydrodynamics code leafs
(Reinecke et al. 2002; Röpke 2005) following the same approach
described by Sim et al. (2010) and Marquardt et al. (2015).

In both cases, the initial WD is hydrostatic and has a total mass
of 1.06 M�. The models differ, however, in the adopted composi-
tion structure of the WD: specifically in the distribution of 22Ne. In
the first model (hereafter ‘S0’ model), a uniform mass fraction of
X(22Ne) = 0.02 (corresponding to approximately solar metallicity)
is adopted throughout the WD: i.e. this represents the limit of no
settling.

In the second model, ‘S5.5’, a X(22Ne) profile was constructed
to approximately correspond to an extremely high degree of 22Ne
settling. In particular, this is based on the most extreme settling
calculated for a 1.06 M� WD in the study by García-Berro et al.
(2008) (settling time of 5.544 Gyr and a boosted diffusion coeffi-
cient D = 5DS where DS is the diffusion coefficient due to grav-
itational settling; see equation (18) of García-Berro et al. 2008
for details). For the specific simulation carried out here, X(22Ne)
has a maximum value of 0.095 at the centre of the WD and de-
creases monotonically outwards to X(22Ne) = 0 at mass coordinate
M = 0.4 M� (for simplicity, a sine-squared functional form was
adopted, see Figure 9). In both models it was assumed that the WD
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Figure 9. 22Ne profiles adopted for the WD pre-explosion models with no
settling (S0, red) and after 5.544 Gyr of boosted gravitational settling (S5.5,
blue).

Table 1. Synthesised masses of 56Ni, 54Fe, and 58Ni from the W7, S0, and
S5.5 explosion models.

Synthesised mass
Model 56Ni 54Fe 58Ni

[M�] [10−2 M�] [10−2 M�]

W7a 0.59 9.5 11.0
S0 0.56 2.0 1.8
S5.5 0.55 1.2 3.4

aThe W7 nucleosynthesis used here is that of Iwamoto et al. (1999). We
note that significantly lower yields of 58Ni have been found in the updated
calculations described by Nomoto & Leung (2018).

initially consists of C and O in equal parts. We further assume that
C and O are substituted in equal parts during the settling of 22Ne.
This is a simplification since the settling depends on the proton
number Z and the nucleon number A of the surrounding material
and also differs from García-Berro et al. (2008) who studied the
22Ne settling in a pure C environment for simplicity.

The hydro-dynamical explosion simulations were performed
in the manner described by Marquardt et al. (2015), including cali-
bration of detonation energy-release tables for the appropriate com-
positions. Sets of nucleosynthesis tracer particles were then pro-
cessed using the 384-isotope network of Travaglio et al. (2004),
from which the ejecta profiles were derived for the homologous ex-
pansion phase (see Marquardt et al. 2015 for a description of the
methods).

As expected from the discussion above, the most important
difference in structure between the two explosion models is in
the distribution of Fe-group elements. In particular, the 56Ni mass
fraction in the S0 model is almost uniform throughout the inner
∼ 8000 km s−1 of the model (accompanied by an approximately
uniform composition of stable Fe and Ni). In contrast, 22Ne settling
in the S5.5 model leads to an enhanced concentration of stable Ni
in the inner core with a maximum in the 56Ni distribution around
8000 km s−1 (see Figure 10). This central concentration of stable
isotopes is qualitatively reminiscent of the W7 model (see Figure 2)
although much less pronounced. The enhanced production of 56Ni
at the expense of stable Fe outside 8000 km s−1 in the S5.5 model
is due to the lack of 22Ne in the outer layers.
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Table 1 shows the synthesised masses of 56Ni, 54Fe, and 58Ni
from the W7, S0, and S5.5 explosion models. Compared to the S0
model, the S5.5 model has synthesised a few per cent less 56Ni,
40 per cent less 54Fe, and of particular importance for the nebular
spectra, 85 per cent more 58Ni mass.

4.3 Overview of calculations

We have calculated artis nebular spectra for both S0 and S5.5 for
a range of epochs between 220 days and 360 days for both models.
Figure 10 shows the temperatures and ionisation balance for both
models at 330 days (i.e. the same epoch for comparison to W7 as
shown in Figure 2). Compared to W7, the S0 and S5.5 models ex-
hibit significantly higher ionisation, particularly in the core region,
but also generally throughout the ejecta (compare bottom panels of
Figures 10 and 2). Compared to the S0 model, the core of stable
IGEs in the S5.5 model leads to lower electron temperatures and a
lower ionisation state among Fe-group species at 330 days. How-
ever, the S5.5 model is still hotter and more highly ionized than W7
throughout the core of the ejecta.

Figures 7 and 8 show the spectra of the artismodels for S0 and
S5.5 at 330 days coloured by the emitting ion. Despite the differ-
ences in composition and temperatures, both models show broadly
similar spectra to each other: dominated by emission of Fe-peak el-
ements. However, there are clear differences that allow the models
to be distinguished from W7. In the optical, the most noticeable dif-
ference between W7 and the detonation models is in the emission
of Ni ii. Both of the sub-Mch models predict negligible emission by
[Ni ii] λλ7378, 7412 and the difference between the settling (S5.5)
and the homogeneous (S0) model is not visible in this feature. Due
to the high ionisation state, the additional Ni abundance from in-
creased stable 58Ni in S5.5 results in stronger [Ni iii] features than
the S0 model. In addition, the [Fe ii] features are much stronger in
our W7 calculation than in the detonation models (a consequence
of the lower ionisation state) and we note that absorption by Fe i
is much less important in the detonation models than in W7 (see
Section 3.2.4).

In the near-IR, only the W7 artis calculations produce a clear
[Ni ii] 1.939 µm emission feature. This feature has been discussed
in the context of synthetic spectra for models with stable Ni by
Blondin et al. (2018) and Wilk et al. (2018), and is a particularly
useful signature of Ni since it is relatively unblended (Dhawan
et al. 2018; Flörs et al. 2019) (see right panels of Figures 7 and
8). Near-IR emission features from [Fe ii] are virtually absent in
the S0 model, while in S5.5 they become significant and exhibit a
similar distribution to W7 (although they are much weaker than for
W7).

4.4 Comparison to observations

Figures 11 and 12 show our synthetic spectra for the W7 and two
sub-Mch models compared to observed spectra at two epochs (220
and 360 days after explosion) for wavelengths from the optical to
the near-IR. The objects selected for comparison (SN2013ct and
SN2013aa) have been chosen from the observed sample of Maguire
et al. (2016) for their simultaneous coverage in optical and near-IR
at epochs roughly matching those of our artis simulations. Both
objects are spectroscopically normal SNe Ia (Maguire et al. 2013,
2016), and the observed spectra have been corrected for redshift,
reddening, and distance using the same values as Maguire et al.
(2016). Since the observed SN2013ct spectrum has an uncertain

flux calibration, this spectrum has also been scaled by a constant
normalisation factor for ease of comparison between features and
the models. The SN2013aa spectra are shown on the (calibrated)
absolute flux scale.

In the optical region of the spectrum at 220 days (top left of
Figure 11), the theoretical models produce a similar complex of
[Fe ii] and [Fe iii] features around 4000 – 5300 Å. In general the
match of these features with the observation shown is reasonable,
but there are clear discrepancies. For example around 4300 Å where
all of the models fail to reproduce the strength of the clear emis-
sion peak as seen in the data. We note that this region was also
where some discrepancies between sumo and artis manifest (see
Section 3.2.4), possibly suggesting systematic shortcomings in the
modelling. In agreement with Liu et al. (1997) our W7 model cal-
culation produces an optical [Ni ii] λλ7378, 7412 emission that is
significantly too strong to match the observed spectrum. The sub-
Mch detonation models on the other hand, predict negligible emis-
sion from [Ni ii]. We note that all our models fail to reproduce the
[Fe ii] peak around 7200 Å at this epoch. At the later epoch con-
sidered (+360 days), the agreement between the models and the
observation of SN2013aa is of comparable quality to that between
the model and SN2013ct around +220 days. Again, the sub-Mch

models produce no significant [Ni ii] feature and there are signifi-
cant discrepancies around [Fe ii] 4300 Å, and the main [Fe iii] peak
is somewhat overproduced.

The right panels of Figure 11 compare the near-IR spectra of
the models to observations (same comparison supernovae and with
consistent flux scaling relative to the optical). Here we note that
the [Fe ii] emission from the sub-Mch models is substantially too
weak compared to the observed spectrum for the 220d SN2013ct
spectrum. In contrast, the W7 [Fe ii] emission is also too weak but
matches this spectrum better, except that the [Ni ii] feature at 1.939
µm is far too strong in this calculation.

The weakness of [Fe ii] near-IR emission in the sub-Mch det-
onations can most likely be attributed to the degree of ionisation
being too high in the calculations. Despite the key role played by
non-thermal ionisation in the overall ionisation structure, we find
that photoionisation of the singly-ionised species is very impor-
tant throughout much of ejecta – indeed for Fe+ we find that the
photoionisation rate is comparable to or exceeds the non-thermal
ionisation rate throughout the ejecta in the sub-Mch models.

The origin of these high photoionisation rates is ultimately the
photons (bound-free and free-free) produced by the high ionisation
species, particularly Fe3+ and Fe4+. As first considered by Axelrod
(1980) for the case of Type Ia supernovae in their nebular phase,
recombination photons emitted by high Fe-group ions can easily
photoionise lower ions (and neutral species). The precise amount
of ‘recycling’ of recombination photons is extremely sensitive to
the atomic data, ejecta structure, and non-thermal ionisation rates
but plays an important role in our simulations.

The over-ionisation of sub-Mch models was already found by
Ruiz-Lapuente (1996) and is supported by other more recent stud-
ies. In particular, our findings are similar to Mazzali et al. (2015)
and Wilk et al. (2018): both those studies found that over-ionisation
is a challenge for modelling nebular spectra for several different
scenarios, particularly sub-Mch models. Possible solutions to over-
ionisation proposed include invoking a relatively large mass of sta-
ble Fe in the context of Chandrasekhar mass models (i.e. 54Fe, see
Mazzali et al. 2015) and/or potential clumping/inhomogeneities in
the ejecta (Wilk et al. 2018, 2019). We note, however, that at the
later epoch we consider the level of discrepancy between the sub-
Mch models and the observation of SN2013aa is smaller, albeit act-
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Figure 10. Similar to Figure 2 but for the sub-Mch detonation models at 330d: S0 (left) and with S5.5 (right).
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Figure 11. Nebular spectra of W7 and sub-Mch artis models compared to observed spectra of SN2013ct at 229d (Maguire et al. 2016). artis models at 220d
in the optical (left) and the near-infrared (right). Note the differing scales on left and right panels.
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Figure 12. Nebular spectra of W7 and sub-Mch artis models compared to observations of SN2013aa at 360d (Maguire et al. 2016). artis models at 360d in
the optical (left) and the near-infrared. Note the differing scales on left and right panels.

ing in the same sense. Also the ratios of the spectral features are
predicted to change as the ejecta conditions evolve. This leads to
complex changes in the predicted [Fe ii] emission but also affects
the [Ni ii] 1.939 µm feature, which becomes much weaker at 360
days, relative to the other near-IR emission features, in the W7
model.

In summary, our results confirm that photoionisation is an im-
portant process, even at nebular phases. This highlights the need
for ongoing efforts to improve and expand atomic data for the iron-
peak elements.

5 SUMMARY

We have extended the validity of our three-dimensional Monte
Carlo radiative transfer code artis for SNe Ia up to hundreds of
days after maximum light. We have achieved this by modelling the
relevant physics in the nebular phase, including a detailed treat-
ment of non-thermal electrons (the dominant source of ionisation
in this phase), a new atomic dataset with forbidden transitions, a
non-LTE population and ionisation solver, and a detailed non-LTE
radiation field model. As a test case, we have compared our re-
sults for the well-known W7 model with those of sumo and found

generally good agreement, with some discrepancies attributed to
differences in the atomic processes.

We investigated the influence of gravitational-settling in the
nebular-phase spectra of a sub-Mch detonation model, and found
that 22Ne settling is relevant to quantitative analysis and interpre-
tation of SNe Ia spectra in the context of sub-Mch models. In par-
ticular, settling enhances the predicted [Ni iii] features and slightly
lowers the ionisation balance overall. In agreement with previous
studies (Mazzali et al. 2015; Wilk et al. 2018), we do find that
over-ionisation is a major issue for sub-Mch models, and repre-
sents a considerably larger obstacle for reconciling this scenario
with observations than any under- or over-prediction of the 58Ni
abundance. However, our comparisons for the two epochs consid-
ered here suggest that the magnitude of this discrepancy varies, in-
dicating the potential value for future studies in which time series
of nebular phase spectra can be consistently modelled.

In future studies, we intend to apply our radiative transfer
method to three-dimensional explosion models, such as the DDT
models of Seitenzahl et al. (2013). These theoretical nebular spec-
tra will help to resolve the degeneracy between candidate SNe Ia
scenarios and allow us to more fully quantify the observable sig-
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natures of the 3D structure of nucleosynthesis ash as predicted by
modern hydrodynamical simulations.
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