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Here we present new results for the Born cross section and the effective form factor of the neutron
at the center-of-mass energies

√
s between 2.0 and 3.08 GeV, using 18 data sets corresponding to

an integrated luminosity of 647.9 pb−1 from e+e− annihilation reactions collected at the BESIII
experiment. The process e+e− → nn̄ is analyzed with three individual categories to improve the
efficiency of nn̄ reconstruction. The cross section of e+e− → nn̄ is measured at 18 c.m. energies
where the best precision is 8.1% at

√
s = 2.396 GeV. The corresponding effective form factors are
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extracted under the assumption |GE | = |GM |. Our results improve the statistical precision on the
neutron form factor by more than a factor of 60 over previous measurements from the FENICE and
DM2 experiments and usher in a new era where neutron form factor data from annihilation in the
time-like regime is on par with that from electron scattering experiments. In addition, an oscillatory
behavior of the effective form factor observed for the proton is discussed for the neutron.

PACS numbers: 12.38.Qk, 13.40.Gp, 14.20.Dh

I. INTRODUCTION

The neutron is a bound system of three valence
quarks and a neutral sea consisting of gluons and
quark-antiquark pairs. Although the proton was dis-
covered in 1919 and the neutron in 1932, the structure
of the nucleon is still not fully understood. Over the
years, investigations of the nucleon raised new ques-
tions in experiments and theory, such as the spin cri-
sis [1] and the mass decomposition [2]. One famous
example in scattering experiments is the proton ra-
dius puzzle, showing a discrepancy of 2.7σ between
measurements with muonic and electronic hydrogen
[3–5] with some remaining mysteries still to be clari-
fied by future experiments. Another controversy ap-
peared around the remarkably different charge den-
sity of the neutron among various models, which re-
veal an opposite sign of the mean-square of charge
radius [6, 7]. In annihilation experiments, a long-
standing puzzle arose with the results from electron-
positron annihilation reported by the FENICE [8] and
DM2 [9] experiments, indicating a stronger photon-
neutron interaction than the corresponding interac-
tion with a proton. This observation is difficult to
reconcile with theoretical expectations [10, 11]. A
recent example is an interesting oscillating behavior
observed in the proton form factor in a measurement
by the BaBar experiment [12], indicating a complex
structure in the effective form factor data. These
open questions might be answered through the mea-
surement of observables like the Born cross section
σB(q2) ≡ σB , the corresponding effective form factor
|G(q2)| ≡ |G|, the electric GE(q2) ≡ GE and magnet-
ic GM (q2) ≡ GM form factors of the nucleon. These
form factors are all functions of the squared momen-
tum transfer, q2 = (k1 + k2)2 = (p1 + p2)2 = s, where
k1, k2, p1, p2 are the incoming and outgoing four-
momenta of the (anti-) lepton and (anti-) nucleon,
respectively. The form factors parameterize the cou-
pling of a virtual photon γ∗(q2) with the hadronic
current Jµhad. For the electron-positron annihilation
process into a nucleon-anti-nucleon pair, as described
by the leading order Feynman diagram in Fig. 1(a),

σB and |G| are defined as:

σB =
4πα2

emβC(q2)

3q2

[
|GM (q2)|2 + |GE(q2)|2

1

2τ

]
,

|G| =

√
2τ |GM (q2)|2 + |GE(q2)|2

2τ + 1

(1)

Here, αem is the electromagnetic fine structure con-
stant, β is the velocity of the final state nucleon or
anti-nucleon, τ = q2/4m2

N withmN the nucleon mass,
and C(q2) is the S-wave Sommerfeld-Gamow factor
for the Coulomb correction [13], which is equal to 1
for neutral baryons.

The Beijing Electron-Positron Collider II is a sym-
metric electron-positron collider, operating in the
center-of-mass (c.m.) energy region between 2.0 and
4.6 GeV. We study neutron and anti-neutron pairs
produced in e+e− annihilations for

√
s between 2.0

and 3.08 GeV. This data set represents the first high
luminosity off-resonance energy scan, which enables
us to perform a precise measurement of σB and |G|
for the process e+e− → nn̄ at 18 c.m. energies. The
Beijing Spectrometer III (BESIII) experiment [14] at
the collider has been optimised for the reconstruc-
tion of charged particles and photons using the Main
Drift Chamber (MDC) inner tracker to measure mo-
menta and an Electromagnetic Calorimeter (EMC)
constructed with CsI(Tl) crystals to measure ener-
gy deposition. A Time-of-Flight (TOF) system con-
sisting of plastic scintillator bars outside of the drift
chamber measures the flight time of charged particles.
In addition, a method for the flight time measure-
ment for neutral particles has been developed for this
analysis, as introduced in the section Appendix A 3.
A Muon Counter system (MUC) is used to identi-
fy muons and to reject cosmic ray background. The
analysis of e+e− → nn̄ with the BESIII detector is
very challenging due to the reconstruction of the two
neutral hadrons in the final state in the absence of a
hadronic calorimeter and the need for a correspond-
ing efficiency calibration. A schematic representation
of the BESIII detector with a typical response from
the signal process e+e− → nn̄ is shown in Fig. 1(b).
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e+(k2)

e−(k1)

Jµhad

N(p2)

N̄(p2)

jµlep

γ∗(q2)

(a)

e+ → ← e−

F

F
n

n̄
(b)

FIG. 1. (a) The lowest order Feynman diagram for the process e+e− → NN̄ . (b) Typical response in the BESIII
detector for the signal process e+e− → nn̄ shown in the parallel plane to the electron-positron beam direction. The red
(green) stars and showers represent the detector response of the signal process in the Time-of-Flight system and the
Electromagnetic Calorimeter for the anti-neutron (neutron).

II. ANALYSIS

To maximize the reconstruction efficiency, the data
are classified into three sub-sets (i = A,B,C) depend-
ing on the interaction of the signal particles with the
detector. Events with signals from a knockoff proton
interaction in the TOF plastic scintillators and asso-
ciated corresponding hadronic showers measured with
the EMC from both the neutron and anti-neutron
are classified as category A. Events with showers in
the EMC from both particles, but only a measured
knockoff proton interaction from the anti-neutron are
assigned to category B. Events lacking any TOF inter-
action but with reconstructed hadronic showers mea-
sured in the EMC from both signal particles are clas-
sified as category C. Every signal event belongs to
only one category, and use of all three categories guar-
antees a high efficiency of the signal reconstruction.
We combine the statistically independent results from
the three categories using inverse-variance weighting.
More details on the signal reconstruction procedures
are given in the section Appendix A 4.

The data that pass the signal selection still con-
tain non-negligible background contributions com-
ing mostly from multi-hadronic processes, beam-
associated processes and cosmic rays, as shown in the
Fig. 3. We investigate the amount and distributions
of the remaining background events with dedicated
Monte Carlo (MC) simulated events that mimic the
detector response for various electrodynamic (i.e. di-
gamma) and multi-hadronic processes. Background
from cosmic rays and the beam-associated back-

 

Category C Category B Category A 

  

   

୲୰ୟୡ୩ , most energetic shower in EMC as  candidate 

No 

Yes 

FIG. 2. Classification logic for the signal selection.
The signal process is reconstructed from events without
charged tracks. The most energetic EMC response in the
event is identified as from the antineutron. If a TOF re-
sponse can be matched to the antineutron response in the
EMC, the event is classified as category A or B, else as C.
If a TOF response is reconstructed at the opposite side of
the detector with respect to the antineutron in the EMC,
the event is categorized as A, else as B.

grounds including interactions between the beam and
the beam pipe, beam and residual gas, and the
Touschek effect [15], are studied with two data sam-
ples collected when the electron and positron beams
were not in the collision mode. The number of
genuine signal events N s

i is extracted from the da-
ta samples by fitting to the following distributions:
for category A signal events we use the difference
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FIG. 3. Examples of the extraction of reconstructed signal events Ns from the pre-selected data sample at the c.m.
energy

√
s = 2.396 GeV. The reconstructed events of three sub-sets of the data are presented depending on the

corresponding detector impact as a function of (A) ∆Tn and (B, C) ^nn̄, where ∆Tn is the difference between the
measured and expected time-of-flight of the neutron in the TOF, ^nn̄ is opening angle between the anti-neutron and
neutron showers in the EMC. The logic for the classification into the three sub-sets of data is shown in Fig. 2. Black
dots with errors indicate BESIII data. The red, green, pink, brown, and blue lines show the signal-, beam-related and
cosmic ray-, multi-hadronic-, and di-gamma background components, and the total fit based on Eq. (2), respectively.
The uncertainties shown are statistical only.

∆Tn between the time-of-flight of the neutron mea-
sured with TOF and the calculated expected flight
time; for signal events in categories B and C, the
fit is applied to the opening angle ^nn̄ between the
positions of neutron and anti-neutron measured in
the Electromagnetic Calorimeter assuming that they
originated from the e+e− collision point. An un-
binned maximum likelihood fit is performed to deter-
mine the N s

i . The likelihood function Fi is construct-
ed by a set of probability density functions (PDF ) for
the signal (PDF si ) and background (PDF bi ) contri-
butions and characterized by either ∆Tn or ^nn̄. To
model the signal event distribution PDF si , we use MC
simulated samples of signal process events generated
with conexc [35]. Specifically:

Fi [obs] = N s
i · PDF si +

∑
b

N b
i · PDF bi

obs = ∆Tn(i = A) or ^nn̄(i = B,C)

(2)

where b indicates the beam-associated, multi-
hadronic e+e− → γγ backgrounds. Details for the
MC simulation could be found in Appendix A 2.

The reconstruction efficiency, εi, for the signal pro-
cess is determined from the exclusive signal MC sim-
ulation as well as from data and the additional MC
simulation for the physics processes: e+e− → J/ψ →
pn̄π−, e+e− → J/ψ → p̄nπ+, e+e− → pp̄, and
e+e− → γγ. Using these samples we correct the dif-
ferences of the detector response between the data
and signal MC simulation. Details for the correction

of the signal reconstruction efficiency are provided in
the section Appendix A 1. Using a precisely mea-
sured integrated luminosity Lint [17], the cross sec-
tion σiB (approximated as Born cross section) correct-
ed for initial state radiation and vacuum polarization
(1 + δ)i, and the corresponding form factor |Gi| are
determined for each classification category as:

σiB =
N s
i

Lintεi(1 + δ)i
,

|Gi| =

√√√√ σiB
4πα2

emβ
3q2

(
1 + 1

2τ

) (3)

Here Lint is the measured integrated luminosity [17]
and (1 + δ)i is the initial state radiation and vacuum
polarization correction.

III. RESULTS

The results from category A, B, and C are consis-
tent with each other within one standard deviation at
all c.m. energies, as shown in the Appendix Fig. 6.
We use inverse-variance weighting to combine these
individual results to reduce the statistical uncertain-
ty using the following expressions:
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σB =
∑
i

wiσ
i
B , (i = A, B, C)

∆σB =

√
1∑

i

∑
jWi,j

,

wi =

∑
jWi,j∑

i

∑
jWi,j

,

W = [∆σTρ∆σ]−1

(4)

The extracted results at 18 c.m. energies are list-
ed in Table I and shown in Fig. III. As sources of
systematic uncertainty, we consider category-specific
sources, as well as those that are common to two or
more categories which introduce correlations. More
details on the signal extraction and the evaluation
of the systematic uncertainty sources are provided in
section Appendix A 1.

TABLE I. The Born cross section σB for the process
e+e− → nn̄ and the corresponding |G| of the neutron.
The first uncertainty is statistical and the second one sys-
tematic.
√
s (GeV) Lint (pb−1) σB (pb) |G| (×10−2)
2.0000 10.1 386± 55± 37 19.0± 1.3± 0.9
2.0500 3.34 256± 67± 16 14.8± 1.9± 0.5
2.1000 12.2 207± 24± 19 13.0± 0.8± 0.6
2.1250 108 145± 6± 12 10.8± 0.2± 0.4
2.1500 2.84 149± 38± 12 10.9± 1.4± 0.4
2.1750 10.6 99± 16± 8 8.8± 0.7± 0.4
2.2000 13.7 83± 12± 6 8.1± 0.6± 0.3
2.2324 11.9 88± 13± 7 8.3± 0.6± 0.3
2.3094 21.1 93± 9± 7 8.6± 0.4± 0.3
2.3864 22.5 87± 8± 6 8.4± 0.4± 0.3
2.3960 66.9 98± 5± 6 8.9± 0.2± 0.3
2.6454 67.7 22± 2± 2 4.5± 0.2± 0.2
2.9000 105 8.5± 1.1± 0.7 3.0± 0.2± 0.1
2.9500 15.9 7.7± 2.9± 1.0 2.9± 0.5± 0.2
2.9810 16.1 8.6± 2.9± 1.0 3.1± 0.5± 0.2
3.0000 15.9 8.6± 3.4± 1.4 3.1± 0.6± 0.2
3.0200 17.3 8.0± 2.8± 1.0 3.0± 0.5± 0.2
3.0800 126 3.9± 0.7± 0.5 2.1± 0.2± 0.1

Our results significantly improve the overall pre-
cision of the available data for the neutron. For√
s = 2.0, 2.1 and 2.4 GeV, the precision is improved

over previous measurements by factors of about 3,
2, and 6, respectively. They reach a comparable
precision to those from the SND experiment below√
s = 2.0 GeV. Our measurements are systematical-

ly below all other previously measured values above
2 GeV, while still in agreement within two standard

deviations taking into account individual uncertain-
ties. The FENICE experiment published results on
the Born cross section for the process e+e− → nn̄
and e+e− → pp̄. The average Born cross section
over the center-of-mass energies yielded a ratio of
Rnp = σnn̄B /σpp̄B = 1.69 ± 0.49 > 1 [8], indicating a
stronger coupling of the virtual photon γ∗(q2) with
the neutron than with the proton. Using the results
from this analysis and a recent publication by the
BESIII experiment on the e+e− → pp̄ Born cross
section [20], which was extracted from the same da-
ta samples, we test this assumption. As shown in
Fig. 5(a), our values range from 0.25 to 1 and do
not support the FENICE conjecture. This result
agrees with the predictions from [10] and clarifies this
photon-nucleon interaction puzzle that has persisted
for over 20 years.

With the values for |G| obtained in this analysis, an
interesting feature can be similarly tested as observed
for the proton results |Gp| by the BaBar experiment.
|Gp| shows an oscillating behavior around Gosc(q

2) ≡
Gosc [12], [22],

Gosc(q
2) = |G| −GD,

GD(q2) =
An

(1− q2

0.71(GeV2)
)2

(5)

as shown in Fig. 5 (right). The parameters for the
normalization Ap and the pole m2

a have been de-
termined from the fit to the |Gp| results from the
BaBar experiment as Ap = 7.7 and m2

a = 14.8
GeV2. With the fixed parameter m2

a = 14.8 GeV2,
we obtain the normalization for the neutron process
An = 4.87± 0.09. The periodic structure Fosc is pa-
rameterized as a function of the relative momentum
p which was used in the ref. [22]:

Fn,posc = An,p · exp (−Bn,p · p) · cos (C · p+ Dn,p) ,

p ≡
√
E2 −m2

n,p, E ≡
q2

2mn,p
−mn,p

(6)

Here, A is the normalization, B the inverse oscilla-
tion damping, C the momentum frequency, and D
the phase. We perform a simultaneous fit to the
neutron and proton data with a common momen-
tum frequency C. The results are shown in Fig. 5
(b). Our results show an almost orthogonal period-
ic behavior for |G| of the neutron, when compared
to the proton. With a common momentum frequen-
cy C = (6.5 ± 0.1) GeV−1 and a phase difference of
∆D = |Dp−Dn| = (123± 12)◦ and χ2/dof = 71/37,



8

1.8 2 2.2 2.4 2.6 2.8 3

 (GeV)s

10

210

310

410

 (
pb

)
Bσ

    

BESIII
DM2 (1991)
FENICE (1998)
SND (2014)
SND (2019)

    
(a)

1.8 2 2.2 2.4 2.6 2.8 3

 (GeV)s

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

|G
|

BESIII
DM2 (1991)
FENICE (1998)
SND (2014)
SND (2019)

    
(b)

FIG. 4. Results for (a) the Born cross section σB and (b) the corresponding form factor |G| for the process e+e− → nn̄
. The black solid circles are the BESIII results from this analysis. Existing results from the FENICE [8], DM2[9], and
SND [18, 19] experiments are shown as green triangles, green squares, light and dark blue triangles, respectively. The
red dashed line indicates the production threshold for the signal process. The total uncertainties shown are a sum in
quadrature of the statistical and systematic uncertainties.
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FIG. 5. (a) The ratio Rnp is shown using the results from this analysis and the existing data on the proton from [20]
together with the results from the FENICE experiment [8]. The red fine dashed and grey wide dashed lines are two
predictions from [10] and [11]. (b) Fit to the deviation of the effective form factor |G| of the nucleon from the dipole
law. Black circles show the results from this work while blue downward triangles indicate the results for the proton from
the BaBar experiment [12]. The wide orange and fine blue dashed lines are the fit results with a common momentum
frequency C to the neutron and proton data with Eq. (6).

the fit describes both data sets. Possible explanations
for this oscillation are for example interference effects
from final state re-scattering [23], or a resonant struc-
ture [24].

IV. CONCLUSION

We have measured the Born cross section, σB , for
the e+e− → nn̄ process and the corresponding effec-
tive form factor |G| with an unprecedented precision
between

√
s = 2.0 and 3.08 GeV. Our results are in
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agreement with the recent publication from the SND
experiment around

√
s = 2.0 GeV, but not consis-

tent with the FENICE data at higher c.m. energies.
Using recent BESIII results for e+e− → pp̄ based on
the same data set as used for our analysis, we ob-
tained the ratio Rnp = σnn̄B /σpp̄B ¡ 1, in contradiction
to the FENICE results. Our data shows that the
photon-proton interaction is stronger than the cor-
responding photon-neutron interaction, as expected
from most theoretical predictions. The periodic struc-
ture of |G| for the proton demonstrates a deviation
from the dipole law. We observe a similar period-
ic behavior in the case of the neutron with a large
phase difference ∆D = (125 ± 12)◦, when compared
to the proton. Theoretical investigations as well as
more experimental data could help resolve the origin
for the oscillation of the electromagnetic structure ob-
servables of the nucleon. The results provide a new
insight into the fundamental properties of the neu-
tron. They can be used to constrain the parameter-
izations of the general parton distribution, which is
closely related to the neutron spin [25], and are relat-
ed to the neutron mass, according to the Feynman-
Hellmann theorem [26]. Furthermore, the extracted
form factors can be directly translated to the neu-
tron radius in the Breit-Frame [27], and can be used
to understand the controversy of the neutron charge
radius [6, 7], when combined with the scattering da-
ta. The knowledge of the electromagnetic structure of
the neutron is needed for the understanding of many
fundamental processes. For example, the distribution
of the neutron in nuclei and its structure plays a ma-
jor role in the calculation of neutron star radii [28]. A
possible QCD phase transition from nuclear matter to
Quark-Gluon-Plasma involves neutron structure and
annihilation reactions play a major role in the simu-
lation of the measurements [29, 30]. The observation
of the light curve and gravitational wave signals of a
nearby neutron star merger as observed recently by
gravitational wave detectors allows to identify the dif-
ferent contributions to this violent process in terms of
nuclear physics, nucleon structure and general relativ-
ity [31].
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Appendix A

1. Results for category A, B, C

Figure 6 illustrates a detailed comparison of the
results for the Born cross section and the effective
form factor for the process e+e− → nn̄ from the three
signal classification categories. The individual results
are listed in the Tables II - IV.
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FIG. 6. Comparison of the results for (left) the Born cross section and (right) the effective form factor for the process
e+e− → nn̄ from the three signal classification categories. Results shown in blue, green and red are extracted with
the signal classification category A, B, and C, respectively, all with statistical uncertainty only. The black open circles
are the combined results using the formula from Eq. (4). The yellow bands represents the statistical uncertainty of the
combined results as listed in Table I of the main text. The individual results are listed in the Tables II - IV.

TABLE II. Summary of the results σAB , |GA|, and the related quantities at each
√
s. The first uncertainty is statistical

and the second one systematic.
√
s (GeV) Ns

A Lint (pb−1) (1 + δ)A εAMC(%) Cnn̄(%) Ctrg(%) σAB (pb) |GA| (×10−2)

2.0000 38.3± 7.3 10.1 0.98 1.35 108.3 82.9 319± 60± 44 17.3± 1.6± 1.2

2.0500 12.8± 4.1 3.34 1.08 1.27 104.1 83.3 320± 100± 40 16.5± 2.6± 1.0

2.1000 24.3± 5.7 12.2 1.18 1.23 96.5 83.8 169± 40± 28 11.7± 1.4± 1.0

2.1250 172± 15 108 1.24 1.19 96.3 84.6 133± 11± 17 10.3± 0.4± 0.7

2.1500 3.0± 2.2 2.84 1.29 1.15 93.3 85.7 89± 65± 14 8.4± 3.1± 0.7

2.1750 10.9± 4.1 10.6 1.31 1.09 94.4 83.8 91± 34± 14 8.5± 1.6± 0.7

2.2000 8.0± 3.5 13.7 1.31 1.06 94.6 85.3 52± 22± 7 6.4± 1.4± 0.4

2.2324 10.0± 3.9 11.9 1.28 1.08 98.8 85.1 72± 28± 10 7.5± 1.5± 0.5

2.3094 22.6± 5.8 21.1 1.14 1.21 96.6 87.6 91± 23± 11 8.5± 1.1± 0.5

2.3864 22.5± 5.8 22.5 1.11 1.40 95.9 89.3 75± 19± 9 7.8± 1.0± 0.5

2.3960 80.3± 9.9 66.9 1.11 1.35 94.5 89.2 95± 11± 11 8.8± 0.5± 0.5

2.6454 19.4± 4.7 67.7 1.55 0.64 83.8 94.7 37± 9± 5 5.8± 0.7± 0.4

2.9000 16.3± 4.4 105 2.16 0.56 79.9 95.9 17± 5± 2 4.2± 0.6± 0.2

2.9500 0.0± 1.3 15.9 2.29 0.57 77.9 96.7 0.0± 8.3± 0.0 −
2.9810 2.3± 1.9 16.1 2.36 0.56 78.8 95.8 15± 11± 5 4.1± 1.5± 0.7

3.0000 1.4± 1.3 15.9 2.41 0.57 80.2 96.0 8.3± 7.7± 8.4 3.0± 1.4± 1.5

3.0200 2.9± 2.1 17.3 2.46 0.55 80.0 95.7 16± 11± 3 4.2± 1.5± 0.4

3.0800 12.1± 4.3 126 2.61 0.56 95.8 96.5 7.1± 2.5± 1.3 2.9± 0.5± 0.3

2. Monte Carlo Simulation

Monte Carlo (MC) simulations used in this
analysis. Signal Monte Carlo samples have been
produced for the optimization of the signal selec-

tion, the determination of the signal efficiency, and
the estimation of the corrections from the QED
Initial-State-Radiation (ISR) events. The signal MC
sample is produced with the generator conexc [?
] which is designed to simulate events up to the
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TABLE III. Summary of the results σBB , |GB |, and the related quantities at each
√
s. The first uncertainty is statistical

and the second one systematic.
√
s (GeV) Ns

B Lint (pb−1) (1 + δ)B εBMC(%) Cnn̄(%) Ctrg(%) σBB (pb) |GB | (×10−2)

2.0000 16.2± 4.5 10.1 0.98 0.43 76.8 86.7 570± 160± 70 23.1± 3.2± 1.4

2.0500 2.27± 2.1 3.34 1.08 0.86 69.6 87.2 120± 110± 20 10.1± 4.6± 0.8

2.1000 36.1± 6.6 12.2 1.18 1.43 76.6 88.7 258± 47± 35 14.5± 1.3± 1.0

2.1250 226± 17 108 1.24 1.69 77.8 89.4 144± 11± 19 10.7± 0.4± 0.7

2.1500 12.5± 3.8 2.84 1.28 1.91 78.0 90.3 256± 78± 34 14.2± 2.2± 0.9

2.1750 22.7± 5.2 10.6 1.31 2.04 81.7 88.6 110± 25± 12 9.3± 1.1± 0.5

2.2000 29± 5.8 13.7 1.31 2.38 81.6 90.4 92± 19± 12 8.5± 0.9± 0.6

2.2320 27.3± 5.9 11.9 1.28 2.56 83.1 90.5 93± 20± 12 8.5± 0.9± 0.6

2.3090 40.8± 6.8 21.1 1.15 2.56 85.9 94.0 82± 14± 10 8.1± 0.7± 0.5

2.3860 56.9± 8.0 22.5 1.11 3.20 88.7 94.8 85± 12± 10 8.3± 0.6± 0.5

2.3960 172± 14 66.9 1.11 3.12 88.7 94.3 89± 7± 8 8.5± 0.3± 0.4

2.6440 57.9± 8.2 67.7 1.55 3.02 84.0 96.3 22± 3± 3 4.5± 0.3± 0.3

2.9000 29.3± 5.8 105 2.17 2.40 80.7 97.2 6.9± 1.4± 0.9 2.7± 0.3± 0.2

2.9500 5.1± 2.6 15.9 2.29 2.34 80.7 97.7 7.6± 3.9± 1.1 2.9± 0.7± 0.2

2.9810 4.92± 2.5 16.1 2.36 2.22 80.7 97.3 7.4± 3.8± 1.1 2.9± 0.7± 0.2

3.0000 5.87± 2.6 15.9 2.41 2.24 80.7 97.5 8.7± 3.8± 1.4 3.1± 0.7± 0.3

3.0200 7.51± 2.8 17.3 2.46 2.14 80.7 97.4 10± 4± 2 3.4± 0.5± 0.3

3.0800 19.8± 4.9 126 2.61 2.08 80.0 97.8 3.7± 0.9± 0.7 2.1± 0.3± 0.2

TABLE IV. Summary of the results σCB , |GC |, and the related quantities at each
√
s. The first uncertainty is statistical

and the second one systematic.
√
s (GeV) Ns

C Lint (pb−1) (1 + δ)C εCMC(%) Cnn̄(%) Ctrg(%) Cee(%) σCB (pb) |GC | (×10−2)

2.0000 25.8± 6.0 10.1 0.98 0.34 137.5 88.8 75.0 840± 200± 200 28.0± 3.3± 3.3

2.0500 9.8± 3.5 3.34 1.08 0.75 126.7 91.1 75.2 420± 150± 90 18.9± 3.4± 2.0

2.1000 31.3± 6.2 12.2 1.18 1.15 125.4 92.1 77.3 212± 42± 41 13.1± 1.3± 1.3

2.1266 281± 18 108 1.24 1.34 124.7 92.5 79.8 170± 11± 27 11.7± 0.4± 0.9

2.1500 7.4± 3.1 2.84 1.28 1.51 123.5 92.9 83.0 142± 59± 27 10.6± 2.2± 1.0

2.1750 19.7± 5.4 10.6 1.31 1.59 123.4 91.8 86.0 92± 25± 14 8.5± 1.2± 0.7

2.2000 35.2± 6.9 13.7 1.31 1.74 123.1 92.3 88.1 113± 22± 17 9.4± 0.9± 0.7

2.2324 27.4± 6.0 11.9 1.28 1.89 121.6 92.9 89.2 94± 20± 15 8.6± 0.9± 0.7

2.3094 52.3± 8.1 21.1 1.14 1.93 122.7 95.0 89.6 108± 17± 12 9.3± 0.7± 0.5

2.3864 57.0± 8.0 22.5 1.11 2.32 116.7 95.9 89.7 98± 14± 9 8.9± 0.6± 0.4

2.3960 212± 16 66.9 1.11 2.36 116.7 95.8 89.7 121± 9± 13 9.9± 0.4± 0.5

2.6454 44.1± 8.6 67.7 1.55 2.74 100.6 97.1 89.8 17± 3± 4 4.1± 0.3± 0.5

2.9000 47.5± 8.5 105 2.16 2.28 103.2 97.6 90.0 10± 2± 2 3.2± 0.3± 0.3

2.9500 6.1± 3.3 15.9 2.29 2.25 104.6 98.0 90.1 8.1± 4.4± 6.4 3.0± 0.8± 1.2

2.9810 7.5± 3.8 16.1 2.36 2.16 104.8 97.7 90.1 9.9± 5.0± 3.0 3.3± 0.8± 0.5

3.0000 0± 3.0 15.9 2.41 2.11 105.6 97.7 90.1 0.0± 4.0± 0.0 −
3.0200 3.4± 3.4 17.3 2.46 2.06 105.7 97.8 90.1 4.2± 4.2± 1.4 2.2± 1.1± 0.4

3.0800 21.0± 6.2 126 2.61 1.93 105.9 97.9 90.2 3.5± 1.0± 1.0 2.0± 0.3± 0.3

Next-to-Leading Order (NLO) and using the imple-
mentation of the vacuum polarization by Jegerlehner
[32]. Since the nn̄ final state is electrically neu-

tral, no QED Final-State-Radiation (FSR) effects
occur. Background from multi-hadronic processes
is estimated from MC simulations generated with
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lund [33]. Cross sections and angular distributions
from measured processes are implemented in the
generator, while unmeasured processes are generated
as phase-space. Background from QED processes,
such as e+e− → e+e− or e+e− → γγ are generated
with babayaga [34] in Next-to-Next-Leading-Order
(NNLO) including vacuum polarization, ISR- and
FSR-effects. Finally, we use MC simulation for
the control channels e+e− → J/ψ → pn̄π−(p̄nπ+),
which are generated with KKMC [35]. All MC
simulation are generated according to the integrated
luminosity of the collider data, containing equal or
larger numbers of events then available from data.

3. Methods

TOF based algorithm for the reconstruction
of neutral particles. A common method in signal
classification category A and B, which combines the
response from the EMC and the TOF, is described
as follows. The most energetic shower in an event
is identified as the anti-neutron n̄. Its position
vector in the EMC response VEMC1 with respect to
the e+e− interaction point (IP) VIP is associated
with the closest TOF response with the position
vector VTOF1, if the distance in the TOF plane
∆EMC1
TOF1 = |VEMC1 − VTOF1| is smaller than the

azimuthal span of 3 TOF counters. The flight
length of the anti-neutron to the TOF response is
Ln̄ = |VTOF1 − VIP|. The flight time of the anti-
neutron TTOF1 is determined by an algorithm [36]
using the hypothesis of a photon producing the TOF
response. The expected flight time for a photon from
the IP to the TOF response VTOF1 is T expγ = Ln̄/c,
where c is the speed of light in vacuum. For the time
difference ∆Tn̄ = TTOF1−T expγ , values different from
zero are expected for anti-neutron, therefore this
criterion can be used for the discrimination against
photon background. A similar approach is chosen
for the reconstruction of the neutron candidate n.
The time difference ∆Tn = T obsn − T expn is used to
identify n candidates. T obsn is the measured time,
T expn = Ln/(βc) the expected flight time under
the hypothesis of a neutron, where Ln is the flight
length of the neutron to the coordinates of the
TOF response. Furthermore, the opening angle
between the anti-neutron position vector VEMC1

and the measured TOF position vector VTOF2′

can be used to suppress events with more than two

final state particles, beam-associated background.
The process of e+e− → J/ψ → π+π−π0 is used to
verify the photon detection efficiency with above
method. Fig. 7 shows that the data is in an excellent
agreement with MC simulation (difference < 1%).
Additionally, we verify the efficiency of the neutral
TOF reconstruction with the well known channel
e+e− → γγ, as well as with e+e− → J/ψ → nn̄. The
results for the cross section and branching fraction
are in excellent agreement with the world reference,
as shown in the Tables V and VI, respectively.

Additionally, the process e+e− → γγ is used to verify
the TOF-based algorithm for the time-of-flight recon-
struction of neutral particles. The selection criteria
are as follows: the event must contain no charged
tracks and at least one showers in the EMC, the most
energetic shower must be within | cos θ| < 0.8, the
difference between the measured and expected flight
time for the most energetic EMC shower and the sec-
ond TOF hit must be within |T γTOFi − T γexp| < 1 ns
(i = 1, 2), the deposition energy of the most ener-
getic EMC shower E1 must be within 0.7

√
s/2 <

E1 < 1.1
√
s/2 (GeV). The time difference between

the measured time of two showers must be within
|T γTOF1−T

γ
TOF2| < 1 ns considering the identical fea-

tures of two photons. The open angle between the po-
sition vector of the leading energetic shower and the
measured position vector of the second TOF must be
larger than 3.00 radian. The results for the cross sec-
tion and branching fraction are in excellent agreement
with the world reference, as shown in the Table V and
the Table VI for the process e+e− → J/ψ → nn̄ in
the Appendix A 8.

Cosmic ray background rejection with the
Muon Counter. We use the Muon counter system
(MUC) to reject cosmic ray background. With the
9 layers of resistive plates (in barrel region) with
iron absorbers in between, the developed algorithm
is capable of distinguishing between the impact from
particles coming from the IP of the BESIII detector
and the response from the cosmic ray particles enter-
ing the detector from the outside. We evaluate the
available information from the MUC and apply a cri-
terion on the last layer with a hit response. A detailed
validation of the efficiency for this method has been
performed by studying the MUC response for neu-
trons, anti-neutrons and photons from the dedicated
MC samples and collision data using the processes
e+e− → J/ψ → pn̄π−, e+e− → J/ψ → p̄nπ+, and
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FIG. 7. Reconstruction efficiency for a photon using the
neutral TOF algorithm (left) as a function of the depo-
sition energy in the EMC with cos θ values within (−0.8,
0.8), and (right) as a function of cos θ with values for the
deposition energy within (0.80, 1.20) GeV.

e+e− → γγ, respectively. The detector response
from the cosmic ray background is studied from the
non-collision data samples at

√
s = 2.2324 GeV and√

s = 2.6444 GeV and is stable over the analysed
energy range. The data and MC simulation are in
agreement, as shown in an example with collision
data, non-collision data and MC simulation for
dedicated signal background processes in the Fig. 8
for the category C signal samples at

√
s = 2.396 GeV.

4. Selections

General signal event reconstruction criteria.
Signal events must contain no charged tracks, one
or two reconstructed showers in the EMC as the

TABLE V. Verification of the reconstruction efficiency for
the neutral TOF algorithm with the process e+e− → γγ.
The luminosity is quoted from [17], the reference Born
cross section σref is taken from babayaga generator [34],
the reconstruction efficiency εγγMC is determined from dedi-
cated signal MC samples generated with [34], the observed
cross section is determined as σobs = Nγγ/(LεγγMC). The
uncertainties are statistical only.
√
s (GeV) L (pb−1) εγγMC(%) Nγγ σobs (nb) σref (nb)

2.0000 10.1 2.0 17808 87.6± 0.7 88.0± 0.9
2.1250 108 2.0 167428 76.2± 0.2 77.4± 0.3
2.1750 10.6 2.0 15737 72.9± 0.6 74.6± 0.3
2.2000 13.7 2.0 19867 71.2± 0.5 72.5± 0.3
2.2324 11.9 2.0 16827 69.7± 0.5 70.5± 0.3
2.3960 66.9 2.0 82185 60.2± 0.2 61.1± 0.3
2.6444 33.7 2.1 67623 48.4± 0.2 50.0± 0.2
2.9000 105 2.1 89826 41.2± 0.1 41.7± 0.2
3.0800 126 2.1 95549 36.8± 0.1 37.2± 0.2
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 NLO (Babayaga3.5)γγ → -e+Excl. MC e

 NLO (BesEvtGen+LuArLw)q q→ -e+Incl. MC e

Non-Collision Data at 2.232 GeV + 2.644 GeV

FIG. 8. The last layer with a response among the resis-
tive plates of the MUC for the signal reconstruction in
category C at

√
s = 2.396 GeV. Black dots with error

bars represent the distribution from collider data, the his-
togram in red is the signal MC simulation for e+e− → nn̄,
the light blue histogram is MC simulation for e+e− → γγ
background. The dark blue histogram represents multi-
hadronic background, the green histogram is the distri-
bution from beam-associated background using combined
samples at 2.2324 and 2.6444 GeV. The black arrow in-
dicates the selection criterion used for categories B and
C.

neutron n and anti-neutron n̄ candidates. The most
energetic shower (n̄) must be within | cos θ| < 0.8
and have a minimum energy deposition of 0.5 GeV.

Signal classification category A. Signal events
must satisfy the following requirements for the
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anti-neutron selection: The number of hits in
the EMC in a 50 degree cone around the anti-
neutron shower N50

hits must be within the window
of 30 < N50

hits < 140. Hits in the EMC are defined
as signal responses from particle showers. The
reconstructed position of a EMC hit is the center of
gravity from the shower. The most energetic shower
must be within | cos θ| < 0.7 to ensure an efficient
rejection of the process e+e− → γγ. To select the
neutron shower, a cut on |∆Tn| < 4 ns is applied.
If a second EMC shower is found, a requirement of
0.06 < En < 0.70 GeV on the deposited energy is
applied at

√
s ≥ 2.6444 GeV. The different energy

cuts are performed because high momentum neutrons
easily penetrate into the EMC, and thus an extra en-
ergy cut is applied to improve the signal-background
ratio without reducing signal efficiency. To further
suppress physics and beam-associated background,
we anticipate the back-to-back kinematics of the
signal process. We require the the opening angles
between VEMC1 and VTOF2′ and between VEMC1

and VEMC2 to be larger than 3 radian. The flight
time difference between the two final state particles
∆Tnn̄ = |TTOF1 − TTOF2| is required to be smaller
than 4 ns.

Signal classification category B. To select an
anti-neutron, we require |∆Tn̄| > 0.5 ns. The energy
deposition from the EMC shower associated with the
anti-neutron must be within 0.5 < En̄ < 2.0 GeV.
The neutron energy deposition in the EMC must be
within 0.06 < En < 0.60 GeV. Both particles must
be reconstructed within | cos θ| < 0.75. No signal
in the MUC from the last three layers is allowed,
which ensures a good rejection power against cosmic
ray background. Finally, a Boosted Decision Tree
(BDT) method is used to significantly reduce the
remaining background. The BDT uses multiple
observables from the EMC and TOF systems with a
discriminator requirement of > 0.1 for signal event
reconstruction.

Signal classification category C. An anti-neutron
is reconstructed by requiring for the energy depo-
sition 0.5 < En̄ < 2.0 GeV, for the EMC shower
position | cos θ| < 0.75, for the second moment of the
anti-neutron shower

∑
Eir

2
i /Ei > 20 cm2 with Ei

the deposition energy in the i-th crystal and ri the
distance between the center of the i-th crystal and
the center of gravity of the shower. The number of
hits in the EMC within of 50 degrees around the n̄

position is required to be 35 < N50
hits < 100. The

neutron reconstruction is the same as for category
B classified signal events. To further suppress the
remaining background, the same requirement as in
category B is applied on the MUC, the opening
angle between the EMC showers from n and n̄ must
be larger than 150 degrees and the total energy
deposition Eextra outside of 50 degrees cones around
the neutron and anti-neutron shower position in the
EMC must be smaller than 0.15 GeV.

5. Fitting

Determination of the number of the signal
events. To determine the number of reconstructed
signal events N s

i , a composite model fit Fi is per-
formed to the distribution of ∆Tn for category A
events and to ^n̄n for category B and C events, as dis-
cussed in the main part of the paper. The background
normalizations are determined using the luminosity
of the data samples and the theoretical cross sections
for the contributing processes. The normalization
for the beam-associated background is obtained
using the data taking time of the non-collision and
the collision samples when applicable, or via curve
fitting of the background event distribution. The
fit optimization for each category is performed by
minimizing the global negative log-Likelihood (NLL)
with the MIGRAD [37] package by means of a mod-
ified version of the David-Fletcher-Powell method
[38] taking into account the 18 local NLLs from each
data set. A HESSE [37] algorithm calculates a full
second-derivatives matrix of the model parameters
space to improve the uncertainty determination.
The following MINOS error analysis is performed
for a further optimization of the parameter errors
estimation. While the globally optimized solution
may be not optimal at a specific

√
s, this approach

improves the fit stability. The optimized fit for the
three signal classification categories A, B, and C are
shown for the data at

√
s = 2.3960 GeV in the Fig. 3.

6. Efficiency Corrections

The reconstruction efficiency. The efficiency
from the signal MC simulation εMC is imperfect.
The reason is the difficulty of simulating the response
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of hadronic showers in the detector material due to
their complex structure and number of components.
As a consequence, the distributions for observables
based on the TOF or EMC detector response for MC
simulation are not in agreement with the correspond-
ing distributions from the collision data. This leads
to an imprecise εMC which needs to be corrected.
In this analysis we chose to correct the εMC with
a data-driven method. The determination of the
corrected reconstruction efficiency εcor is performed
individually for each signal event classification
category i = A, B, C.

To study the efficiency corrections only depend-
ing on either the neutron or the anti-neutron selec-
tion observables, the two control channels e+e− →
J/ψ → p̄nπ+ and e+e− → J/ψ → pn̄π− are used.
These control channels include two charged particles
in the final state, which can be used to predict the
position of the EMC shower from the neutron and
anti-neutron, respectively. This allows us to precisely
study the detector impact from a neutron and anti-
neutron from data and compare to the corresponding
MC simulation. The selection of the control channels
follows the discussion in [39]. With the selection of
the control channels, a requirement on the recoil mo-
mentum |precoilpπ−(p̄π+)| = |pJ/ψ−pp(p̄)−pπ−(π+)| is ap-

plied to restrict the momentum of the neutron (anti-
neutron) from the control channel to the correspond-
ing signal process final state particle momentum

|pn(n̄)| =
√

(
√
s/2)2 −m2

n(n̄). The category-specific

selection criteria for the neutron (anti-neutron) are
applied for both, the control sample MC simulation
and the data and the corresponding selection efficien-
cies εdatan , εdatan̄ , εMC

n , εMC
n̄ are determined. The

final efficiency correction Cnn̄ is determined as:

Cnn̄ =
∑
j,k

Mj,k · wj,k,

∆Cn(n̄) =

√∑
j,k

(∆Mj,k)2 · w2
j,k,,

Mj,k =
εdatan̄ (p, cos θ)εdatan (p,− cos θ)

εMC
n̄ (p, cos θ)εMC

n (p,− cos θ)

(A1)

wj,k(p, cos θ) is the normalized distribution in the
momentum-position-space from the signal MC
simulation after all selection criteria applied. The
negative sign of cos θ for the neutron efficiencies takes
into account the back-to-back behavior of the signal

process. The absolute value is determined by using
∆Mj,k as the individual error in the corresponding
bin j, k from the correction matrix, M, and the
signal distribution after all selection criteria applied
in the corresponding bin, wj,k .
The disagreement between the signal MC simulation
and data for the selection criterion Eextra is studied
with the process e+e− → pp̄. The process is selected
as discussed in [20]. To avoid biases, the selection
criterion on E/p is replaced by the requirement
on the proton EMC shower of | cos θ| < 0.8. We
assume, that the hadronic showers in the EMC
from (anti-)neutrons are similar to the ones from
(anti-)protons. Using this hypothesis, we study
the cut efficiency for Eextra from the clean selected
sample of e+e− → pp̄ events from data and from the
signal MC simulation for e+e− → nn̄ and determine

the efficiency correction Cextra = εpp̄,dataextra /εnn̄,MC
extra .

The trigger efficiency correction: to deter-
mine the trigger efficiency for the signal process
e+e− → nn̄, we study again the process e+e− → pp̄
under the discussed hypothesis. In the first step
we determine how often the trigger for pure neu-
tral channels is activated in data for the process
e+e− → pp̄, while pre-selecting the trigger channel
for charged tracks (avoiding a correlation between
the trigger for the MDC and EMC to prevent a
bias). Obtaining the trigger efficiency for the pure
neutral final state trigger channel with respect to
the deposited energy in the EMC Eitotal from event
i (quoted from reference [41]), we determine the
trigger efficiency correction Ctrg for our pure neutral
final state signal process:

1. the average trigger efficiency εtrg is defined
as:

εtrg =
∑
bin

ρ(E)binTrg(E)bin,

T rg(E) = 0.5 + 0.5Erf

(
E − a
b

)
,

(A2)

where ρ(E) is the normalized, binned, spectrum of
the total energy deposition in the EMC from the sig-
nal e+e− → nn̄. Trg(E), a probability that any
event will be triggered under the total energy de-
position E in the EMC, is obtained with an anal-
ysis of e+e− → pp̄. To prevent any bias of the
EMC, no selection criteria from EMC are used to
select e−e+ → pp̄ and trigger conditions from the
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MDC and TOF are pre-required to study the EMC
response from the control channel. A conditional
energy-dependence of the EMC trigger is obtained by
comparison between the number of events passing the
MDC+TOF+EMC trigger condition with the events
which only passing the MDC+TOF trigger conditions
(following the approach from Ref. [41]:

Ptrg(EMC) =
Ptrg(EMC + MDC + TOF)

Ptrg(MDC + TOF)
, (A3)

Ptrigger(MDC + TOF) is close to 1 [41], therefore it
is assumed that Ptrigger(EMC) is a reasonable eval-
uation of an independent trigger energy dependence.
The obtained Ptrigger(EMC) is fitted with the func-
tion Trg(E) (Eqn. A2 (right)). The parameters
from fit are determined to a = 0.758 ± 0.005 and
b = 0.334± 0.009.

2. Trg(E) is not sensitive to the magnetic field,
which is studied by application of different selec-
tion conditions. (This conclusion is drawn from
the following facts: at BESIII, the magnetic field
is 0.9 Tesla and the inner EMC radius is 94 cm
(arxiv.org/abs/0911.4960, table 17). As long as a
charged proton/antiprotons carry a transverse mo-
mentum more than pT = 0.25 GeV/c, it can reach
the EMC. Thus choosing e+e− → pp̄ events at

√
s =

2.125, 2.396 2.665 GeV (
√
s = 2.125; pT = 0.30

GeV/c at cos θ = 0.8) is reasonable to determine the
EMC trigger energy dependence Trg(E).) As de-
scribed above, the EMC trigger energy dependence
Trg(E) is tested with e−e+ → pp̄ events from differ-
ent
√
s samples under different transverse momenta

pT of the proton and it is found that Trg(E) is sta-
ble under different pT and the only difference is the
statistical precision. The final Trg(E) is determined
at high pT .

3. The correct reconstruction of the total energy
deposition in the EMC is crucial for the correct deter-
mination of the trigger efficiency. To obtain a reliable
total energy deposition distribution ρ(E) from the sig-
nal process, the control sample J/ψ → pn̄π−(+c.c.
for the similar correction of the neutron impact in
the EMC) is used to correct the energy deposition
from the (anti-)neutron in the EMC from the signal
MC simulation.

4. Trg(E) represents a probability that any event
will be triggered under the total energy deposition
E in the EMC, independent from particle type of

process. Therefore, the obtained EMC trigger ener-
gy dependence Trg(E) is re-weighted with the cor-
rected energy spectrum ρ(E) from the signal process
e−e+ → nn̄. This approach is the best available way
to reduce potential bias from the deflection of mag-
netic field and a solution not dependent on the dif-
ference between the anti-proton and the anti-neutron
annihilation in the detector material.

Two exclusive corrections in category C:

1. The disagreement between the signal MC sim-
ulation and data for the selection criterion Eextra is
studied with the process e+e− → pp̄. The process
is selected as discussed in [20]. To avoid biases, the
selection criterion on E/p is replaced by the require-
ment on the proton EMC shower of | cos θ| < 0.8.
The extra energy Eextra is defined as the energy de-
position in the EMC not coming from n or n̄. A
cone is constructed around the flight direction of n(n̄)
with an opening angle of 20(50)◦. The n and n̄ ener-
gy deposition in the EMC comes from the hadronic
showers of n and the annihilation of n̄. Both respec-
tive signals are very similar to the hadronic show-
ers of p and the annihilation of p̄. The energy de-
position due to Bethe-Bloch energy loss can be ne-
glected here. Radiative electromagnetic processes are
absent at this p/p̄ energy. Eextra contains all ener-
gy deposition in the EMC excluding all energy de-
posited in the n(n̄) cones. Since the control chan-
nel e+e− → pp̄ is a similar two particle final state,
one can define the cones for p and p̄ in the same
way as for e+e− → nn̄ and the Eextra distribution
contains the same kind of EMC response (for exam-
ple from machine background in the EMC, recoiled
secondary particles from the n̄(p̄)-annihilation which
may be have a large angle with the n̄(p̄) flight di-
rection and are not included in the 50 degree cone,
and showers produced by cosmic rays, among others).
The reason, why the channel e+e− → pp̄ is used for
this study is the similarity of the n̄ and p̄ annihilation.
Using this hypothesis, we study the cut efficiency for
Eextra from the clean selected sample of e+e− → pp̄
events from data and from the signal MC simulation
for e+e− → nn̄ and determine the efficiency correc-

tion Cextra = εpp̄,dataextra /εnn̄,MC
extra as illustrated in Fig. 9.

2. Corrections due to selection criteria on the
MUC have been studied in a similar way as for n-
and n̄-based selection criteria. They are found to be
negligible and possible residual effects are included in
the systematic uncertainty. The corrected reconstruc-
tion efficiency εcor is the product from the signal MC
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FIG. 9. Comparison of Eextra distribution from collider
data for e+e− → p̄p and e+e− → n̄n selection at

√
s =

2.396 GeV for Category C (signal selection as described,
additionally a hard cut on the angle between n and n̄ is
introduced ^nn > 175◦ to extract the ”most signal-like”
events). Events in e+e− → pp̄ data are scaled to same
number of events as in e+e− → nn̄ data.

efficiency εMC and the above discussed contributions
is:

εcor = εMC ·
∏
i

Ci, (i = nn̄, MUC, extra, trg) (A4)

7. Systematic uncertainties

In the first step, the systematic uncertainty on the
Born cross section and the effective form factor is de-
termined for each signal classification category. For
the final results, the individual systematic uncertain-
ties are combined. The following contributions are
studied:

1. The systematic uncertainty from the luminos-
ity measurement δL is quoted from [17].

2. The selection criteria for the signal process
e+e− → nn̄ have been corrected for the difference
between the MC simulation and real data using an
data-driven approach. We take one standard error of
the combined efficiency corrections as the systematic
uncertainty due to the signal selection δisel.

3. The uncertainty due to the fit procedure for
the extraction of signal event from data combines the
contributions from the fitting range, the signal and
background shape models. A sum in quadrature of

these contributions represents the systematic uncer-
tainty due to the fit δifit.

4. The dependence of the final state particles an-
gular distribution can introduce a systematic effect
onto the reconstruction efficiency. To take it into
account, we generate two extreme cases for the sig-
nal MC simulation samples according to the angular
analysis results for Riem, taking into account the cor-
responding uncertainty. The difference between the
signal MC simulation reconstruction efficiency with
the nominal signal MC and the two extreme cases is
taken as the systematic model uncertainty δmodel.

5. The uncertainty from the trigger efficiency δitrg
is considered as the difference of the nominal results
Citrg to results using values from multi-hadronic final
states for the parameters a and b in Eq. (A2) instead
of the nominal parameters extracted with the e+e− →
pp̄ process.

6. To estimate the uncertainty from the radiative
corrections and the vacuum polarization, we deter-
mine the product of the signal MC reconstruction effi-
ciency εiMC and the radiative correction factor (1+δ)i

for the final and previous form factor parametrization
within the signal MC simulation. Additionally, we
take into account the parameter uncertainty from the
input model for the line-shape via sampling within
the uncertainty band. The contributions are taken as
the systematic uncertainty δISR.

7. Several category-specific systematic uncertain-
ties are considered for non-universal selection criteria.
δT0 and δMUC are studied with a data-driven method
similar to the efficiency correction study in the previ-
ous section, while δevt and δBDT are studied by varia-
tion of the requirements and comparison of outcomes
to the nominal results.

For the systematic uncertainty on the Born cross sec-
tion for one classification category i = A, B, C the
contributions are added in quadrature to:

δσiB =

√∑
k

δ2
k, (A5)

where k indicates the labels sel, fit, model, trg, T i=A0 ,
evti=B , BDT i=B , MUCi=B,C . The systematic un-
certainty δσiB is propagated as shown in the formu-
la from Eq. (3) to determine the corresponding un-
certainty on the effective form factor δ|Gi|. The in-
dividual systematic uncertainties δσiB are combined
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to δσcombB and δ|Gcomb| using the generalized least
squares method [43] from Eq. (4). The uncertainties
δL and δISR are considered only once with the ex-
pression for the systematic uncertainty δσB and δ|G|
on the final results:

δσB =
√

(δσcombB )2 + (δL)2 + (δISR)2,

δ|G| =
√

(δ|Gcomb|)2 + (δL)2 + (δISR)2

(A6)

8. Cross-check

The signal event classification strategies A, B, and C
for the process e+e− → nn̄ are tested with the process
e+e− → J/ψ → nn̄. We use two data sets which
have been collected with the BESIII detector at the
c.m. energy of the J/ψ meson. The total number of
the J/ψ events in the data samples is (223.7± 1.4)×
106 and (1086.9 ± 6.0) × 106 [42], respectively. The
number of signal events for J/ψ → nn̄ is determined
by fitting ∆Tn or ^nn̄ as shown in Fig. 10.

The signal MC efficiency is corrected with the con-
trol samples e+e− → J/ψ → pn̄π− and e+e− →
J/ψ → p̄nπ+, similar to the efficiency correction in
the main analysis. We list the branching fractions
calculated from data for each category and compare
our results to the published reference from [39]. Our
results are consistent with each other and with the
world data reference, as shown in Table VI.

TABLE VI. Determination for the branching fraction
B(J/ψ → nn̄) [in unit of ×10−3] with the 3 different
analysis strategies A, B, and C. The uncertainties are sta-
tistical.

Category A B C Ref. [39]
B(J/ψ → nn̄) 2.02± 0.01 2.07± 0.03 2.00± 0.06 2.07± 0.01

9. The Study of Oscillation in the Effective
Form Factor

We study the oscillation of the effective form fac-
tor |G| initially for the individual neutron data.
Following the approach from [22], a fit with a modi-

fied dipole function GD∗(q
2) ≡ GD∗ is performed,

Gosc(q
2) = |Gn| −GD∗ ,

GD∗ = GD ·
1

1 + q2

m2
a

,

GD =
An(

1− q2

0.71(GeV2)

)2 ,

(A7)

and the parameters determined to An = 3.5 ± 0.1,
m2
a ∼ 50 × 106. The very large parameter for m2

a

indicates that our data can be described by the com-
mon dipole formula GD with the normalization An =
3.5 ± 0.1. Figure 11(a) shows the two different pa-
rameterizations. The two different parameterizations
are shown as the blue and red dotted line overlaying
each other.

To describe the oscillation of the reduced form fac-
tor Gosc, a fit with Eq. (6) (+ an additional Pol0)
is performed. The parameterization can describe
our data well with χ2/ndf = 11.8/13, as shown in
Fig. 11(b). We obtain the parameters for the momen-
tum frequency Cn = 5.28 ± 0.36 GeV−1 in compari-
son to the proton frequency of Cp = 5.5± 0.2 GeV−1

from [22] and to the shared frequency from the simul-
taneous fit to the nucleon data with C = 5.55± 0.28
GeV−1.

To investigate the significance of the oscillation, we
compare the fit with the Eq. (6) for the description of
oscillation Fosc with an additional possible shift (Fosc
+ Pol0) to a fit with a polynomial of zeroth degree,
as shown in Fig. 11(b). The statistical significance of
the periodic structure is 6.3σ.
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FIG. 10. (Left) Category A: determination of the signal events via a fit to the observable ∆Tn for the selected data at√
s = 3.097 GeV. Black points represent collider data, the red line represents the signal shape obtained from J/ψ → n̄n

signal MC generated with conexc, the green line represents the sideband background, and the blue line represents the
e+e− → γγ background. The black line represents the combined fit model. (Middle) Category B: determination of the
signal events via a fit to the observable ^n̄n for the selected data at

√
s = 3.097 GeV. Black points represent collider data.

The red line represents the signal shape obtained from signal MC (e+e− → J/ψ → n̄n), the magenta represents the
background shape, the black line represents the combined fit model. (Right) Category C: determination of the signal
events via a fit to the observable ^n̄n for the selected data at

√
s = 3.097 GeV. Black points represent collider data, the

red line represents the signal shape obtained from signal MC (e+e− → J/ψ → n̄n) generated with conexc, the green
line represent the sideband background. The blue line represents the combined fit model.

(a)

2 2.2 2.4 2.6 2.8 3 3.2

 (GeV)s

0.06−

0.04−

0.02−

0

0.02

0.04

0.06

0.08

0.1

os
c

G

 + Polynomial 0:OSCF

 0.03±  A =  0.08 
 0.24±  B =  1.01 
 0.36±  C =  5.28 
 0.55±  D = -3.77 

/ndf = 11.8/132χ  

Polynomial 0:
 0.00± =  0.00 0  P

/ndf = 64.3/172χ  

(b)

FIG. 11. (a) Fit to the effective form factor of the neutron |G|. The blue and red dotted lines are fits with the functions 5
and A7. (b) Fit with Eq. (6) to Gosc using the parametrization 5 shown as the red solid line. The statistical significance
for the oscillation is carried out by comparison to a fit with a polynomial of zeroth degree (black dotted line), and is
6.3σ. The obtained parameters are shown in the plots.
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