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## Introduction

One of the fundamental questions that humanity has grappled with is Why do we exist? Science is continually looking for answers to the concerns and problems relating to this fundamental question. Based on our current knowledge, it is unclear why there is more matter in our Universe than antimatter. The asymmetry of matter and antimatter can only arise if a set of parameters, known as the Sakharov conditions, are met. The violation of the $\mathcal{C P}$ symmetry is one of these criteria.
$\mathcal{C P}$ violation is included into the Standard Model of particle physics by CKM mechanism, but it is far from sufficient to explain the matter antimatter asymmetry of the Universe, so additional sources are required to fully comprehend it.

The Electric Dipole Moment (EDM) of fundamental particles is a very sensitive probe of further $\mathcal{C P}$ violation. Its discovery could enable the extension of the Standard Model and bring us closer to understanding this asymmetry. Despite the multiple searches for the EDM of different elementary particles, only the upper limits of EDM have been determined so far.

The Jülich Electric Dipole Moment Investigations (JEDI) collaboration is conducting one of these researches, with the goal of directly measuring the EDM of protons and deuterons in the accumulation ring [1].

While ultra-cold electrically neutral atoms and neutrons can conveniently be stored in traps, the measurement of an EDM of charged particles can only be approached with storage rings. EDM searches of charged fundamental particles have been impossible so far, due to the absence of the new class of electrostatic storage rings.

At this stage the JEDI collaboration works at the COoler SYnchrotron storage ring (COSY), to address the technical issues and feasibility studies at an existing facility, before venturing to the construction of dedicated electrostatic storage ring. COSY is a magnetic ring in which the beam is injected with vertical polarisation, then a spin-flipper changes it into horizontal plane. The existence of an EDM, combined with the presence of an electric field, would produce a torque on the spin of the particles, and thus a spin precession.

The measure of EDM is related to the time development of the beam polarisation, that is measured with a polarimeter that exploits the asymmetry of elastic scattering of charged particles off a carbon target. The JEDI POlarimeter (JEPO) is a modular calorimeter made of LYSO scintillating crystals coupled with SiPMs. The LYSO modules have a very high precision when it comes to calorimetry, but due to the limitations on its size the accuracy of particle trajectory reconstruction is compromised.

This thesis focuses on a possible upgrade for the existing JEPO: i.e. is the installation of a tracking hodoscope made of triangular plastic scintillator bars (the SiPM Tracking Hodoscope - SiTH). Due to the unique geometry of the arrangement and the individual readout of the tracker bars, this hodoscope will be capable of precisely determining the point of incidence of a particle on the polarimeter modules, thus increasing its performance in measurement of beam polarisation.

In 2018 a Test Beam was conducted on a prototype setup to find the performances of the SiTH modules. Based on the analysis of the data from 2018 Test Beam a Geant4 simulations of the SiTH detector has been performed. First of all the simulation aimed to match the 2018 Test Beam configuration to get the same result, then to exploit the energy resolution parameters in the simulation of the whole detector. Fig. 1 depicts the scheme of this approach to the simulations.


Figure 1: Simulations approach scheme. Starting from the Test Beam (topleft corner) the Geant4 simulation aims to find the proper Detector Energy Resolution parameter to exploit it in simulation of the whole SiTH detector (bottom-right corner), and then infer the real detector performance.

The following are brief overviews of the chapters to come:

- Chapter 1: This chapter discusses the scientific interest and motivation of EDM searches.
- Chapter 2: This chapter presents the Cooler Synchrotron ( COSY) accelerator facility and the principle of Polarisation.
- Chapter 3: This chapter treats the concept, design and results of the JEDI POlarimeter.
- Chapter 4: This chapter illustrates the SiPM Tracking Hodoscope (SiTH) detector.
- Chapter 5: This chapter gives a summary of the results and an outlook for future operations.


## Chapter 1

## Scientific Motivation

This chapter briefly describes the open problem of matter-antimatter asymmetry and presents in detail the symmetries and transformations in particle physics.

Electric Dipole Moments (EDMs) of fundamental particle are presented, and an overview of the existing EDM experiments and their results is given.

The second part of the chapter addresses another open mystery of physics: What is the universe made of? Since, as inferred from cosmological observations, visible matter accounts only for a small fraction of the total observed one, the concept of Dark Matter has been introduced. Particles Beyond the Standard Model (BSM) have been proposed as Dark Matter candidates. These include ultralight particles like axions and axion-like particles (ALPs). Axions interact with gluons to produce an oscillating electric dipole moment (oEDM) on nucleons or nuclei.

### 1.1 Matter-Antimatter asymmetry

One of the biggest open questions of physics is the matter-antimatter asymmetry, because following the most commonly known models, matter and antimatter should be created in the same quantity. The universe after the Big Bang expanded exponentially, in a process called inflation. After the inflation stopped the temperature was still high enough to create, and so annihilate, particle-antiparticle pairs in thermal equilibrium. Then, when the
universe cooled down enough to reach the critical energy for pair production, this pair production was no longer accessible and so, matter and antimatter could annihilate into photons [2]. A schematic view of the universe expansion is shown in Fig. 1.1.


Figure 1.1: Universe expansion scheme. During the Big Bang the matter and antimatter were formed in equivalent amount, in a successive phase baryons and anti-baryons formed and annihilated into photons. 380.000 years after Big Bang the universe time became transparent to the photons, and these photons are red-shifted to microwave frequencies due to the expansion of the universe.

A sturdy quantity to express this asymmetry is the so-called baryon asymmetry:

$$
\begin{equation*}
\eta_{B \bar{B}}=\frac{N_{B}-N_{\bar{B}}}{N_{\gamma}} . \tag{1.1}
\end{equation*}
$$

Which is the difference of the baryon $\left(N_{B}\right)$ and anti-baryon $\left(N_{\bar{B}}\right)$ densities over the cosmic background radiation photon density $\left(N_{\gamma}\right)$ just before the disappearance of the anti-baryons [3]. The $\eta_{B \bar{B}}$ is part of cosmological models and experimentally determined using astrophysical observation. An experimental evidence to determine $\eta_{B \bar{B}}$ is the abundance of light elements produced during Big Bang Nucleosynthesis (BBN). Another evidence is the observed temperature fluctuation in the Cosmic Microwave Background (CMB) within the Wilkinson Microwave Anisotropy Probe (WMAP) experiment. Both results were in good agreement in the baryon asymmetry measurement
stated in [2]:

$$
\begin{align*}
& \eta_{B \bar{B}}^{C M B}=6.16_{-0.156}^{+0.153} \cdot 10^{-10} .  \tag{1.2}\\
& \eta_{B \bar{B}}^{B B N}=6.07_{-0.33}^{+0.33} \cdot 10^{-10} . \tag{1.3}
\end{align*}
$$

However, the estimation based on the Standard Model of particle physics (SM) and Standard Model of Cosmology (SMC) yield an $\eta_{B \bar{B}} \approx 10^{-18}$, which is eight orders of magnitude below the measured values [4].

The absence of the antimatter can have two possible explanations. One is that the antimatter still exists in regions separated from matter-dominated areas. So the Milky Way (e.g.) is part of such a matter-dominated region as a result of an observation of the matter excess. The other is that the antimatter annihilation was an asymmetrical process during the baryogenesis. The first case implies the search for antimatter, as done by Alpha Magnetic Spectrometer (AMS) experiment on the International Space Station (ISS) [5].

For the baryogenesis Andrei Sakharov in 1967 postulated three conditions to be fulfilled [6]:

- Baryon number violation: Considering that the baryon number B was initially zero, the baryon number violation is necessary to reach a state where there is an excess of matter over antimatter.
- Violation of $\mathcal{C}$ and $\mathcal{C P}$ symmetries: The probability of particle or antiparticle creation only differs if the symmetries of charge conjugation $\mathcal{C}$ and the combined charged and parity transformation $\mathcal{C P}$ are violated.
- Being out of thermal equilibrium: When a system is in thermal equilibrium the likelihood of processes that take place are just as much as the reversed ones. Therefore, the system would be unable to transit from a $B=0$ to a $B \neq 0$ state.

The $\mathcal{C P}$ violation incorporated in the SM is not enough to explain the measured $B \bar{B}$ asymmetry. Permanent EDMs of the elementary particles are candidates for such processes which will be discussed later in this chapter.

### 1.2 Symmetries and Transformations

A symmetry, in general, is an operation that maintains the invariance of a system. Noether's theorem on the connection between conservation principles and symmetries makes symmetries significant tools in elementary particle physics. A conservation law is connected to each continuous symmetry in nature. Each conservation law, in other words, represents an underlying symmetry. The universe's time and space translation symmetries, for example, result in energy and momentum conservation, and angular momentum conservation is linked to a physical system's rotational symmetry [7].

## Parity Transformation

Parity operator $\mathcal{P}$ is also called space inversion operator. In fact using $\mathcal{P}$ is the same as reversing all three spatial coordinates while keeping the temporal coordinates.

$$
\begin{equation*}
(\vec{x}, t) \rightarrow\left(\vec{x}^{\prime}, t^{\prime}\right)=(-\vec{x}, t) \tag{1.4}
\end{equation*}
$$

As a result, being symmetric under the parity transformation indicates that a process and its mirror image process behave identically. The transformation affects polar vectors like displacement, momentum, and acceleration, but not axial vectors as angular momentum. In an electromagnetic physical system, electric fields represented by polar vectors will be reversed by the $\mathcal{P}$ transformation, but magnetic fields will maintain their orientation since they are axial vectors.

The electromagnetic and strong interactions of the SM are symmetrical under $\mathcal{P}$, while the weak interaction violates it. Following the finding of $\mathrm{K}^{+}$meson decaying into two and three pions, respectively, Lee and Yang proposed in 1956 to explore parity violation for weak interactions by exploring $\beta$ decays [8]. Soon after, Wu et al. carried out an experiment about the beta decay of polarized ${ }^{60} \mathrm{Co}$ (9]:

$$
\begin{equation*}
{ }^{60} \mathrm{Co} \rightarrow{ }^{60} \mathrm{Ni}+e^{-}+\bar{\nu}_{e} . \tag{1.5}
\end{equation*}
$$

It was discovered that no matter what the sign of the magnetic field was, the emitted electrons were more likely to fly in the opposite direction of
the nuclear spin. Since the parity operator has no effect on the polarisation direction but influences the momentum and hence the flight direction under $\mathcal{P}$, the measurement provides evidence of parity violation. Furthermore, research into charged pion decays revealed that the neutrino spin is always anti-aligned to the momentum vector, but the spin of the anti-neutrino points along the path of flight. Consequently, assuming mass-less neutrinos, just left-handed neutrinos and right-handed anti-neutrinos couple to the weak interaction in the SM [10].

## Charge Conjugation Transformation

The charge conjugation Operator $\mathcal{C}$ replaces particles with their antiparticle in the underlying physical processes. As a result, additive quantum numbers like charge, baryon, and lepton number, as well as strangeness, are reversed, but spin, position, and momentum are unaffected. Inverting the charge causes the electric and magnetic fields to shift direction. The weak component of the SM contains violations of the $\mathcal{C}$ symmetry. Consider the $\mathcal{C}$ transformation of a left-handed neutrino into a left-handed anti-neutrino to find proof for a $\mathcal{C}$ violation. Left-handed anti-neutrinos do not join in weak interactions in the SM, as previously stated. [11,12.

## Time Reversal Transformation

Time reversal $\mathcal{T}$ is the third discrete transformation. It inverts the sign of the time coordinate while keeping the spatial coordinates unaltered.

$$
\begin{equation*}
(\vec{x}, t) \rightarrow\left(\vec{x}^{\prime}, t^{\prime}\right)=(\vec{x},-t) . \tag{1.6}
\end{equation*}
$$

The specific reaction rate for a time symmetric process should be the same as for the reverse reaction. There is no evidence for $\mathcal{T}$ violation in several experiments regarding strong and electromagnetic interactions. Experiments in the weak sector are difficult to carry out, however by using the $\mathcal{C P} \mathcal{T}$ theorem, a reliable measurement for $\mathcal{T}$ violation in weak interactions may be carried out. For Lorentz invariant local quantum field theory, the $\mathcal{C P} \mathcal{T}$ theorem asserts that each combination of all transformations $(\mathcal{C P} \mathcal{T})$ results in a symmetric process [13]. As a result, a $(\mathcal{T})$ violating process is also a $(\mathcal{C P})$
violator. The rate asymmetries that emerged from measuring the probability of the transformation $\bar{K}^{0} \rightarrow K^{0}$ and the reversed process $K^{0} \rightarrow \bar{K}^{0}$ proved a direct violation of the $(\mathcal{T})$ symmetry [14]:

$$
\begin{equation*}
\left\langle\frac{R\left(\bar{K}^{0} \rightarrow K^{0}\right)-R\left(K^{0} \rightarrow \bar{K}^{0}\right)}{R\left(\bar{K}^{0} \rightarrow K^{0}\right)+R\left(K^{0} \rightarrow \bar{K}^{0}\right)}\right\rangle=\left(6.66 \pm 1.3_{\text {stat }} \pm 1.0_{\text {sys }}\right) \cdot 10^{-3} . \tag{1.7}
\end{equation*}
$$

## $\underline{\mathcal{C P}}$ Violation in the Standard Model

After the evidence of parity violation in the weak sector of the SM, the $\mathcal{C P}$ symmetry was designed to explain the observed left-right symmetry in nature. In the $\mathcal{C P}$ transformation a parity transformation is applied first, followed by a charge conjugation. The meson decay problem can be solved by combining these two processes. A left-handed neutrino is transformed into a right-handed anti-neutrino through the $\mathcal{C P}$ transformation [11, 13. In the Fitch-Cronin experiment of 1964, which studied the decay of the $K^{0}$ particle, a violation of $\mathcal{C P}$ symmetry in weak interactions was discovered [15]. The decay rates of kaons to two and three pions for the mass eigenstate $K_{L}$ were measured. The decay into two pions would be impossible if $K_{L}$ were a pure $\mathcal{C P}$ eigenstate. Furthermore, across the experiment, several of these decays were recorded, indicating $\mathcal{C P}$ violation in the weak sector. The Cabibbo-Kobayashi-Maskawa (CKM) matrix might well be incorporated to the SM to explain this phenomenon. CKM matrix describes the quarks mixing, whose empirical phase $\delta$ is related to $\mathcal{C P}$ violation. The SM, in general, admits $\mathcal{C P}$ violation in strong interactions.

The so-called $\theta$-QCD term in the QCD Lagrangian violates $\mathcal{C P}$, but no comparable processes have been seen in the strong sector, leading to the so-called strong $\mathcal{C P}$ issue [16]. Additional sources of $\mathcal{C P}$ violation are of significant interest because the $\mathcal{C P}$ violation in the CKM matrix is not capable of explaining the matter-antimatter imbalance. One such possibility is the EDM, which will be examined in the following sections.

### 1.3 Electric Dipole Moments

The EDM, like momentum, charge, spin and mass, is a fundamental property of a particle. The presence of a permanent EDM in a non-degenerated system might be another probe of $\mathcal{C P}$ violation, and it would explain matter predominance across the universe. The basic concept of EDMs is briefly discussed in this section, as well as an overview of EDM measurements and their conclusions.

### 1.3.1 Definition

Generally EDM $d$ is defined as the separation of positive and negative charges in a system. EDM is a vector quantity consisting of two charges $q$ and $-q$ separated by a distance $r$.

The EDM of a basic particle can be defined as follows in the context of quantum mechanics:

$$
\begin{equation*}
\vec{d}=d \cdot \vec{s} \text { with } d=\eta_{E D M} \frac{q \hbar}{2 m c}, \tag{1.8}
\end{equation*}
$$

where the $q$ is the charge of the particle and $m$ its mass and $\hbar$ is the reduced $h$ Plank constants. The $\eta_{E D M}$ is a dimensionless quantity.

Eq. 1.8 has a similar structure to the magnetic dipole moment (MDM) one:

$$
\begin{equation*}
\vec{\mu}=\mu \cdot \vec{s} \text { with } \mu=g \frac{q \hbar}{2 m} . \tag{1.9}
\end{equation*}
$$

Here $q$ is the charge of the particle and $m$ its mass. The so-called $g$-factor, $g$, is dimensionless,. The MDM must be aligned with the spin $s$ to maintain its vector character, as this is the only quantization axis available.

The presence of EDM would violate the $\mathcal{P}$ and the $\mathcal{T}$ invariances and so the $\mathcal{C P}$, as mentioned before. This may be observed by applying the $\mathcal{P}$ and $\mathcal{T}$ transformations to the Hamiltonian that describes the EDM and MDM in external electric E and magnetic B fields for a particle at rest (see section 1.2 for symmetries reference):

$$
\begin{align*}
\hat{H} & =-\vec{\mu} \cdot \vec{B}-\vec{d} \cdot \vec{E}  \tag{1.10}\\
\mathcal{P}: \hat{H} & =-\vec{\mu} \cdot \vec{B}+\vec{d} \cdot \vec{E}  \tag{1.11}\\
\mathcal{T}: \hat{H} & =-\vec{\mu} \cdot \vec{B}+\vec{d} \cdot \vec{E} . \tag{1.12}
\end{align*}
$$

Equation 1.11 uses a parity transformation to flip the direction of the electric field $\vec{E}$ while leaving the magnetic field $\vec{B}$ and the spin $\vec{s}$ intact. The EDM term's sign shifts, while the MDM term stays the same. As a result, the EDM breaks the $\mathcal{P}$ invariance, but the MDM retains the parity. The time reversal transformation of Equation 1.12, in which the spin and magnetic fields are flipped but the electric field stays unchanged, is the same. This means that, since EDM points in the spin direction, the EDM term of the equation $1.10 \mathcal{T}$ violates changing the sign.

Figure 1.2 illustrates the aspects discussed above. According to the $\mathcal{C P} \mathcal{T}$ theorem, an EDM is $\mathcal{C P}$ violating since it violates individually both $\mathcal{P}$ and $\mathcal{T}$.

Figure 1.2: A particle in an external magnetic B and electric E field, with a persistent EDM, is represented schematically in this diagram. The electric field changes sign but the magnetic field and spin remain constant in a parity transformation $\mathcal{P}$. The time reversal transformation $\mathcal{T}$, on the other hand, reverses the MDM and the EDM, and also changes the sign of the magnetic field. As a result, a system with a permanent EDM breaks both symmetries, and is also $\mathcal{C P}$ violating, according to the $\mathcal{C P} \mathcal{T}$ theorem.


### 1.3.2 $\mathcal{C P}$ violation and EDMs

EDMs can be introduced via higher order loop effects for both weak and strong sections of the SM. The following is a short review of the relevant mechanism and the SM prediction that results.

The imaginary phase $\delta$ of the CKM matrix, as indicated in Section 1.2 , contributes to $\mathcal{C P}$ violation in the weak sector of the SM.The predicted values of EDM for neutrons and electrons are the following:

$$
\begin{align*}
d_{n} & \approx 10^{-32} e \cdot \mathrm{~cm}  \tag{1.13}\\
d_{e} & \approx 10^{-40} e \cdot \mathrm{~cm} \tag{1.14}
\end{align*}
$$

Because the major contribution to proton and neutron EDMs is at the threeloop level, these quantities turn out to be extremely tiny. The EDM is even produced on the four-loop level in the case of the electron [17.

### 1.3.3 Existing EDM measurement

Since the EDM is a potential probe of the new $\mathcal{C P}$ violation, several tests have been conducted looking at different particles. The polarisation of a particle ensemble turns out to be the most relevant observable for EDM experiments since the EDM affects the spin motion (see equation 1.8). The next paragraphs describe the fundamental concept of these measurements for the neutral systems. With in presence of electromagnetic fields, the polarisation variation for trapped particles is studied. A particle sample with polarisation parallel to a main magnetic field is required at first, and the spins begin to precess with an initial Larmor frequency. The precession frequency is put in resonance with an RF field as the system absorbs it making it measurable. An uniform electric field is applied in the third stage and interacts with the particles' EDMs. Both the MDM and the EDM lead to a shift in the precession frequency of the spins. The polarity of the electric field is flipped inside the experiment to obtain pure EDM contribution as shown in Fig. 1.3.

The difference in Larmor precession frequencies $\Delta \omega$ as a result of the two parities is proportional to the EDM and may be written as:

$$
\begin{equation*}
\Delta \omega=\omega(E \uparrow)-\omega(E \downarrow)=\frac{4|\vec{d}| E}{\hbar} \tag{1.15}
\end{equation*}
$$

Figure 1.3: A non zero permanent EDM, d, would mean that the time-averaged position of positive and negative charges inside the particle would not coincide. The presence of an EDM would cause a precession of the spin when placed in an electric field $\mathbf{E}$ (in black). The magnetic moment $\mu$, that does not violate $\mathcal{C P}$ symmetry, causes a spin precession in a magnetic field $\mathbf{B}$ (in green). A non-zero EDM would cause a difference in the precession frequency when placed in an alter-
 nately parallel (left) and antiparallel (right) magnetic and electric fields [18].

The arrows represent the different polarities of the electric field, while $\hbar$ stands for the reduced Planck constant. After the interaction with the electric field, it is measured by adding another RF magnetic field. The resultant vertical polarisation is used to calculate the frequency difference in Equation 1.15 and acts as a measure for the EDM.

First measurement of neutron's EDM was provided by Smith, Ramsey and Purcell in 1957 [19], with a result of :

$$
\begin{equation*}
d_{n}=(0.1 \pm 2.4) \cdot 10^{-20} e \cdot \mathrm{~cm} . \tag{1.16}
\end{equation*}
$$

There are numerous physics theories BSM that incorporate EDMs and may thus predict the EDMs of various particles. It is important to measure the EDM not just for neutrons but also for a variety of other particles in order to explore these hypotheses and compare predictions to experimental evidence. Because the EDM values are extremely small and can easily be dominated by systematic errors, it is critical for the experiments to achieve very high sensitivity in this setting. Because the results are in agreement with zero, all previous measurements have only provided upper limits for the EDMs.

Table 1.1 and Figure 1.4 summarize the upper bounds for the EDM of the most investigated particles. It's worth to mention that the proton and
electron boundaries are determined by indirect measurements of atoms and molecules. As a consequence, assumptions regarding how nuclei behave in these systems have a role in determining these numbers 20. The muon EDM, on the other hand, was generated from a direct measurement utilizing $\mu^{+}$and $\mu^{-}$beams at the Brookhaven National Laboratory's $g-2$ experiment (BNL). It's the only direct EDM experiment that uses charged particles so far. Heavy nuclei, such as deuterons, will be the subject of further studies in the near future 21, 22].

| Particle | upper EDM limit $(e \cdot \mathrm{~cm})$ | C.L. |
| :---: | :---: | :---: |
| neutron | $d_{n} \leq 1.8 \cdot 10^{-26}$ | $90 \%$ |
| proton | $d_{p} \leq 7.9 \cdot 10^{-25}$ | $90 \%$ |
| electron | $d_{e} \leq 8.7 \cdot 10^{-29}$ | $95 \%$ |
| muon | $d_{\mu} \leq 1.9 \cdot 10^{-19}$ | $95 \%$ |

Table 1.1: Table with measured upper limits for fundamental particles 23 26


Figure 1.4: Graphical representation of measured upper limits for different particles EDMs 27].

### 1.3.4 EDM Searches in Storage Ring

When particles are charged, trapping and studying them under the influence of electromagnetic fields becomes much more difficult. In the presence of electric fields, charged particles accelerate and cannot be trapped as easily
as neutral particles like neutrons. As a result, new measuring methods must be implemented [28]. Storage rings provide the advantage of storing charged particles and cycling them for extremely extended beam lifetimes.

The essential idea for a storage ring-based EDM search is the same as it is for neutral systems, except that the particle is trapped in a larger region [29]. The storage ring serves as a charged particle trap. The time evolution of the Polarisation of the stored particle is then analysed. An electric field is supplied, similar to the neutral systems, with which the EDM of the particles interacts, changing the spin orientation of the particle and therefore the polarisation.

A vertically polarized particle beam is injected in the storage ring, that traps it by magnetic or electric fields. A Lorentz translation into the particle's rest frame yields the fields operating on the spin, which are a linear combination of the fields in the laboratory frame. A vertical oscillation of the polarisation is produced as a result of the EDM's interaction with the fields, with the frequency:

$$
\begin{equation*}
\vec{\omega}_{E D M}=-\frac{q}{m c} \frac{\eta_{E D M}}{2}(\vec{E}+c \vec{\beta} \times \vec{B}) . \tag{1.17}
\end{equation*}
$$

Moreover, due to the MDM the polarisation precesses in the horizontal direction, with a frequency of $\omega_{M D M}$ :

$$
\begin{equation*}
\vec{\omega}_{M D M}=-\frac{q}{m}\left[\left(G+\frac{1}{\gamma} \vec{B}\right)+\left(G+\frac{1}{1+\gamma}\right) \vec{\beta} \times \frac{\vec{E}}{c}\right] \tag{1.18}
\end{equation*}
$$

where the fields $\vec{E}$ and $\vec{B}$, as well as the velocity $\vec{\beta}$, are all perpendicular to each other. The anomalous magnetic moment, which may be linked to the $g$-factor by $G=\frac{g-2}{2}$, is the factor $G$. One method to address the problem is to try to maintain the polarisation projection in the horizontal plane parallel to the momentum by matching the particle's revolution frequency to the MDM's precession. This is the Frozen Spin situation [28] in which the magnetic and electric fields must be matched in a certain way. This can be achieved in a variety of ways depending on the particle. In the presence of only electric fields and no magnetic fields particles with a positive G can have Frozen Spin at a specific momentum. A particle with negative G, on the other hand, always needs both electric and magnetic fields. If the Frozen Spin condition is fulfilled, the only term that contributes to the spin manip-
ulation is the EDM, which results in a vertical polarisation accumulation, a scheme of this principle is shown in Fig 1.5.


Figure 1.5: Principle of EDM search in a storage ring. A longitudinally polarized particle bunch, under Frozen Spin condition, will gradually build up vertical Polarisation in response to a radial electric field due to EDM. This can be measured by high precision polarimeters.

### 1.4 Axions and Dark Matter

Among the deepest mysteries in natural sciences stands the question of what the universe is made of. Visible matter, comprising Standard Model particles, accounts only for a small fraction. As inferred from cosmological observations, about 5 times more matter is invisible and is called Dark Matter (DM). Dark Matter has been postulated by the need for much more mass than actually seen in rotating galaxies in order to bind them by the gravitational force, compensating the centrifugal force. This is schematically shown in Fig. 1.6 .

There are further compelling observations indicating the existence of DM, e.g. gravitational lensing and its role in the evolution of structure in the Universe. However, what DM actually is, remains a mystery. It is important to note that none of the known building blocks of the (otherwise remarkably successful) Standard Model (SM) of elementary particle physics can serve as DM. This implies that the SM of particle physics provides no solution to the DM problem. As a consequence new particles outside the realm of the SM (Beyond Stadard Model - BSM) have been proposed as dark matter candidates . Among them are so called WIMP (Weakly Interacting Massive Particles). In spite of enormous experimental effort, no DMparticle was found up to now. It it thus important to widen the search to other, theoret-


Figure 1.6: Rotational speed for a rigid body (a) and for Keplerian motion, e.g. our solar system, with most of the mass centered at zero (b). In $\mathbf{c}$ the result (red dots) for a typical spiral galaxy is shown. The disagreement with the Keplerian prediction for $\mathrm{R}>10 \mathrm{kpc}$ (i.e. the constant speed) was first observed by F. Zwicky in the 1930s in the Coma Cluster and indicates that more mass than visible must be present. 30]
ically well motivated DM candidates [31]. These include ultralight particles like axions and axion-like particles (ALPs).

Originally, axions were suggested to address the so-called strong $\mathcal{C} \mathcal{P}$-problem in particle physics' Standard Model. $\theta_{Q C D}$ term of the Lagrangian of the QCD contributes to $\mathcal{C P}$ violation in the strong sector of the SM is:

$$
\begin{equation*}
\mathcal{L}_{\theta}=-\theta_{Q C D} \frac{g_{s}^{2}}{64 \pi^{2}} \epsilon^{\mu \nu \alpha \beta} G_{\mu \nu}^{\alpha} G_{\alpha \beta}^{\alpha}, \tag{1.19}
\end{equation*}
$$

where $g_{s}$ is the strong coupling constant, $G_{\mu \nu}^{\alpha}$ the gluon field tensor and $\epsilon$ describes the 4D Levi-Civita tensor. The $\theta_{Q C D}$ factor can contribute to higher EDM values if compared to the influence of the weak sector.

The predictions for the neutron and proton are as follows [32]:

$$
\begin{align*}
& d_{n} \approx \theta_{Q C D}(-2.9 \pm 0.9) \cdot 10^{-16} \mathrm{e} \cdot \mathrm{~cm}  \tag{1.20}\\
& d_{p} \approx \theta_{Q C D}(1.1 \pm 1.1) \cdot 10^{-16} e \cdot \mathrm{~cm} \tag{1.21}
\end{align*}
$$

In general, $\theta_{Q C D}$ can take on any value, but neutron EDM observations provide an upper limit of 33):

$$
\begin{equation*}
\theta_{Q C D}<10^{-10} \tag{1.22}
\end{equation*}
$$

$\theta_{Q C D}$ 's smallness is referred to as the strong $\mathcal{C P}$ issue since it is theoretically unexplained. The inclusion of a new symmetry naturally explains the smallness and results in the creation of a new particle, the axion 34, 35. If axions are the source of dark matter, they must be exceedingly light, with masses less than $10^{-6} \mathrm{eV}$, about 12 orders of magnitude lighter than the electron.

Axions potentially interact with regular matter in a number of different ways. The axion-photon interaction is at the heart of the majority of axion searches. Other investigations involve the usage of axion interactions with atomic nuclei or spin coupling. The well-known nuclear magnetic resonance method [36] can be employed to investigate the latter effects.

### 1.5 Axion searches in Storage Ring and oEDMs

The influence of axions on the spin motion of a particle ensemble in a storage ring will be investigated [37]. Axions interact with gluons to produce an oscillating electric dipole moment (oEDM) on nucleons or nuclei [38]. These oEDMs may be detected in a storage ring using resonant techniques, which magnify the effects and allow for remarkable precision.

The experimental approach is depicted in Fig.1.7. Spin polarized particles are kept in a storage ring as a beam in a circular orbit. The polarisation vector $P$, which is determined by the average of the spin vectors $S$ in a particle cluster, precesses with a frequency $\Omega_{M D M}$ due to the MDM. If the axion oscillation frequency, $\omega_{\text {axion }}$, matches the $\Omega_{M D M}$, a resonance occurs, and a vertical polarisation build-up owing to the oEDM is seen.

The precession frequency $\Omega_{M D M}$ in a magnetic storage ring such as COSY is determined by the particle's energy and the magnetic moment:

$$
\begin{equation*}
\Omega_{M D M}=\gamma G \Omega_{r e v}, \tag{1.23}
\end{equation*}
$$

where $\gamma$ stands for the relativistic Lorentz factor, $G$ for the magnetic anomaly and $\Omega_{\text {rev }}$ is the angular revolution frequency of the beam. When an electric


Figure 1.7: Polarisation $\vec{P}$ has a precession in horizontal plane with angular frequency $\Omega_{M D M}$. If $\Omega_{M D M}=\omega_{\text {axion }}$ a resonant build-up of vertical polarisation may be seen thanks to the oEDM 30 .
or a magnetic field is applied to a particle the spin vector $\vec{S}$ precesses due to $\vec{d}$ or $\vec{\mu}$ and has to be aligned with the spin direction. Looking at this spin precession one can access the MDM and EDM of the particle. Axions and axion-like particles (ALP) could induce an oscillation in the EDM, of the nuclei with a frequency given by the Compton frequency $\omega_{\text {axion }}$ :

$$
\begin{equation*}
\omega_{\text {axion }}=\frac{m_{a} c^{2}}{\hbar} \tag{1.24}
\end{equation*}
$$

with axion mass written as $m_{a}$. Using resonance effects, the oscillation of the EDM $\vec{d}$ can be investigated in storage rings.

This principle is quite similar to the one described in EDM searches in storage ring in section 1.3.4 and this make the COSY facility an available host for experiments that search for axions and oEDMs for protons and deuterons 30]. When compared to other studies seeking axion generation or absorption, axion searches at storage rings have the benefit of being able to cover a wide mass (frequency) area (with reduced sensitivity to the axion-gluon interaction) or concentrate on a very limited mass region (with a much higher sensitivity). The second situation is interesting if another experiment provides evidence for an axion or ALP at a particular mass. In this instance, the available measuring time would be spent on a precisely single frequency, matching to the mass $m_{a}$, and looking for a resonance signal, so verifying any claim (see. Fig 1.8 for the sensitivity spectra).


Figure 1.8: One Year data acquisition sensitivity of the axion-gluon coupling over Axion mass (eV) or frequency (Hz)

## Chapter 2

## The Cooler Synchrotron COSY

In this chapter the Cooler Synchrotron (COSY) accelerator facility is described. A brief overview of the facility's main components and experimental halls is given.

JEDI collaboration aims to directly measure the EDM of protons and deuterons in the accumulation ring. The combination of EDM with the presence of an electric field, would produce a torque on the particle, and thus a spin precession. Therefore, to achieve the primary goal of JEDI, the experiment needs to look at the time development of the polarisation of the particle beam.

The formal definition of polarization is given in this chapter.

### 2.1 General Overview

COSY accelerator facility is located at Forschungszentrum Jülich in Germany. A scheme of COSY is given in Fig.2.1.


Figure 2.1: COSY schematic view

The accelerator consists in a storage ring of 184 m circumference, which can accelerate and store beams of polarised or unpolarised protons and deuterons up to $3.7 \mathrm{GeV} / c$. The facility counts three main parts: A source that produces polarised and unpolarised beams (hydrogen $\mathrm{H}^{-}$and deuterium $\mathrm{D}^{-}$). This source beam are transferred into the injection cyclotron JULIC (Jülich Isochronous Cyclotron ). The JULIC accelerates the kinetic energy of ion beams up to 45 MeV for $\mathrm{H}^{-}$beams and up to 76 MeV for $\mathrm{D}^{-}$beams target. From there the beams are moved via an injection beam line, where a small polarimeter ( the Low Energy Polarimeter (LEP)) is installed, this polarimeter can measure the polarisation of the injected beam using elastic scattering on a thin carbon foil target. COSY can reach momenta up to $3.7 / c \mathrm{GeV}$ which equals kinetic energies of $\sim 2.8 \mathrm{GeV}$ in case of protons and $\sim 2.2 \mathrm{GeV}$ for deuterons [39]. The COSY accelerator is composed by two straight sections of 40 m located in between two semi-circular ones of radius 16.5 m [40]. The dipoles that keep the beam in orbit are normalconducting water cooled magnets, that can reach magnetic fields up to 1.58 T. Beam optics is composed by groups of quadrupole magnets in a row. The real acceleration occurs in the radio-frequency (RF) cavity that is located in the middle of one of the straight sections. If a beam of electrons with same velocity of the main beam is injected in a short section of the ring, the electrons can scatter elastically with the beam particles and reduce the
transversal momentum component of their scattering partner. The electrons can be scattered out of the beam or be removed by the electron cooler once they reach the end of this section. The stochastic cooler allows the sampling of the beam position with a very fine subdivision of bunches as they enter through the so-called pick-up detector. For each bunch entering the detector, deviation from the ideal orbit is obtained. This measurement is transferred to a device called The Kicker with a wave-guide diagonally across the ring. The particle bunch needs to travel through all of the beam pipe, and once it enters the kicker, a correction signal, proportional to the measured deviation, is applied at the pick-up. This method allows for the reduction of the phase space, both for longitudinal as well as for the transverse direction of the beam.

The straight sections allow COSY to host up to two experiments in the ring. The WASA detector and the JEPO detector are installed in these straight sections. In WASA, the target produces elastic scattering reactions and can be moved into the beam pipe in front of the detector. The beam orbit can be set such that it will pass just below the target during the acceleration time. When it reaches the final energy the excited beam is broadened, so a small fraction of it hits the target and scatters into the detector. Feedback loop between the detector rate and the excitation assures that the full beam is extracted on the target.

COSY can extract the accelerated beam using a magnetic septum and so, transfer it via the extraction beam line to the external experiment hall (former Big Karl experimental hall).

### 2.2 Polarisation

As previously stated the primary goal of this project is to analyse the time development of the polarisation of a particle beam, so a formal definition of polarisation is critical. The spin of elementary particles like quarks or electrons, but also composite particles like neutrons, protons, or even nuclei, may be represented as intrinsic angular momenta, and are expressed in (full-or-half-integer) multiples of the reduced Planck constant $\hbar$. Fermions are particles having a half-integer spin. As a result, fermions include all quarks and leptons. Bosons are particles having an integer spin. The spin is the sin-
gle quantization axis in a quantum system, which means that other vectorial characteristics, such as the magnetic moment or the electric dipole moment, must be aligned with this axis. The quantum number s determines the spin itself. $s=\frac{1}{2}$ for a proton, which is a fermion, and $s=1$ for a deuteron, which is made up of a proton and a neutron and therefore is a boson. The spin can be configured in several ways in connection to its quantization axis, which is referred as the z-axis by convention. $(2 s+1)$ different configurations can be discovered for a particle with a spin of $s$. The quantum number $m$, which can have values in the range $[s, s-1, \ldots,-s+1,-s]$, denotes these configurations. Figure 2.2 shows a schematic representation of these configurations for a spin- $1 / 2$ and spin- 1 particle.


$s=1$
(a) Spin- $\frac{1}{2}$ configura- (b) Spin-1 configuration.
tion.
Figure 2.2: Spin configuration for spin- $\frac{1}{2}$ particles (e.g. the proton) and spin-1 particles (e.g. the deuteron)

It's pointless to talk about spin in a beam of one species of particles because it's a property of the individual particle. Rather, a statistical indicator related to the likelihood of detecting a particle with a specific spin configuration in the beam is required. Polarisation is the name for this beam characteristic, which can be defined as follows: Consider a beam of spin $-\frac{1}{2}$ particles with $N^{\uparrow}$ particles in the $m=+\frac{1}{2}$ configuration and $N^{\downarrow}$ particles in the $m=\frac{1}{2}$ configuration. The following is how vector polarisation is defined:

$$
\begin{equation*}
P_{y}=\frac{N^{\uparrow}-N^{\downarrow}}{N^{\uparrow}+N^{\downarrow}}=p^{\uparrow}-p^{\downarrow}, \tag{2.1}
\end{equation*}
$$

The probabilities of finding a particle with $m=+\frac{1}{2}$ and $m=-\frac{1}{2}$ are denoted by $p^{\uparrow}$ and $p^{\downarrow}$, respectively. The vector polarisation for a beam of spin $-\frac{1}{2}$ particles can be as follows:

$$
\begin{equation*}
-1 \leq P_{y} \leq+1, \tag{2.2}
\end{equation*}
$$

this indicates that vector polarisation values can range from $-100 \%$ to $100 \%$. For spin-1 particles, the beam can be made up of $N^{\uparrow}$ particles in the $m=+1$ configuration, $N^{\downarrow}$ particles in the $m=-1$ configuration, and $N^{0}$ particles in the $m=0$ configuration. The vector polarisation is defined similarly to the spin $\frac{1}{2}$ particles:

$$
\begin{equation*}
P_{y}=\frac{N^{\uparrow}-N^{\downarrow}}{N^{\uparrow}+N^{\downarrow}+N^{0}}=p^{\uparrow}-p^{\downarrow} \tag{2.3}
\end{equation*}
$$

Because the spin-1 particles have three different configurations, an extra polarisation, the tensor polarisation, must be defined:

$$
\begin{equation*}
a P_{y y}=\frac{N^{\uparrow}-2 N^{0}+N^{\downarrow}}{N^{\uparrow}+N^{\downarrow}+N^{0}}=p^{\uparrow}-2 p^{0}+p^{\downarrow}=1-3 p^{0}, \tag{2.4}
\end{equation*}
$$

The vector polarisation can be the same as for spin $-\frac{1}{2}$ particles, however the tensor polarisation can be any of the following:

$$
\begin{equation*}
-2 \leq P_{y y} \leq+1 \tag{2.5}
\end{equation*}
$$

The vector and tensor polarisation for spin-1 particles are linked according to their definition. As a consequence, the vector polarisation values in a beam with no tensor polarisation are limited to the following:

$$
\begin{equation*}
P_{y y}=0 \rightarrow-\frac{2}{3} \leq P_{y} \leq+\frac{2}{3} \tag{2.6}
\end{equation*}
$$

Setting $P_{y y}=0$ in Equation 2.4 results in $p^{0}=\frac{1}{3}$ as in the expression above.

### 2.3 Polarised Source

The polarised particle source is a colliding beam source 41]. The layout of the source is shown in Fig. 2.3. The basic idea is to start with an electrically
neutral, polarised beam of hydrogen or deuterium atoms. When this atomic beam collides with an atomic caesium beam, one electron from a caesium atom is transferred to the polarised atom. The nucleus' polarisation is maintained in the generated negative ion. The negative ions can then be extracted and accelerated before being introduced into COSY in the cyclotron.

The hydrogen or deuterium molecules in the atomic beam source, are first split into single ones using an electric discharge. To decrease recombination, small quantities of oxygen and nitrogen are introduced. The atoms are cooled to around 30 K after passing through a nozzle.

The magnetic moment of their electron and hyperfine coupling are used to polarize the dissociated atoms. The electron angular momentum $L$ ( 0 in the ground state) and spin $S$ combine to form the total spin $J$. This spin couples with the nuclear spin $I$ to form a total spin $F$ in a weak magnetic field, small in comparison to a particular value $B_{\text {crit }}$.


Figure 2.3: The left branch of the T-shaped configuration produces the caesium beam, while the right branch produces a polarised beam of hydrogen or deuterium atoms. The collision's negative ions are collected through the branch at the bottom of the image.
$F$ is no longer an appropriate quantum number in larger fields because J and I couple more strongly to the external field than to each other [39,41. The
critical field is defined as follows:

$$
\begin{equation*}
B_{c r i t}=\frac{\Delta W}{\left(g_{I}-g_{J}\right) \mu_{B}}, \tag{2.7}
\end{equation*}
$$

where $\Delta W$ indicates the hyperfine splitting in the absence of a magnetic field, $\mu_{B}$ represents the Bohr magneton, and $g_{I}-g_{J}$ are the nuclear and electron g -factors. The numerical values for protons are $\Delta W=5.8 \cdot 10^{-6} \mathrm{eV}$ and $B_{\text {crit }}=50.7 \mathrm{mT}$, while deuterons have $\Delta W=1.4 \cdot 10^{-4} \mathrm{eV}$ and $B_{\text {crit }}=$ 11.7 mT .

The quantum numbers of the hyperfine states of hydrogen and deuterium for weak and strong fields are shown in Tables 2.1a and 2.1b. The states are numbered from most energy to least energy.

| $\|\|c\| c c\| c$ | $B \ll B_{\text {crit }}$ |  | $B \gg B_{\text {crit }}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| State | $F$ | $m_{F}$ | $m_{J}$ | $m_{I}$ |
| 1 | 1 | 1 | $1 / 2$ | $1 / 2$ |
| 2 | 1 | 0 | $1 / 2$ | $-1 / 2$ |
| 3 | 1 | -1 | $-1 / 2$ | $-1 / 2$ |
| 4 | 0 | 0 | $-1 / 2$ | $1 / 2$ |

(a) Hydrogen

|  | $\mathrm{B} \ll B_{\text {crit }}$ |  | $\mathrm{B} \gg B_{\text {crit }}$ |  |
| :---: | :---: | :---: | :---: | :---: |
| State | F | $m_{F}$ | $m_{J}$ | $m_{I}$ |
| 1 | $3 / 2$ | $3 / 2$ | $1 / 2$ | 1 |
| 2 | $3 / 2$ | $1 / 2$ | $1 / 2$ | 0 |
| 3 | $3 / 2$ | $-1 / 2$ | $1 / 2$ | -1 |
| 4 | $3 / 2$ | $-3 / 2$ | $-1 / 2$ | -1 |
| 5 | $1 / 2$ | $-1 / 2$ | $-1 / 2$ | 0 |
| 6 | $1 / 2$ | $1 / 2$ | $-1 / 2$ | 1 |

(b) Deuteron

Table 2.1: Hyperfine states 41
As Hempelmann describes in [39] Fig. 2.4 and 2.5, the beam is unpolarised if all states are equally occupied. Changing the relative occupation yields polarised beams. The atoms enter a magnetic hexapole after passing through the nozzle. The strong magnetic fields in the hexapole act on the electron dipole moment $J$, producing a focussing force for states with positive $m_{J}$ and a defocusing force for those with negative $m_{J}$. The resulting beam is polarised in the radial direction as the defocused components are removed. In large fields, however, the net nuclear polarisation of the remaining hyperfine states is zero, as seen in the diagrams.

The relative occupation of the hyperfine states is modified through three Radio Frequency Transfers (RFT) to generate a nuclear polarised beam. These are composed of a tunable magnetic field that splits the hyperfine energy


Figure 2.4: Hyperfine states as function of magnetic field, Hydrogen (left) and deuterium (right) [39].


Figure 2.5: Polarisation of the hyperfine states as function of the magnetic field for H and $d$ [39].
levels and a radio frequency electromagnetic pulse that induces transitions between them. Using different combinations of RFTs, different combinations of vector and tensor polarisation can be created, as shown in [42]. By transferring particles from state 1 to state 4 , for example, a deuteron state with a vector polarisation of $-2 / 3$ and a tensor polarisation of zero is obtained. RFTs are imperfect in practice, resulting in lower polarisations. After each COSY cycle, the polarisation state is usually modified.

The caesium beam is the second component of the polarised source. To obtain an appropriate cross section for the charge exchange reaction, the caesium atoms are first ionized at the surface of a porous tungsten button and then electrostatically accelerated to roughly 45 keV . The ionized caesium beam is subsequently neutralized in a caesium vapour cell.

Any ions that remain in the beams are deflected to the side. In a central charge exchange area, the neutral caesium beam and the polarised atomic beam meet inside a solenoid that determines the spin quantization axis. The
magnetic field is strong relative to the critical fields of protons and deuterons, reaching up to 200 mT . Negatively charged ions can be obtained via the charge exchange process $\mathrm{H}+\mathrm{Ce} \longrightarrow \mathrm{H}^{-}+\mathrm{Ce}^{+}$. Finally, the polarised beam goes through a Wien filter, which turns the spin to match the ring's magnetic field direction.

### 2.4 EDM search at COSY

Because COSY is a completely magnetic ring, there is no way to employ the Frozen Spin condition, and the particle's revolution frequency and the spin's precession frequency will differ. This will result in a small oscillation of the vertical polarisation rather than a polarisation buildup. A Radio Frequency (RF) Wien filter [43] can be used to observe polarisation accumulation. The RF Wien filter provides a perpendicular to the beam electric and magnetic field that oscillates at a predetermined frequency. The electric and magnetic fields are adjusted in such a way that the Lorentz force on the particles disappears and does not interfere with the particle's beam path or momentum. Rather, it will only have an impact on the particles' spin. It will give the particles' spins a slight kick, influencing the spin precession in the accelerator. The RF Wien filter's operating frequency must be a harmonic of the spin precession frequency and may be chosen using equation 2.8 :

$$
\begin{equation*}
f_{R F}=k \times f_{\text {rev }}+f_{s}=(k+\gamma \cdot G) f_{\text {rev }} \tag{2.8}
\end{equation*}
$$

Where $f_{R F}$ stands for RF Wien filter frequency, $f_{\text {rev }}$ for the COSY revolution frequency, $k$ for the harmonic order (integer), $\gamma$ for the Lorenz factor of the particles and $G$ for the anomalous magnetic moment. RF Wien filter at COSY uses in most of the cases the set of harmonic $k=1$ with a frequency of 871 kHz [44] for deuterons with a momentum of $0.97 \mathrm{GeV}^{-1}$. When RF Wien filter operates at that values of harmonic, it affects the spin in a way that it will preferentially get a direction while precessing in the horizontal plane [45]. Due to the preferred spin direction, the Wien filter generates a gradual build-up of vertical polarisation, which is dependent on the EDM and so produces a detectable signal.

### 2.5 Spin coherence at COSY

Since COSY uses a fixed magnetic field for bending the particles, and the spins of the particles are lying on the ring plane, they undergo precession at a specific frequency of 120 kHz [46].

Given this fact, in order to measure additional polarisation effects the spins of the particles must remain coherent during the precession. This calls for the need to measure the so-called "Spin Coherence Time" (SCT), which is defined as the time taken for the resultant spin vector to reduce its magnitude by a factor $\frac{1}{e}$. To measure SCT using a polarimeter the measurements must be timed such that at every measurement the spins are expected to be aligned in the same direction. So the introduction of a "time stamp system" is needed to record the horizontal polarisation as a function of time.

In this setup a beam that stays coherent will have a clear pattern of asymmetry in the vertical direction, and decoherence effects will manifest as a gradual movement towards symmetry. On the other hand EDM effects will cause a build-up of a horizontal asymmetry, but only if the beam stays spincoherent. Because in an incoherent beam the average value of the vertical polarisation build up will be zero, since the precession of many of the particle will be out of sync with the Wien filter frequency.

## Chapter 3

## JEDI POlarimeter - JEPO

The JEDI POlarimeter (JEPO) is a modular calorimeter made of a matrix of LYSO scintillating crystals coupled with SiPMs. To measure the polarimetry JEPO exploits elastic scattering of charged particles on a carbon target, measuring its asymmetry.

A schematic view of the detector is given in Fig 3.1


Figure 3.1: Schematic representation of JEPO. The beam, coming from the left, hits on the target chamber and is scattered, crossing first the tracker, then the LYSO calorimeter

The polarization cross section for a charged particle that scatters elastically on a carbon target can be written as :

$$
\begin{equation*}
\sigma_{\text {pol }}(\theta, \phi)=\sigma_{\text {unpol }}(\theta)\left[1+p_{y} A_{y}(\theta) \cos \phi\right] \tag{3.1}
\end{equation*}
$$

where $p_{y}$ is the vertical polarisation. In case of spin- 1 deuterons, an additional factor of 1.5 appears multiplying the $p A$ term.
From the Eq. 3.1 an asymmetry arises, in case of an upwardly polarized projectile the gradient in scattering rate is in left-right direction $(L / R)$, as can be seen in Fig. 2.3. If this pattern is rotated by $90^{\circ}$, measuring a sideways polarisation, it would bring about an up-down $(U / D)$ asymmetry.

Figure 3.2: Polarimeter figure of merit from $d+C$ elastic scattering 47].The 52 LYSO crystals employed in the current design of the EDM polarimeter are indicated by the black lines.


This chapter describes the concepts that lead the development and the design of the JEDI POlarimeter. Its main components, the LYSO crystals and the SiPMs, are presented in detail.

The end of this chapter treats the LYSO modules that make up the detector. These modules have been tested and simulated to understand their behaviour and performances in Bragg peak estimation and energy resolution, thus leading to particle identification and spin measurement.

### 3.1 Detector scheme

The JEPO detector is based on 52 LYSO crystals modules coupled with SiPMs that covers the most useful region in terms of polarimeter statistics (an array of $3 \times 4$ modules each side plus one in the corner as shown in Fig. 3.2) . The crystals are $3 \times 3 \times 8 \mathrm{~cm}^{3}$ mounted with their long axis parallel to the beam. The modules development was guided by the following factors:

## - Module simplicity

The lesser components utilized to construct the modules, the less liable
they are to error. Within the same reasoning, a single detector layer design was chosen to simplify the data analysis.

## - Interchangeability

If one of the modules fails, the others can be swapped out quickly. This also means that the final polarimeter assembly should only include one type of module.

## - High Resolution

Because the primary goal of a polarimeter is to identify and quantify elastically scattered particles, a high resolution aids in distinguishing the elastically scattered from other ones. For the same reason, an absorber in front of the module was rejected out, as it would allow a smaller scintillator to be used while lowering the resolution.

## - Long term stability

It is critical that the performance of this polarimeter does not vary over time because it will be used to measure polarisation in a highprecision long-running experiment. As a result, the scintillator LYSO was chosen. It has good radiation durability, and its temperaturedependent light yield loss of $0.28 \%{ }^{\circ} \mathrm{C}^{-1}$ in the region of 25 to 50 degrees Celsius is moderate [48].

## - Whole detector setup simplicity

To keep the overall detector assembly and data acquisition (DAQ) system to a minimum, no signal amplifiers were used between the photon detector and the analog-to-digital converters (ADC), as they could be a source of noise and non-linearity. Furthermore, SiPMs were chosen over PMTs because the latter required a separate high-voltage source for ea ch module.

### 3.1.1 LYSO Crystals

LYSO $\left(\mathrm{Lu}_{1.8} \mathrm{Y}_{0.2} \mathrm{SiO}_{5}: \mathrm{Ce}\right)$ is a Cerium-doped Lutetium Yttrium Oxyorthosilicate inorganic scintillating crystal. This is a commercially available ( $\sqrt[48]{48}$ 50 type of scintillator with ideal properties for an EDM calorimeter. The light output is higher than the most common inorganic scintillator ( $32 \gamma / \mathrm{KeV}$ ) and the time response is fast enough to be well read by SiPMs ( $\sim 40 \mathrm{~ns}$ at

420 nm ). In comparison to organic scintillators like plastic ones, inorganic scintillators are still slower. A common plastic scintillator, such as the NE 104 , has a decay constant of 1.9 ns , whereas a $\mathrm{NaI}(\mathrm{Tl})$ crystal has a decay constant of 230 ns 51].

This type of scintillating material is built from a crystalline complex and forms a band-structure in the energy-momentum space. A ionizing particle passing trough the crystal may cause an excitation in the valence band electron that moves to the conduction band leaving a hole in the valence one. One electron-hole pair requires roughly three times the energy of the band gap [52]. In principle, electrons and holes can easily move inside their respective bands. A photon is released out from scintillator if recombination (i.e., the electron jumps back into the valence band) happens. Scintillation is the process that turns the deposited particle energy into light. Direct deexcitation from the conductive into the valence band releases photons that are typically in the ultraviolet range. An electron and a hole, on the other hand, may only recombine if their respective momentum vectors add up to zero (momentum conservation). This might cause a low recombination half-life in a pure crystal, leaving the scintillator ineffective at high rates. Impurities or dopants are introduced into the crystal to solve this problem. In the band gap between valence and conduction bands, they contribute intermediate energy levels. These trap states have the ability to pick up a hole from the valence band and hold it until an electron with a matching momentum vector can be trapped and form a neutral but excited state 52 . If the dopant material is selected appropriately, the de-excitation of this state will release photons that are in the visible spectrum and may be detected by a photon detector.

The most significant result of this effect is that the scintillator's absorption and emission spectra will not overlap, making it transparent to its own scintillation light. An electron can be excited into the so-called exciton band, where it forms a weakly bonded system with the hole, which is known as an exciton (a scheme of it is shown in Fig. 3.3). If an exciton is captured in an impurity trap, it can recombine instantly, lowering the inorganic crystal's overall decay constant even more.


Figure 3.3: In the energy-momentum space, the band structure of an inorganic scintillator crystal. Ionizing particles create free electrons and free holes, which can recombine utilizing impurities in the crystal lattice's intermediate energy states in the band gap (traps). Excitons, which are slightly bonded electronhole pairs, can also be generated. Recombination is accelerated since they travel in pairs.

The primary benefits of an inorganic scintillator over other kinds of scintillators, such as organic plastics or gaseous, liquids, or glasses, are the greater stopping power and the high light output of all scintillator types. Unfortunately, most classical inorganic scintillator crystals, such as NaI, CsF, $\mathrm{LiI}(\mathrm{Eu})$, and $\mathrm{KI}(\mathrm{Tl})$, are hygroscopic and must be tightly sealed to protect them from atmospheric moisture. Other (newer) crystals, such as BGO, BaF 2 , and LYSO, do not have this issue and may be handled more easily.

The stable isotope ${ }_{71}^{175} \mathrm{Lu}$ constitutes $97.41 \%$ of naturally occurring lutetium, whereas the isotope ${ }_{71}^{176} \mathrm{Lu}$ makes up 2.59 percent [53]. The latter is a longlived radioisotope that $\beta^{-}$-decays into ${ }_{72}^{176} \mathrm{Hf}$ with a half-life of $\approx 37.6 \times a 10^{9}$ years 54].
This decay is observable in the LYSO crystals' low energy spectra [55], but because the endpoint energy of the electron from the $\beta^{-}$-decay is 1193 keV , it has little effect on measurements of deuterons in the hundreds of MeV range.

LYSO is a relatively recent (patented in 2003 [56]) non-hygroscopic, inorganic single crystal scintillator with remarkable qualities including a small decay
constant, high density, high light output, and a response spectrum that fits the sensitivity profile of PMTs employing bi-alkali photo-cathodes as well as SiPMs. It is also extremely radiation-resistant. Irradiation tests on LYSO samples utilizing gamma radiation doses up to 10 kGy revealed light output losses of only $12 \%$, which is significantly less than previous highenergy physics crystal scintillators. Furthermore, it was demonstrated that annealing at $300^{\circ} \mathrm{C}$ restores the radiation-induced losses.

Even at room temperature, this recovery occurs, although at a somewhat slower rate [57]. Table 3.1 summarizes the characteristics of Saint-Gobain's LYSO crystals. All of these characteristics make the LYSO scintillator crystal an excellent candidate for constructing small detector modules employed in JEPO.

| Density | $7.1 \mathrm{~g} / \mathrm{cm}$ |
| :---: | :---: |
| Wavelength of emission (max) | 420 nm |
| Refractive index @ max emission | 1.81 |
| Decay time | 36 ns |
| Light yield | 33.2 Kphotons $/ \mathrm{MeV}$ |

Table 3.1: LYSO crystal properties from Saint-Gobain's data-sheet 48
The current configuration consists of 52 such crystals, 48 of which are placed in $4 \times 3$ arrays along the four x and y axis spreading out from the center, as seen in figure 3.2. Scattering angles of 4 to 15 are covered along the axes. Figure 3.4 depicts a completed module sketch, as well as an open view of the readout end and pieces for a second full detector.

The module's length is 14 cm . A 1 mm thick optical silicon interface connects the crystal to the SiPM array [58], a $20 \mu \mathrm{~m}$ pixel SiPM readout array of the SensL J-series [59]. A custom-made passive summarizer PCB adds up the charge from all 64 separate SiPMs for the array's readout. The crystal is first wrapped in a $50-\mu \mathrm{m}$ white Teflon reflecting sheet, then in $50 \mu \mathrm{~m}$ black Tedlar sheet for optical isolation [60]. Two strips of 25 m Kapton are wrapped around the end of the LYSO crystal and pulled along the side to hold the entire assembly together before being held in place and tensioned with a circular wave-spring at the end. References [47, 55, 61 provide more information.


Figure 3.4: A design and construction sketch and disassembly photos for a LYSO crystal detector, with colour to show the major components. The LYSO crystal's corners are chamfered to create a stable mount against the aluminium housing that holds the SiPM, as indicated by the red arrows. The labels stand for: (1) LYSO crystal; (2) SiPM array (88); (3) housing and mechanical system; (4) wrapping with three layers: Teflon as a reflector, Tedlar for light tightness, and Kapton [60] for mechanical stability.

### 3.1.2 Silicon Photon Multipliers (SiPMs)

The photo-diode is the basis of all silicon-based semiconductor photon detectors. A PIN-diode, is a semiconductor photo-diode that is doped positively over one side (p-layer) and negatively on the other (n-layer). The middle (intrinsic) layer is either not doped at all or is just minimally doped. The PIN-diode is reverse biased, and generates an electric field in the intrinsic layer, in contrast to the normal functioning principle of a diode. Electronhole pairs are formed when a photon passes through the diode's thin top p-layer and deposits its energy in the intrinsic layer. These pairs proceed along the electric fields to the diode's opposite poles, providing a current proportional to the energy of the photon.

The $\boldsymbol{A}$ valanche $\boldsymbol{P h o t o - D i o d e ~ ( A P D ) ~ i s ~ o n e ~ p a r t i c u l a r ~ a d v a n c e m e n t ~ o f ~ a ~ P I N - ~}$ diode. A heavy doping is provided on both sides, a positive layer ( $\mathrm{p}^{+}$-layer) on the top side and a negative layer ( $\mathrm{n}^{+}$-layer) on the opposite side make up this sort of photo-diode. A less highly positive layer (p-layer) is set
just in front of the $\mathrm{n}^{+}$-layer. Between the $\mathrm{p}^{+}$-layer and the p -layer is the intrinsic layer. This configuration produces a minor electric field gradient in the intrinsic layer (drift area) and a significant field gradient between the p-layer and the $\mathrm{n}^{+}$-layer (avalanche region) when reverse biased (See Figure 3.5).


Figure 3.5: An APD is shown in a schematic diagram. (a) The cross section is shown to illustrate the APD's layers. The electric field within the diode can be seen in (b).

The penetrating photon forms electron-hole pairs in the drift zone, just as it does in the PIN diode. The electrons are drawn to the avalanche zone by the electric field gradient. The electrons in this region are pushed by the strong field gradients until they accumulate enough energy to form secondary electron-hole pairs, which are further accelerated and make even more electron-hole pairs. When compared to a simple PIN-diode, this results in an avalanche of charges and a significantly higher current. An APD's signal gain can be hundreds of times more than that of a PIN-diode 52. The gain is related to the amount of reverse voltage supplied to the APD. The gain is split
into two ranges in such a reference to gas detectors. The signal generated by the APD is proportional to the amount of photons in the proportional gain range, whereas in the Geiger-mode, each photon generates the maximum potential current through the diode regardless of its energy. Once activated by a photon, the current flow persists in this phase. As a result, a quenching resistor has to be connected in series with the APD. Thanks to its quantum efficiency (about $80 \%$ [52]) APD is an excellent photon detector.

SiPMs are composed of micro-cells, which are two-dimensional arrays of small APD cells (down to $15 \mu \mathrm{~m}$ edge length [62]). Individual APDs have their anodes and cathodes coupled in parallel, and each APD can have its own quenching resistor wired in series or the entire SiPM array can have a single quenching resistor. The APDs are set into Geiger Mode by supplying an appropriate reverse bias voltage to them. Each photon that hits a micro-cell in this configuration triggers it to go into full current breakdown. Because the signal from a SiPM is made up of the sum of signals from each micro-cell, it is proportional to the number of activated cells and, as a result, to the number of recorded photons. Since the number of photons produced in a LYSO crystal is proportional to the deposited energy, a LYSO scintillator optically connected to a SiPM provides a signal that is directly proportional to the amount of deposited energy within the crystal. A SiPM's signal is a current which can be converted to a voltage signal by connecting the quenching resistor in series with the SiPMs , as shown in Figure 3.6.

The SiPMs employed during the construction of LYSO modules for JEPO were SensL J-Series arrays [59]. The array of sensors J-300210*64P-PCB is based on a $3 \times 3 \mathrm{~mm}^{2}$ array of SiPM MicroFJ-30020-TSV series, each with 20 $\mu \mathrm{m}$ pixels [59]. The dead time for delivering charge to the summing circuit is roughly 50 ps . Each pixel can deliver charge many times during the 40 ns decay time of the LYSO crystal [63].

### 3.1.3 DAQ system

Fast, high-resolution sampling ADCs (Struck 250-MSPS, 14-bit ADCs 64) were used in the data acquisition system to decrease the dead time. A synchronized clock is used to manage the sampling. The photon signal has a time stamp for each channel and is split into eight integrals using the digitized


Figure 3.6: Scheme of a SiPM readout, the Geiger Mode APD is read out connecting it with a quenching resistor.
raw signal (see Fig. 3.7). The sampling ADC module contains an FPGA chip that can do this. Doing so it cuts down on the amount of data transfer required for each occurrence. Background level subtraction is possible with the two channels before the pulse, and their comparison acts here as pileup check. After background subtraction, the remaining six integrals are added together to provide the total charge recorded for an event.

A cut can be established in front of the LYSO module using a plastic $\Delta E$ scintillator, which emphasizes the appearance of the energy information associated with elastic scattering. The $\Delta E$ readout is comparable to the energy readout from the calorimeter module. The elastic peak may be chosen by setting a limited acceptance on the $\Delta E$ pulse height. In Fig. 3.8, the findings for three distinct deuteron beam intensities are combined. The characteristics of elastic scattering detection are shown in the panel of Fig. 3.8a, which include a narrow peak at the top deuteron energy and a tiny low-energy tail with no features. Because of their $\Delta E$ signal, deuterons reached the detector as elastically-scattered particles. Using a plastic $\Delta E$ scintillator, a slit may be created in front of the LYSO module, enhancing the appearance of the energy information associated with elastic scattering.

In the LYSO crystal, lower signal heights represent interactions with the crystal itself. The percentage resolution, which is on the order of $1 \%$, is


Figure 3.7: LYSO DAQ system scheme: (1) LYSO scintillator crystal, (2) optical coupling, (3) SiPM array, (4) PCB readout, (5) voltage supplied by coaxial cable and (6) analog readout by coaxial cable. The fast sampling ADC is coupled to the analog information stream. This digitized data is sent to the data acquisition server through a network switch. Panel (A) displays the original analog signal, whereas panel (B) depicts the eight integral outputs that resulted.
represented in the right panel (c). The relationship to increased particle energy is not linear, as shown in the central panel(b). This is a side effect of using SensL arrays. The SensL response is compared to that of Ketek [65] SiPM with two different pixel sizes in Figure 3.9. The reaction of Ketek is linear. At the moment not all SiPM chips have been replaced because the polarimeter just requires that the elastic scattering events be identifiable.

### 3.2 Testing and simulations for LYSO modules

Since the beginning, efforts to do an EDM experiment with the COSY beam have focused on deuteron beams [66], due to the potential that any new EDM observation would happen at a higher sensitivity level for this particles [67]. This part of the study describes experiments conducted to better understand the detection efficiency, energy loss characteristics, and detailed crystal response of deuterons with energies less than 300 MeV .

(a) LYSO module energy peaks at the tree different energies

(b) Pulse height amplitude for the three different energies, with a line guide to follow the behaviour

(c) Percentage resolution for the three energies, with line guide.

Figure 3.8: LYSO module response at 100, 200. 300 MeV deuteron beam gated by a window on the $\Delta E$ signal

### 3.2.1 Efficiency of deuteron reconstruction

The deuteron is a proton-neutron light-bonded system. It has a binding energy of 2.224 MeV , which is just $\sim 0.11 \%$ of its mass energy of $m_{d}=$ 1875.612 MeV [55]. When a deuteron collides with another nucleus, it is quite likely to split apart into its constituent nuclei.


Figure 3.9: Linearity of several types of SiPM arrays in LYSO-based detector modules. The recorded signal's amplitude is displayed as a function of deuteron beam energy. In the case of Ketek-based modules, the relationship between amplitude and beam energy can be characterized by a linear function (solid line). It should be noted that the point at 150 MeV for the 25 m Ketek-based module was measured with a bias voltage that was one volt lower than the other point, and so cannot contribute to the linearity fit. With increasing beam intensity, the SensL-based modules depart from the linear behavior (dashed line). 55

There are several areas where a break-up reaction may occur in a polarimeter that employs a carbon target for the polarimetry reaction and a heavy scintillator crystal. The target itself is the initial place where this interaction can occur. The deuteron beam will pass through the exit window of the beam pipe before hitting the target, depending on the setup, as it did in previous versions of the polarimeter development in the Big Karl region (another experiment at COSY). The target is within a vacuum chamber when the polarimeter is placed inside the COSY accelerator, and the scattering deuterons will pass through the exit window before hitting the LYSO-based detector modules. A break-up reaction might happen at any time, including at the exit window. Finally, the deuteron will pass into the scintillator crystal and will be able to break through the LYSO material.

The kinetic energy of a deuteron can be redistributed randomly between the proton and the neutron during a break-up process. The neutron is normally undetectable by polarimeter detector modules, while the proton, on the other hand, can be detected. Break-up-protons have an energy spec-
trum that spans the whole energy range up to the endpoint energy, which is equivalent to the kinetic energy of the projectile deuteron. However, it is extremely rare that the proton absorbs the whole kinetic energy of the initial deuteron, therefore the break-up proton peak does not overlap with the elastic deuteron peak, or just minimally overlaps with it. After a breakup reaction, the proton's angular distribution no longer reflects the original deuteron scattering angle. A proton produced by a deuteron's break-up process will no longer contain the asymmetry information from elastic deuteron carbon scattering and must be deleted from the study. The proton contribution to the elastic deuteron scattering energy spectrum can be removed using either a tight cut on the elastic deuteron peak or a cut in the $\Delta E$ vs. E plot where the deuterons and protons occupy distinct bands (see Sec. 3.2.5).

The scenario is different with deuterons within the LYSO crystal. They carry the asymmetry information from the polarimetry reaction and may also be exploited to measure the polarisation since they enter the detector module as a deuteron. The issue is determining what these occurrences are. They are positioned on a band that overlaps the proton band from the target's break-up protons in the $\Delta \mathrm{E}$ vs. E plot and cannot be distinguished. The break-up protons from inside the scintillator are also eliminated by cutting the elastically dispersed deuteron.

The portion of deuterons that undergoes a break-up reaction within the LYSO scintillator in a configuration with nearly negligible contamination from other protons might be measured as a possible solution to this problem. To operate as a trigger, a very thin plastic scintillator with dimensions of $10 \mathrm{~mm} \times 10 \mathrm{~mm} \times 1 \mathrm{~mm}$ is positioned in front of the detector module. Only deuterons that touched the LYSO scintillator in the very centre were picked, and events that would strike the modules at the periphery were deleted, ensuring that all deuterons were halted completely within the crystal. The energy spectrum obtained with this configuration was just of deuterons and protons that broke up inside the LYSO crystal during a break-up process. The break-up proton contribution of the exit window may be ignored since it is made of very thin ( $0: 4 \mathrm{~mm}$ ) stainless steel. This spectrum for 250 MeV deuterons is shown in Figure 3.10. It's characterized by a big deuteron peak at the beam's energy, with the break-up protons in the background. The
spectra was separated into two ranges to determine the number of deuterons that underwent a break-up reaction. The deuteron peak was fitted using a Gaussian function, and the peak value was set to $100 \%$. The signal range was defined as the range of the Gaussian between $90 \%$ and $+6 \sigma$. This guaranteed that the whole peak was inside the acceptable signal range. The choice of $90 \%$ as the lower limit is arbitrary, but the results may be compared as long as this definition is applied to the spectra of all observed beam energies. The second range, the full range, was defined as the distance from the 0.5 percent mark to the end of the signal range, excluding any pedestal effects. The deuteron detection efficiency was calculated by dividing the number of occurrences in these two ranges and describes what proportion of the deuteron did not break up when halted by the LYSO crystal. After a cut on the elastically scattered deuterons was applied to retrieve the real number of deuterons that have struck the relevant detector module, the deuteron detection efficiency may be multiplied with the number of events, just like any other efficiency correction.


Figure 3.10: Reconstructed energy spectrum for a 250 MeV deuteron beam from light received by a SiPM at the crystal's back. The reconstruction efficiency is the likelihood that a deuteron will have a signal that contains more than $90 \%$ of its peak energy. The total number of occurrences recorded over a threshold of 0.5 percent is compared to this count rate. The LYSO detector was preceded by a 1 mm thick plastic event trigger detector.

Figure 3.11 depicts reconstruction efficiency for four different LYSO calorime-
ter modules. Each of these four sets of data is fitted with a colored line using an exponential curve. As the bombarding energy grows, all of the sets show the same diminishing pattern with rising energy, which is to be expected given the greater possibility of a breakdown encounter. The Geant 4 simulated points and fit fall inside the four test measures' defined region. The Geant4 reconstruction efficiency simulation rolls over at energies below 100 MeV and gradually approaches one for very tiny kinetic energies. An exponential model would not follow this pattern below the range of Fig. 3.11. Up to a third of the events in the energy range where an EDM polarimeter would be utilized might fall beyond the 90 percent threshold used to identify elastic scattering. polarimeter target cannot clearly discriminate these occurrences. In a realistic deuteron EDM experiment, extreme caution would be required to guarantee that changes in the mix of event types would not alter the analyzing power associated with the tail below the elastic peak. In order to obtain additional information on the beam polarisation, their energy range could be included in the acceptance.


Figure 3.11: The multicolored points at 100, 200, 230, and 270 MeV represent the reconstruction efficiency of four distinct LYSO modules. The coloured lines are exponential fits to the matching set of points. The efficiency anticipated by a Geant 4 simulation that incorporates deuteron breakdown is shown by plus signs, which are fitted by the dashed exponential decay curve.

### 3.2.2 Bragg peak estimation

Different mechanisms cause a particle's energy to be lost as it passes through matter. These processes are influenced by the particle type as well as the absorber material. The analysis of particle energy loss in this section will be confined to charged particles heavier than electrons in an absorber material with an average nucleus mass greater than the particle's. E.g. a deuteron passing through the LYSO scintillator crystal.

Inelastic collisions with the electrons of the target material atoms, elastic scattering of the material nuclei, emission of Cherenkov radiation, nuclear reaction, and bremsstrahlung are all mechanisms that cause a heavy particle to lose kinetic energy as it passes through matter. The first of these processes contributes by far the most to the particle's energy loss and was employed by Niels Bohr to develop a classical formula for a material's stopping power. When a particle with a particular kinetic energy travels a certain distance through a material, its stopping power determines how much energy is lost during the travel. It's frequently abbreviated as $d E / d x$, with $d x$ denoting a unit of distance. Hans Bethe, Felix Bloch, and others adjusted Bohr's calculation to include relativistic and quantum mechanical effects, resulting in the famous Bethe-Bloch formula [51:

$$
\begin{equation*}
-\frac{d E}{d x}=2 \pi N_{a} r_{e}^{2} m_{e} c^{2} \rho \frac{Z}{A} \cdot \frac{z^{2}}{\beta^{2}}\left[\ln \left(\frac{2 m_{e} \gamma^{2} \beta^{2} W_{\max }}{I^{2}}\right)-2 \beta^{2}-\delta-2 \frac{C}{Z}\right], \tag{3.2}
\end{equation*}
$$

where $r_{e}$ is the classical electron radius, $m_{e}$ its mass, $N_{a}$ the Avogadro's number, $\rho$ defines the density of the absorbing material, $Z$ and $A$ its atomic number and atomic weight. Then, $z$ identifies the charge number of the impinging particle, $I$ the mean excitation potential and $W_{\max }$ the maximum energy transfer that can occur in a single collision, $\beta=\frac{v}{c}$ and $\gamma=\left(1-\beta^{2}\right)^{-\frac{1}{2}}$. At the end, the density correction $\delta$ and the shell correction $C$ are applied. The correction factor are important only for incident particles at very high or very low kinetic energies. Dr Leo describes it in detail in its book [51].

In the energy range of the deuterons of COSY the equation 3.2 can be simplified to:

$$
\begin{equation*}
-\frac{d E}{d x}=\pi N_{a} r_{e}^{2} m_{e} c^{2} \rho \frac{Z}{A} \cdot \frac{z^{2}}{\beta^{2}}\left[\ln \left(\frac{2 m_{e} \gamma^{2} \beta^{2}}{I}\right)-\beta^{2}\right], \tag{3.3}
\end{equation*}
$$

since $m_{d} \gg m_{e}$ and therefore $W_{\max } \approx 2 m_{e} \gamma^{2} \beta^{2}$. The following scaling rule (Bragg's Rule) may be used to estimate the stopping power of a mixed material (with a density $\rho$ ) such as LYSO:

$$
\begin{equation*}
\frac{1}{\rho} \frac{d E}{d x}=\frac{\omega_{1}}{\rho_{1}}\left(\frac{d E}{d x}\right)_{1}+\frac{\omega_{2}}{\rho_{2}}\left(\frac{d E}{d x}\right)_{2}+\ldots \frac{\omega_{n}}{\rho_{n}}\left(\frac{d E}{d x}\right)_{n} . \tag{3.4}
\end{equation*}
$$

$\omega_{n}$ denotes the weight fraction of the various components, whereas $\rho_{n}$ denotes the individual densities. The following formula may be used to compute the weight fractions:

$$
\begin{equation*}
\omega_{n}=\frac{a_{n} A_{n}}{A_{t o t}} \quad \text { with } \quad A_{t o t}=\sum a_{n} A_{n} . \tag{3.5}
\end{equation*}
$$

$a_{n}$ describes the number of atoms that have an atomic weight of $A_{n}$ in one molecule of the absorber material. For LYSO, the number of atoms of its constituents is described in Section 3.1.1.

It was critical early on in the investigation of the LYSO modules to ensure that the energy loss estimates in Geant 4 were adequate for LYSO. This was accomplished by measuring the energy loss curve using a pair of $15 \times 30 \times 80$ $\mathrm{mm}^{3}$ crystals. Each crystal was individually wrapped to keep it light-tight. They were arranged such that they replicated the size of a normal 10 centimeter crystal. A dual channel PMT [68] was used to read them out. The crystals were installed on a moving platform so that the external beam could pass through them both. The energy of the beam was 270 MeV . The energy sharing between the two LYSO crystals may be adjusted continually by changing the angle. Figure 3.12 illustrates the crystals' arrangement. To obtain comparative measurements, a second module with dimensions of $30 \times 30 \times 80 \mathrm{~mm}^{3}$ (the standard shape) was attached.

Pulse heights were measured as a function of rotation angle in the crystal pair. A stopping power ( $\mathrm{dE} / \mathrm{dx}$ ) curve may be drawn against the deuterons' penetration depth by determining the difference in deposited energy from adjacent pairs of observations. The effective path length as function of the angle of rotation $\alpha$ can be written as:

$$
\begin{array}{ll}
x_{15 m m}=\frac{15 \mathrm{~mm}}{\sin (\alpha)} & \text { for the first crystal }, \\
x_{30 \mathrm{~mm}}=\frac{30 \mathrm{~mm}}{\sin (\alpha)} & \text { for both crystals } .
\end{array}
$$



Figure 3.12: The energy loss measurements are set up as shown in the diagram. The beam's particles travel through both crystals. The path length in each module is continually altered by adjusting the angle. Each of the crystals has a deuteron path of $15 / \cos (\alpha) \mathrm{cm}$, where $\alpha$ is the rotation angle.

The range of $20^{\circ}$ to $90^{\circ}$ can be covered by 11 different angle measurement with the setup in Fig. 3.12. Covering a penetration depth from 15 mm to 87.7 mm . In each measurement $i$, a couple of deposited energy and effective path length $\left(\left[x_{15 \mathrm{~mm}}, E_{15 \mathrm{~mm}}\right]_{i}\right.$ and $\left.\left[x_{30 \mathrm{~mm}}, E_{30 \mathrm{~mm}}\right]_{i}\right)$ were obtained. Then the stopping power could be calculated by the difference between the energy deposit $i$ and $i-1$ :

$$
\begin{equation*}
\left(\frac{\Delta E}{\Delta x}\right)_{i}=\frac{E_{i-1}-E_{i}}{x_{i}-x_{i-1}} \quad \text { for } i \in[1,11] \tag{3.6}
\end{equation*}
$$

Additionally, the first point: point zero $[x=0 \mathrm{~mm}, E=270 \mathrm{MeV}]_{0}$ had to be included to this set. Figure 3.13, where it illustrates observations of first crystal only (blue marker) as well as both crystals together (red markers) superimposed on a Geant4-calculated energy loss curve with its Bragg peak.The Monte-Carlo simulation was provided by Paul Maanen. The energy difference measurements obtained by comparing different angles correspond well with the estimated energy loss curve. This validates the use of Geant4 to investigate LYSO module performance in a polarimeter context.


Figure 3.13: A graph showing the energy loss curve for 270 MeV deuterons in a LYSO crystal. The energy difference is represented as a function of the lower of the beam's initial and finishing penetration depths. The red points were taken using two LYSO crystals that were 30 mm in total thickness, while the blue points were taken with a LYSO crystal that was 15 mm thick.

### 3.2.3 Energy resolution

Energy resolution is one of the most important characteristics of any detector module. It determines how effectively one can discriminate between various processes such as elastic and inelastic scattering, as well as identify distinct particle species that hit the detector. The core purpose of a polarimeter is to identify the type of particle, as in the elastic scattering process, the particle recorded by the detector should be of the same type as the beam particle or the target in the case of inverse kinematics. Because the kinetic energy of an elastically scattered particle off a given target is only determined by the scattering angle, it is possible to predict how much energy will be deposited in a module at a particular angle to the target and the beam axis. Since the LYSO-based detector modules were intended to entirely absorb scattered particles, as said in the previous section (3.2.2), the energy deposited in the scintillator crystal equals the particle's whole kinetic energy at the time of entry into the detection module.

Each detector module's resolution was tested by placing it directly in the deuteron beam. The module was placed as near to the beam pipe's exit window as the setup permitted. The start counter and the target were taken out of the beam path. This operation was carried out for each installed module at each available beam energy in the associated beam time. The resultant energy spectra should only have one peak, which corresponds to the beam particles' deposited kinetic energy. In the case of a deuteron beam, there is a background that extends throughout the whole spectrum and is caused by deuteron break up processes inside the LYSO crystal [55]. The energy resolution describes how finely one particle's energy can be detected, or more precisely, what is the smallest energy difference between two particles that the detector can differentiate. So the resolution is proportional to the width of the peak and the position in the spectrum of this one. In the case of detector based on LYSO modules resolution $R$ can be defined as follows:

$$
\begin{equation*}
R=\frac{\mathrm{FWHM}}{E_{\text {peak }}} \sim \frac{\Delta E}{E} . \tag{3.7}
\end{equation*}
$$

FWHM stands for Full Width at Half Maximum and $E_{\text {peak }}$ is the position of the calibration peak in the energy spectrum. In the case of a Gaussianshaped peak, the relation between the FWHM and the standar deviation $\sigma$ is :

$$
\begin{equation*}
\mathrm{FWHM}=2 \sqrt{2 \ln (2)} \cdot \sigma \approx 2.355 \sigma . \tag{3.8}
\end{equation*}
$$

If the calibration peak is perfectly Gaussian-shaped the resolution can be obtained by simply fitting it with a Gaussian and calculate the resolution from the fit. This approach, unfortunately, is impossible for the LYSO based detector, since it appears a double peak, well described in Müller's thesis [55]. As a result, a different strategy was chosen: all of the events collected for a certain calibration were filled into a histogram. The centre of the largest bin in the spectrum was used to determine the location of the calibration peak. Starting from this point, the bins to the left and right of maximum were found, when the peak first dropped below half of the maximum value. The FWHM for this peak was determined by the distance between these two bins. This strategy works for both clean and broadening or double-peak peaks. Figure 3.14 shows instances of two calibration peaks in two distinct modules with a 150 MeV deuteron beam. Figure 3.14a illustrates a module
with a very clean peak from which 3.14 b shows a module with an obvious double-peak from which even a double-Gaussian fit fails to capture properly the form. The FWHM range is indicated by the black lines. This technique of estimating the resolution results in an underestimation of the real resolution of the module for modules that present a double-peak. Another option would have been to extract the resolution from only one of the two peaks, but it was agreed that the resolution extraction should reflect the real situation when the modules are utilized in the final polarimeter, therefore it is best to represent the worst-case scenario in this circumstance.

(a) Clean single peak example of a module signal.

(b) Double-peak example of a module signal.

Figure 3.14: Energy spectra of two LYSO-based detector modules with a 150 MeV deuteron beam zoomed-in for calibration peaks. The black lines represent the FWHM area. The results of a single and double Gaussian fit to the peaks are depicted by the red lines.

For all LYSO-based detector modules, the resolution was computed using all accessible beam energies. The average of the energy-dependent resolution for both variants of the LYSO-based detector modules is shown in Figure 3.15. The dispersion in the resolution of the modules at the same energy can be fairly significant due to the variation in peak shape noted earlier, which is reflected in the broad error bars. The SiPM-based detector modules have a better resolution than the PMT-based counterpart. The value of the resolution reduces as the beam energy increases, i.e., the higher the energy, the better the resolution. The energy dependent-resolution was calculated using the following formula for both versions of detector modules [55]:

$$
\begin{equation*}
R(E)=\frac{A}{\sqrt{E}} \oplus \frac{B}{E} \oplus C \tag{3.9}
\end{equation*}
$$

This equation is commonly used to define the resolution of a calorimeter and thus may be used for LYSO-based detector modules, as they can be classified as calorimeter modules because they absorb all of the observed particle's energy. The quadratic sum is abbreviated by the $\oplus$ operator. Different qualities of a calorimeter may be described using the parameters $A, B$ and $C$ :

- A addresses the Stochastic term that includes the detector module's statistical fluctuations and electronic noise in the readout chain.
- B represents the photon statistics fluctuations that is due to inhomogeneity inside the crystal.
- $C$ is the energy-independent background noise that can be related to a radiation damage component.

Analysing each item properly would be beyond the scope of this work. The fits, on the other hand, may be used to interpolate beam energy resolution between measured places.

Resolution of the LYSO Modules


Figure 3.15: The mean of the energy resolution of both types of the LYSObased detector units as a function of deuteron beam energy, using the Equation 3.9 to fit the points into the solid lines. The width of the resolution distribution is indicated by the error bars.

The observation, that the SiPM version of the LYSO-based detector modules has a very high resolution of less than $1 \%$ across the whole measured
energy range, is the most relevant outcome of the resolution measurement. The major purpose of the modules, which is the detection and counting of elastically dispersed particles, may be accomplished without difficulty at this resolution. Even when the modules exhibit double-peak behaviour, particle identification is still achievable without difficulty. It may be claimed that the great resolution of the modules was the main reason the double-peak problem was found. The calibration peaks from Figure 3.14 are shown in Figure 3.16, but this time they are not zoomed-in. The extremely small peaks show how good the modules' resolution is.


Figure 3.16: Calibration peaks of two LYSO-based detector modules with a 150 MeV deuteron beam. Full energy spectra are shown.

All LYSO-based detector modules were evaluated in the laboratory for light tightness and overall performance before being employed in the experimental setting. A test configuration based on a Red Pitaya 69] data collecting board was designed by David Mchedlishvili [70] . Each module was attached to this test setup once it was constructed, and a low-energy spectrum was measured. The radioactive lutetium ${ }^{176} \mathrm{Lu}$ isotope in a LYSO crystal decays via $\beta$-decay into the hafnium ${ }^{176} \mathrm{Hf}$ isotope. If the module is light sealed and the scintillator crystal is properly joined to the SiPM array, the emitted electron as well as the $\gamma$-lines from the de-excitation of the 176 Hf isotope are observable in the low energy spectrum. $\mathrm{A}{ }^{22} \mathrm{Na}$ and a ${ }^{60} \mathrm{Co}$ source were also employed to examine the modules. A spectrum like the one shown in Figure 3.17 is an example of this. This measurement can reveal if the module is not well packed or if the interface between the LYSO crystal is not ideal, requiring the module to be disassembled and rebuilt. The patterns in the
low energy spectrum that result from lutetium decay are identical to those described in the LYSO crystal data-sheet [48]. Performing this laboratory test ensured that the LYSO-based detector modules operate well in actual tests utilising the deuteron beam, and that no modules showed any signs of light leakage in any of the three rounds of the polarimeter development. An examination of the LYSO-based detector module's low energy resolution using the 511 keV peak yields a value of $\sim 15.3 \%$. This helps to explain why there are no double-peaks formations in the low-energy spectra.


Figure 3.17: Low energy spectrum of a LYSO based detector module recorded in the laboratory. The continuous beta tail and three $\gamma$-peaks from the ${ }^{176} \mathrm{Hf}$ de-excitation are evident. Lund/LBNL nuclear data was employed to calculate the energy values [71. A 22 Na source was added to the module in addition to the internal radiation. ${ }^{22} \mathrm{Na}$ is a $\beta^{+}$emitter, and the most prominent peak in the spectrum, which is situated at 511 keV , arises from one of the photons generated in the $\beta^{+}+\beta^{-}$annihilation. One $\gamma$-line is created by the ${ }^{22} \mathrm{Na}$ decay at $1274 \mathrm{keV}[72]$, which is also easily recognizable. Since the LYSO crystal has such a huge volume, the chances of collecting several photons in a single event are rather high, resulting in peaks that reflect the sum of that multiple photons energies.

### 3.2.4 Front and side scans of the LYSO crystal

In order to better understand the double peak influence on the detector resolution another scan was performed on the modules and relative to the SiPM. Finally, all 52 modules were tested at 150 , 200, and 300 MeV , resulting in varying depths of the Bragg peak. Figure 3.18 depicts sample data for one module. Figure 3.19 shows a scan from the side for a different module.


Figure 3.18: Relative energies measured in a grid of module L2_02 at three different beam intensities. The percentage divergence of the observed pulse height from the data set's lowest value is shown by the numbers for each grid spot. The cells that have no variation are coloured in the deepest blue. The shades move from green to yellow as the variances increase. The most significant differences are around $6 \%$ (yellow). The depth of the Bragg peak is shown in a schematic of the module, which is also shown in a graph of range above.

These analyses indicated that the light emitted by the LYSO crystals is dependent on where the particle energy is deposited inside the crystal. SaintGobain [48] is the manufacturer of these crystals. Similar inhomogeneities were found for Epic-Crystals [49] and Tianle Photonics [50] crystals. When planning for crystal use and setting up acceptable thresholds on the elastic peak to employ during tests, this amount of variance must be taken into account.


Figure 3.19: Results of scans made along the sides of module C1_04 using 300 MeV deuterons. The energy peak indicates simply the energy lost in the crystal when these deuterons travel completely through it. As in Fig. 3.18, the data are expressed as a percentage shift from the lowest peak value (dark blue) to approximately $5 \%$ (yellow). For both sets of scan values, the graphic illustrates the direction of the beam flowing through the crystal.

### 3.2.5 Particle identification

An important information can be given by the $\Delta E$ vs. $E$ spectra, produced by mounting an extra layer of plastic scintillator in front of the LYSO base detector modules. The type of particle may be determined using these spectra, and it is therefore an important tool for selecting the elastically dispersed deuteron required to calculate the beam's polarisation.

In order to improve the particle identification triangular $\Delta E$ detectors can be installed, which not only offer information for particle identification but can also be utilised to reconstruct the location of the tracks for individual events, by enabling the measurement of energy ratios over a continuous range (more about the reconstruction algorithm is described in 4.2). Before reaching the LYSO crystal, a particle passes through this scintillator and loses some of its kinetic energy. The initial results of a test employing this new detector is given in Chap. 4.

In a two-dimensional histogram, the energy loss in the plastic scintillator can be plotted against the total kinetic energy deposited in the LYSO crystal for each event recorded by the detector. The Bethe-Bloch formula, which is presented in Eq. 3.2, describes how much energy is deposited in the plastic scintillator based on the kind of particle and its kinetic energy. Figure 3.20 depicts a $\Delta E$ vs. $E$ spectrum obtained in the second iteration of JEPO development [55] with a 2 cm thick plastic scintillator positioned in front of a LYSO-based detector module at a polar angle $\Theta$ of $10^{\circ}$ relative to the beam axis. The deuteron beam's energy was 300 MeV , and a 10 mm carbon target was placed into the beam path. A particle's location on the $\Delta E$ vs. $E$ spectrum is limited to a particle-specific band, regardless of its kinetic energy. These bands mimic the form of a banana in the case of protons and deuterons, hence they're frequently called the proton-banana and deuteronbanana, respectively. As can be observed in Figure 3.20, the deuteron band is placed above the proton band, and the heavier the particle, the more its corresponding band is pushed upright in the $\Delta E$ vs. $E$ spectrum. The most energetic particles will be at the right end of their respective band, hence elastically scattered deuterons off the carbon target will be at the right end of each band. Every one of the events in this band are deuterons as well, but they also have lost their kinetic energy someplace else before hitting the detector rather than elastically dispersing off the object.The proton band hosts several events. Combining a thick target, high energy, and a large polar angle of the detector it resulted in a huge number of protons (coming from deuteron break-up in the target) being recorded. The protons from a break-up process can take any portion of the deuteron's initial kinetic energy, as mentioned in Section 3.2.1, and are therefore dispersed throughout the whole proton band. This spectrum also shows the deuterons that experience a break-up process within the crystal. In LYSO, the neutron event can only be found in the lower left corner of the $\Delta E$ vs. $E$ spectrum.

An extra layer of plastic scintillator in front of the LYSO-based detector module can be extremely beneficial for selecting elastically dispersed deuterons for the estimation of polarisation. Only the elastically scattered deuterons from the LYSO energy spectrum may be selected by cutting around the elastic peak. The tail of the proton band, however, goes up to the elastic peak, as seen in Figure 3.20, if only the abscissa projection of this spectrum is


Figure 3.20: $\Delta E$ vs. $E$ spectrum plot for a deuteron beam of 300 MeV scattering on a 10 mm carbon target [55].
provided. If no $\Delta E$ detector is placed, this is the situation. It is difficult to determine the lowest point of the cut if no elastic deuteron events need to be deleted while also excluding all protons. If a $\Delta E v s . E$ spectrum is available, a simple box cut around the elastic peak increases the amount of elastically scattered deuterons entering the analysis while reducing proton contamination. In addition, a second zone to the left of the proton band, surrounding the internal deuteron break-up band, can be defined to raise the number of acceptable events even further. As a result of these reasoning, it is clear that a $\Delta E$ detector must be included in the final polarimeter arrangement (see Chap.(4).

## Chapter 4

## The SiPM Tracking Hodoscope - SiTH

As stated in the previous chapters, in order to improve the particle identification, layers of triangular $\Delta E$ scintillators (the SiPM Tracking Hodoscope - SiTH) can be installed. This detector will not only offer information for particle identification but can also be utilised to reconstruct the trajectories for individual events. In this chapter the design of this detector, as well as the guiding principle of the reconstruction of the events will be described.

In 2018 a Test Beam was performed on a prototype of this detector. A Geant4 simulation was planned to evaluate the performance of the whole SiTH. Firstly the simulation aimed to match the 2018 Test Beam configuration to get the same result, then subsequently exploit those parameters in the simulation of the whole detector. The results of Test Beam and simulations are shown in this chapter.

### 4.1 SiTH design

The angular coverage of each of the LYSO-based detector modules is quite large $\left(7.5-25^{\circ}\right)$. Since the unpolarized angular cross section is assumed to be constant over the polar angle $\Theta$ range of one module [55], a smaller angular binning for the computation of the polarisation would be preferable. As a result, an additional tracking detector in front of the LYSO-based detector modules to get the angle information of each event would be beneficial.

Reducing the angular binning of the existing polarimeter would be not compatible with the design requirement of it (see 3.1). However, as mentioned in the preceding sections, a $\Delta \mathrm{E}$ detector is required in the final version of the polarimeter, hence the concept of a $\Delta \mathrm{E}$ tracking detector was born. This detector is composed of two layers of plastic scintillators


Figure 4.1: SiTH scheme

To fit around the beam pipe, the shorter bars will need to be trimmed to length. On each lateral face of the bars, custom designed pre-amplifier boards with a triangle cross section will be installed (see Figure 4.2). These boards have two independent op-amp powered channels, each of which can have two SiPM arrays. PM6660TP-SB0 $6 \mathrm{~mm} \times 6 \mathrm{~mm}$ SiPM arrays from Ketek were employed as sensors. One layer of Teflon for internal reflection enhancement is followed by a second layer of Tedlar foil for light tightness on the plastic scintillator bars. The pre-amplifier boards with the SiPMs will cover the faces of the bars, so they aren't covered. Between the pre-amplifier board and the SiPM arrays, a thin, white 3D-printed mask is sandwiched, allowing them to sit flat in a reflective at surface. The SiPMs-equipped pre-amplifier is housed in an aluminium frame with a 3D-printed mount that allows the scintillator bars to be pressure-fit between them. A thin silicone pad serves as
an optical contact between the SiPM arrays and the triangular bars, as well as preventing the plastic scintillators from falling out of the frame. A LEMO connector is used to feed the amplified SiPM signal from each channel out of the pre-amplifier, while a common voltage supply rail is attached on either side of the frame, allowing each pre-amplifier to be plugged in to give the required dual supply voltage. Two frames, each with three plastic scintillator bars, were placed and tested during the beam time of the 3rd iteration of the detector development (May 2018 [55]).

(a) Dual channel pre-amplifier model

(b) Dual channel pre-amplifier picture

Figure 4.2: QS Electronics specifically created a dual channel pre-amplifier for the triangle E detector. Blue is used to represent the SiPM arrays. They are sketched on the front side of the PCB in this image, but they were later installed on the rear side so that they could contact the plastic scintillators. A red-coloured component is a potentiometer that allows each channel's gain to be adjusted individually, in order to optimise the avalanche region.

Reconstruction principle will be described in the following section (4.2).

### 4.1.1 Plastic Scintillators

Scintillators are materials that, once a charged particle passes through them, emit light in a small amount of time and with a number of photons proportional to the energy loss of the particle inside of the scintillating material.

As it passes, the incident particle gives part of its energy to the atoms and molecules of the scintillator causing, for example, the excitation in a higher energy level. When these de-excite they emit a photon of relatively low energy, typically in the visible or ultraviolet spectrum. This light pulse is then detected and amplified by suitable sensors, such as photo-multipliers.

Depending on the emission time one can observe fluorescence, when reemission time is of the order of $10^{-8} \mathrm{~S}$ (that is of atomic transmission), or phosphorescence if the excited state is meta-stable, and the re-emission is delayed to a time ranging from $\mu$ s to hours.

Both phenomena have an exponential trend and coexist in the scintillation mechanism, the simplest way, therefore, to describe the scintillator signal is the following:

$$
\begin{equation*}
N(t)=A e^{-\frac{t}{\tau_{f}}}+B e^{-\frac{t}{\tau_{s}}} \tag{4.1}
\end{equation*}
$$

where $N(t)$ is the number of photons emitted at time $t$, while $\tau_{f}$ and $\tau_{s}$ are the decay constants of the fluorescent (fast) and phosphorescent (slow) components. Constants A and B vary for different materials. As you can see in Figure 4.3 the fast component is the dominant one 74 .

Figure 4.3: Representation of the exponential trend of the light emission of a scintillator in its two components and their sum.


A good scintillating detector has some characteristic properties:

- Ability to convert the kinetic energy of the particle into detectable light of energy proportional to that of the incoming particle,
- Fast response time, i.e. a low dead time, which is the interval in which it is not able to process small events,
- High conversion efficiency (from excitation energy into fluorescence radiation),
- Transparency to fluorescence radiation,
- Spectral zone compatible with the photo-multiplier response,
- Small decay constant $\tau_{D}$, since the number of photons emitted at instant t goes as $N(t)=\frac{N_{0}}{\tau_{D}} e^{-\frac{t}{\tau_{D}}}$.
For SiTH's tracking bar EJ-200 plastic scintillator was chosen (see Tab. 4.1) [75]. The decision of this kind of scintillator was driven firstly by its wavelength of emission ( $\sim 425 \mathrm{~nm}$ ) that matches with SiPMs. It is a fast scintillator (rise time 0.9 ns and decay time of 2.1 ns ), that makes it really suitable for this kind of detector. Considering that this scintillator was developed for general purpose and that it is very common, it made the detector affordable from the economic point of view.

| Plastic scintillator model | EJ-200 |
| :---: | :---: |
| Light Output [\%Anthracene] | 64 |
| Rise Time [ns] | 0.9 |
| Decay Time [ns] | 2.1 |
| Pulse Width FWHM [ns] | $\sim 2.5$ |
| Wavelength of Max. Emission[nm] | 425 |
| Light Attenuation Length [cm] * | 380 |

Table 4.1: Overview of the EJ-200 plastic scintillator principal characteristics.
*The typical $1 / \mathrm{e}$ attenuation length of a $1 \times 20 \times 200 \mathrm{~cm}$ cast sheet with edges polished as measured with a bi-alkali photo-multiplier tube coupled to one end.

### 4.1.2 $\quad \mathrm{SiPM}$

As already described in JEPO subsection 3.1.2 Silicon Photon Multiplier are coupled with the EJ-200 plastic bar in order to convert the light to a signal. The SiPMs employed in the Beam Test of 2018 were PM6660TP-SB0 6mm x 6 mm from Ketek which characteristics can be seen in Tab 4.2 |73].

Unluckily the Ketek dismissed the production of that sensor before they were all acquired, so a new set of SiPMs has to be chosen and tested. Moreover

| Sensor model | PM6660TP-SB0 |
| :---: | :---: |
| Bias voltage range [V] | $26.6-33.2$ |
| Spectral range [mm] | $300-900$ |
| Peak sensitivity [nm] | 430 |
| Pixel size $[\mu \mathrm{m}]$ | 60 |
| Pixel per SiPM | $\sim 6600$ |
| SiPM fill-factor [\%] | $\sim 66$ |
| SiPM area [mm²] | $6^{2}$ |
| SiPMs per array | single SiPM |
| Connector | 2x single pin |

Table 4.2: Overview of the PM6660TP-SB0 SiPM principal characteristics
the first SiPM support for PM6660TP-SB0 would not fit in the future design of the detector, so this change was forced (see Fig. 4.4, previous PCB scheme is shown in 4.2).

## New PCB design

As previous stated the PCB that was employed during the Test Beam of 2018 would not fit in the mechanical support of the detector. So it was moved out the readout from the SiPMs facing the surface of the scintillator. This will give enough space into the support.


Figure 4.4: New PCB placement

### 4.2 Reconstruction principle

To obtain the $\Delta \mathbf{E}$ information, the main information for the particle identification, the energy loss for each event in all the modules can be summed, so all the bars act as one solid layer of scintillator.

Position can be extracted from each bar's individual energy loss (see Fig. 4.5 for the simplified parallel configuration scheme). The amount of energy that is deposited in one scintillator is due to the position where the particle passes thought the scintillator, and so the triangular cross section of the SiTH modules allow to get the incident position $y$ depending from the effective path length $x_{1}$ and $x_{2}$ into the scintillators.

The energy deposit is proportional to this distance as in the Bethe-Bloch formula. The energy loss in plastic scintillator material is rather small, and its value can be approximated as a linear function of the path:

$$
\begin{equation*}
\Delta E_{n}(x) \approx K_{n} \cdot x_{n} \tag{4.2}
\end{equation*}
$$

where $K$ describes the energy loss per distance and the index $n$ stands for the module. Assuming that the energy loss in the first module is small compared to the total kinetic energy of the particle one can assume that the energy loss per unit length $K_{n}$ is constant for both modules, i.e. $K_{1} \approx K_{2}$. Considering this assumption, the following ratio equation can be written from Eq. 4.2 .

$$
\begin{equation*}
\eta=\frac{\Delta E_{1}-\Delta E_{2}}{\Delta E_{1}+\Delta E_{2}} \tag{4.3}
\end{equation*}
$$

## Simplified parallel configuration algorithm



Figure 4.5: Schematic of two $\Delta \mathrm{E}$ SiTH modules to discuss the geometrical consideration needed for the calculation of the position reconstruction. Considering a particle (red line) hitting the first module at the incident position $y$ and travelling a distance of $x_{1}$ in Module 1 before it enters Module 2 and travels a distance of $x_{2}$.

From the triangle of scheme in Fig.4.5, the following geometrical relation can be obtained using intersecting lines theorem:

$$
\begin{gather*}
\frac{y}{x_{1}}=\frac{a}{h} \rightarrow x_{1}=\frac{h}{a} \cdot y, \\
\frac{a-y}{x_{2}}=\frac{a}{h} \rightarrow x_{2}=\frac{h}{a} \cdot(a-y),  \tag{4.4}\\
\Uparrow \\
\eta=\frac{x_{1}-x_{2}}{x_{1}+x_{2}}=y \cdot \frac{2}{a}-1 .
\end{gather*}
$$

Combining the last two equations (Eq. 4.3 and Eq.4.4) the incident position $y$ formula can be extracted:

$$
\begin{equation*}
y=\frac{a}{2} \cdot(\eta-1)=\frac{a}{2} \cdot\left(\frac{\Delta E_{1}-\Delta E_{2}}{\Delta E_{1}+\Delta E_{2}}+1\right) \tag{4.5}
\end{equation*}
$$

Therefore the incident position of a particle can be reconstructed from the deposited energy in two stacked triangular bars. The position using this method is given relative to the tip of the lower module (2), but since the modules absolute position is known, the absolute position of the particle can be easily calculated as well.

Two perpendicular layers of triangular modules allow to get $x$ and $y$ positions.

## General SiTH algorithm

The "Simplified parallel" algorithm works with the assumption that the particle track incidents almost perpendicularly to the base of the module. This however is not true in a general case while using many modules. Fig.4.6a shows explicitly such a case where the particle incidents obliquely to the module.

Let's consider a beam travelling along $\widehat{k}$ (the $z$ axis), and a layer of $n$ tracker modules oriented to measure position in the $\widehat{s}$ direction perpendicular to $\widehat{k}$. A particle passes through modules $q$ and $r$ and deposits energies $E_{q}$ and $E_{r}$ (indexed according to the scheme shown in Fig 4.6b). Considering the target

(a) General algorithm scheme, where a particle incoming from the target hits the $q$ and $r$ SiTH modules. The point $P$ indicates the place where the impinging line crosses the two modules, and its components are calculable with the Equation 4.7.

(b) SiTH indexing scheme

Figure 4.6: General SiTH algorithm and its indexing scheme are presented.
position as the origin, and recalling that

$$
\begin{equation*}
\eta(q, r)=\frac{E_{q}-E_{r}}{E_{q}+E_{r}} \tag{4.6}
\end{equation*}
$$

the $s$-component of the point $P$, where the particle hits the interface between two modules, will be given by:

$$
\begin{equation*}
\vec{s}=\frac{b}{4}\left[n-4 q-3-(-1)^{\varepsilon}(1-\eta)\right] \widehat{s}, \tag{4.7a}
\end{equation*}
$$

where $\varepsilon=r-q+\frac{n}{2}+1$.
Its $z$-component will be:

$$
\begin{equation*}
\vec{z}=d_{-}+\frac{t}{2}(1+\eta) \widehat{k} . \tag{4.7b}
\end{equation*}
$$

Here $b$ is the base and $t$ is the thickness of each triangular module, $d_{-}$is the distance between the source and the first surface of the layer.
$\vec{s}$ can be $\vec{x}$ or $\vec{y}$, depending on the orientation of the module. In the case of SiTH detector, Front layer is $x$-oriented while Back layer is $y$-oriented. Therefore the position vector $\vec{r}$ of the point of incidence of the particle at the surface of the LYSO modules would be given by Eq.4.8.

$$
\begin{equation*}
\vec{r}=\frac{l}{z_{B}} \vec{x}+\frac{l}{z_{F}} \vec{y}+l \widehat{k} . \tag{4.8}
\end{equation*}
$$

where $l$ is the distance between the source and the LYSOs, $z_{F}$ and $z_{B}$ are the measurements of $\vec{z}$ made by the Front and the Back layers.

### 4.3 Test Beam 2018

During the Test Beam of 2018 an experiment was performed in order to find the least-count of the SiTH modules. Therefore, two layers of triangular bars with three modules each, were set up parallel to one another as shown in Fig4.7. This Figure depicts the measuring process used with the 3rd detector development configuration during the May 2018 beam time. The first frame, which had three scintillator bars, was fixed to the beam pipe's exit window and positioned so that the beam would pass through the scintillators between the first (F_01) and second (F_03) modules. As can be seen in the left two-dimensional histogram of Figure 4.8, the energy deposited in these two modules was plotted against each other in a $\Delta \mathrm{E}$ vs. $\Delta \mathrm{E}$ spectrum. Even though the frames carrying the scintillator bars were relocated as close to the exit window as possible, the 270 MeV deuteron beam employed for this test showed some angular dispersion.

From the Front and Back layers, values of $\eta_{F}$ and $\eta_{B}$ are obtained from Eq. 4.3. The difference between this values, defined as offset, would be proportional to the difference in position of the two layers. Therefore, the resolution of the offset measurement at each step would indicate the leastcount of the detector. Then the code can recognise the peaks of the offset measurements and then can fit them with different Gaussian functions to extract the resolution of the detector (e.g. Fig 4.9).

### 4.3.1 Event acquisition

The signal is selected inside event number parameter of DAQ tree (in order to put the same event tracks together). Inside this number the events coming


Figure 4.7: The measuring process used to test the position reconstruction utilising triangle $\Delta \mathrm{E}$ detectors is depicted schematically in this diagram. In the beam path, two frames with three scintillator bars each were placed. The first frame (modules labelled with $\mathbf{F}$ ) was attached to the beam pipe and could not be moved vertically, whereas the second frame (modules labelled with B) was attached to the experimental table and could be moved vertically. With a vertical spacing of 5 mm , the second frame was moved to six distinct positions.


Figure 4.8: (a) shows $\Delta \mathrm{E}$ vs. $\Delta \mathrm{E}$ spectra in module $\mathrm{F} \_01$ and $\mathrm{F} \_02$ for the first, fixed layer. The same spectra, for the second movable layer, with the modules B_01 and B_02 is shown in (b). The first layer narrowed the beam by acting as a filter. In (b) spectrum, only events that fell within the cut range (marked in red) in (a) spectrum were evaluated. The measurements taken at the six various vertical positions, which are represented by the distinct spots in the band, can be observed in plot (b). 55


Figure 4.9: offset histogram of Test Beam, with the scan performed over one direction moving the back layer (see Fig.4.7), using colours to highlight different step of the scan. Resolution and average peak distance is also reported.
from the tracking module that we want to analyse are selected (e.g. F_01). The event is considered valid if every SiPM of the module gives a signal, this means that there is enough photons to trigger all the photo-multipliers. A schematic view of this process is given in Fig. 4.10.


Figure 4.10: Signal selection scheme. In this case inside the event $n$, the selected module was F_01 with all SiPMs triggered.

The module signal can be now used as energy to perform the position reconstruction. The modules' signals can be compared in 2D histogram, cutting the front layer energy the beam can be sliced and bumps of the scan can be seen in the back modules (see Fig. 4.8)

### 4.3.2 Results

The resolution obtained from the Test Beam of 2018, averaging all the Gaussian fits $\sigma$ s is:

$$
\sigma_{\text {ave }}=(0.907 \pm 0.003) \mathrm{mm} .
$$

The error is calculated as the summation in quadrature of the Gaussian sigma errors:

$$
\Delta \sigma=\sqrt{\sum \Delta \sigma_{F I T}^{2}}
$$

Here, the relation in Equation 4.5 was used to transform offset-units into mm. While the distance between peaks, calculated considering the X position of the Gaussians' peaks and then averaged is $\Delta x \approx 4.78 \mathrm{~mm}$. This means that the $\Delta x$ steps of the test beam were not exactly 5 mm

This results updates the previous ones from Müller that found a $\sigma$ of 1.46 mm during the first analysis of the data [55] (See Fig. 4.11).

(a) Müller's result of 2019 55

(b) Results of this work

Figure 4.11: Comparison between Müller's 2019 result and the work of this thesis on the same data set. In the first case data for each step was processed directly from DAQ, that allowed the discrimination of the step events and subsequent scaling over the maximum. On the right this was not possible, since all the data were all mixed up so a multi-Gaussian function was considered for the fitting. Here the individual peaks from the fit are highlighted.

The found SiTH linear resolution is about 0.9 mm , due to the fact that the LYSO matrix provides a resolution of 1 cm (from crystal dimension of 3 cm ) the installation of this detector could increase the spatial resolution by about
one order of magnitude.

$$
\begin{equation*}
\sigma_{L Y S O}=\frac{3 \mathrm{~cm}}{\sqrt{12}} \sim 1 \mathrm{~cm} \tag{4.9}
\end{equation*}
$$

### 4.4 Geant4 Simulation

A Geant4 simulation was planned to evaluate the performances of the whole SiTH. First it was simulated the 2018 Test Beam configuration to get the same result then exploit those parameters in the final simulation.

G4 uses plastic scintillator characteristics from the ELJEN TECHNOLOGY data sheet 75]:

| Ratio H:C Atoms | 1.104 |
| :---: | :--- |
| Density [g/cc] | 1.023 |

Each module is shaped from the extrusion of an isosceles triangle, with base length of 6 cm and a height of 2 cm , coated with Teflon,Tedlar and aluminium as for the prototype one. Each module was then oriented in order to match the proper configuration.

At the moment there is no optical generation/absorption simulated, the energy of the module is acquired from the Geant4 physical volume.

### 4.4.1 Test-Beam Like configuration (Parallel)

In this configuration (see Fig 4.12)the aim was to simulate the 2018 Test Beam tuning the Detector Energy resolution ( $d E$ ) parameter in order to match Müller's and section 4.3 results.

## Detector energy resolution scan and residuals

As previously stated the main parameter to get from the simulation is the detector energy resolution, that indicates how much the SiTH detector smears the energy that enters in it. When the of $f$ set plot obtained by the simulation scan was overlaid on the one from the Test Beam, there was a misalignment, as can be seen in Fig. 4.13. This was postulated to be due to a machine error in the translation of the back layer during the Test Beam.

(a) TB like configuration side view

(b) TB like configuration front view

Figure 4.12: TB Like configuration


Figure 4.13: The superimposing of offset parameter for TB2018 and G4 simulation is shown, scaled over the entries in order to match. In red Test Beam data in green the Geant4 results are indicated,. It is clear also from here that the peaks are not aligned, it means that the $\Delta x$ steps of the test beam were not exactly 5 mm

To test this hypothesis the peak positions relative to the Front layer were extracted from the Test Beam and transformed into "real distance" using the relation from the Equation 4.5. These distances would be the true positions of the Back layer at the various steps. Applying this correction to the Back layer translations in the simulation, a better alignment between the offset plots of Test Beam and simulation was obtained, as shown in Fig. 4.14.

In order to obtain the proper $d E$ parameter a scan was performed and linear fit over the residuals was analysed, the goal for the parameter intercept of the fit is expected to be 1 , since the residual is a ratio and the aim is to have


Figure 4.14: The superimposing of offset parameter for TB2018 and G4 simulation is shown, scaled over the event recorded at each step. In red Test Beam data and in green the Geant4 results are indicated. The resolution width is comparable with the previous one and the peaks are quite well described. Below, residual plot (G4/TB) is shown, in which a linear fit is applied.
the same plot, while the slope is expected to be 0 since the ratio should be flat.

A $\chi^{2}$ minimizer was used to select the optimum energy smearing that most resembles the real detector energy resolution. The selected value for $d E$ is 0.22. In Fig. 4.14 the result for $d E=22 \%$ is shown.

## Results

Applying the proper $d E$ the seven-Gaussian fit result for Geant 4 simulations in parallel configuration gives:

$$
\sigma_{\text {ave }}=(0.911 \pm 0.003) \mathrm{mm} .
$$

The error is calculated as the summation in quadrature of the Gaussian sigma errors:

$$
\Delta \sigma=\sqrt{\sum \Delta \sigma_{F I T}^{2}}
$$

This result matches with real data of the test beam when the value of the detector energy resolution $d E=0.22$, so this value has been exploited for the whole SiTH simulation.

### 4.4.2 Final SiTH configuration (Perpendicular)

With the proper $d E$ setting the final SiTH configuration can be applied in the simulation. It consists of two perpendicular layers with 14 modules each, as can be seen in Fig. 4.15.

From the position $\vec{r}$ of the projected incidence at the LYSO modules (Eq. 4.8) the angular behaviour can be extracted as follows:

$$
\begin{align*}
& \theta=\operatorname{atan}\left(\sqrt{x^{2}+y^{2}} / d\right)  \tag{4.10}\\
& \phi=\operatorname{atan} 2(y, x)
\end{align*}
$$

where $d$ is the distance of the target (origin) from the first surface of the LYSOs.

In order to estimate angular behaviour the whole detector, two scans were performed in this configuration, along the polar and the azimuthal directions $(\theta$ and $\phi) . \phi$ has been scanned with steps of $22.5^{\circ}$, while $\theta$ with $2^{\circ}$ step starting from $5^{\circ}$ to avoid the inner hole (see Fig. 4.15). Test simulations of these scans (with fewer iterations) are shown in Fig. 4.16


Figure 4.15: Angular scan visualisation


Figure 4.16: Examples of the schemes of $\phi$ and $\theta$ scans as acquired by the detector and reconstructed using the methods described in Sec. 4.2

## Results

Resulting plots of the scan described before are shown in the Figures 4.17 and 4.18

The behaviour of the resolution over the range of angles during the scan is shown in Fig 4.19.

Since from the configuration of the spherical coordinates system, the expression for $\phi$ resolution depends on $\theta$, which is the polar angle of incidence at the LYSO modules, for the $\phi$ scan a specific value of $\theta$ was selected for fitting such that radial distance of the particle incidence $\left(r_{0}\right)$ from the centre was 12 centimetres. This distance was chosen such that all the particles incident on the detector. Therefore the $\phi$ resolution can be written as a function of $\theta$ :

$$
\sigma_{\phi}(\theta)=r_{0} \cdot \frac{\overline{\sigma_{\phi s c a n}}}{d} \cot \theta,
$$

$\overline{\sigma_{\phi s c a n}}$ is the average values of the sigma from the Gaussian fits in $\phi$ scan and $d$ is the LYSO distance from the target ( 66 cm )

The resulting average resolutions from the angular scans are:

$$
\begin{align*}
\sigma_{\phi} & =[(0.057 \pm 0.007) \cot \theta]^{\circ} \\
\sigma_{\theta} & =(0.0912 \pm 0.0003)^{\circ}  \tag{4.11}\\
\Delta \sigma & =\sqrt{\sum \Delta \sigma_{F I T}^{2}}
\end{align*}
$$

The matrix of LYSOs provides a polar angular resolution around $\frac{2.5}{\sqrt{12}}^{\circ}$ (the angle subtended by the crystal width) and the found SiTH $\theta$ resolution is about $0.09^{\circ}$.

This result is in agreement with improvement found for the linear resolution in Section 4.3 ,

(b) $\phi$ scan distribution zoomed on one single point

Figure 4.17: $\phi$ scan distribution plots, fitted with a n-Gaussian fit over all the peaks, highlighted with different colours.

$\theta$ scan distribution zoomed on one single point
Figure 4.18: $\theta$ scan distribution plots, fitted with a n-Gaussian fit over all the peaks, highlighted with different colours.

(a) $\sigma$ vs $\phi$ distribution at $l \sin \theta=12 \mathrm{~cm}$, that lies such that all the particles incident on the detector.


Figure 4.19: $\sigma$ vs angle distribution. In (a) it is visible that diagonal lines have lower $\sigma$ values since they incident upon more vertices and so there are calculated without errors in the reconstruction algorithm. While the orthogonal ones $\left(-90^{\circ}, 0^{\circ}\right.$ and $\left.90^{\circ}\right)$ incident on less vertexes and so it results in higher values of $\sigma$. In (b) the vertex interplay here is determined by special radii where more vertices are traversed. The overall convergence is due to the fact that in general circles with larger radii incident upon more vertices.

## Chapter 5

## Conclusions and outlook

The JEDI collaboration aims to directly measure the EDM of protons and deuterons in the accumulation ring. In order to detect an EDM we look for time development of the particle bunch polarisation, exploiting the energy deposit in LYSO crystal modules to identify the particles. Given that the expected EDM is very small, the precision of the polarimeter used is of utmost importance to the experiment.

The work of this thesis is focused on a possible upgrade for the existing polarimeter of the experiment, i.e. SiTH: a tracking hodoscope made of triangular plastic scintillator bars. The polarimeter LYSO modules have a very high precision when it comes to calorimetry, but not in particle tracking due to the limitation on its size. The idea is that the combination of the SiTH and LYSO modules can provide a high precision in both calorimetry and tracking reconstruction. Due to the unique geometry of the arrangement and the individual readout of the tracker bars, this hodoscope has been shown to be capable to track a particle on the polarimeter modules to within 0.9 mm .

A model of the tracker bar was constructed in the Geant4 simulation environment. This model was benchmarked by recreating the conditions of the 2018 Test Beam and comparing the results of the stimulated beam test with the real one.

The SiPM modules and the associated electronics can resolve energies deposited by the particles to within a certain error. This is called the detector energy resolution $(d E)$. Since the Geant 4 model does not simulate the SiPM modules directly, a smearing function was applied to simulate its effects on the acquired data. The standard deviation of this smearing function at which the simulated readout matches with the Test Beam data was earmarked for future simulations of SiPM behaviour.

Finally a model of the fully equipped SiTH was constructed in Geant4, and its performance with particle trajectory reconstruction was also estimated via simulated beam tests.

The following section summarizes the results obtained in the previous chapters and describes a brief outlook of the future activities.

### 5.1 Results

The resolution of the real SiTH tracker bars as obtained from the analysis of the data of the Test Beam of 2018 is:

$$
\sigma=(0.907 \pm 0.003) \mathrm{mm} .
$$

This shows that when SiTH is combined with the calorimeter, its position resolution will improve by about one order of magnitude.

To benchmark the SiTH simulator in Geant4, a scan was performed in a configuration, which precisely recreate the material, geometrics and beam condition of the TB2018. The resolution of the simulated tracker bars obtained from this test is:

$$
\sigma=(0.911 \pm 0.003) \mathrm{mm} .
$$

This result matches with real data of the test beam when the value of the detector energy resolution $d E=0.22$, so this value has been exploited for the whole SiTH simulation.

The full SiTH detector was simulated and it's performances investigated with two angular scans, as described in Chapter 4. The results of these scans are shown in the Figure 5.2.


Figure 5.1: The superimposing of offset parameter for TB2018 and G4 simulation is shown, scaled over the event recorded at each step. In red Test Beam data and in green the Geant4 results are indicated.

The resulting average resolutions from the angular scans are:

$$
\begin{aligned}
\sigma_{\phi} & =[(0.057 \pm 0.007) \cot \theta]^{\circ} \\
\sigma_{\theta} & =(0.0912 \pm 0.0003)^{\circ}
\end{aligned}
$$

The LYSO matrix causes a polar angular resolution of $\sim \frac{2.5}{\sqrt{12}}^{\circ}$. The found results of SiTH provides an improvement of the existent resolution by about one order of magnitude, an improvement in agreement with the linear resolution's one.


Figure 5.2: $\phi-\theta$ scan distribution plots, fitted with a n-Gaussian fit over all the peaks, highlighted with different colours.

### 5.2 Outlook

The main achievement of this work is to have developed a working Geant4 simulation of the SiTH detector that can be implemented into the existing JEPO simulator. In addition to this, an analysis framework was developed that reconstructs the trajectory of the particle and provides a precise position of incidence on the LYSO calorimeters. This implementation can be used to investigate the improvements that this kind of tracker will make to the final polarimeter.

Once the improvements are asserted, the assembling of the remaining SiTH modules can resume and, finally, the installation of the hodoscope to the JEPO detector can be done.

As stated, the time development of vertical spin is fundamental to detect an EDM. Since in COSY there currently exist technical limitations on the spin coherence time and overall beam-time, the expected magnitude of polarisation build-up due to intrinsic EDMs is very small. It is due to this that precise particle tracking is very essential to measuring this polarisation build-up.
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