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PARSIFAL (PARametrized SImulation) is a fast and reliable software tool that reproduces the complete response 
of a triple-GEM detector to the passage of a charged particle, taking into account the main physical effects. 
Starting from the detector configuration and the particle information, PARSIFAL reproduces ionization, spatial 
and temporal diffusion, effect of magnetic field, if present, and GEM amplification to provide the dependable 
triple-GEM detector response. In the design and optimization stages of this kind of detectors, simulations play 
an important role. Accurate and robust software programs, such as GARFIELD++, can simulate the transport 
of electrons and ions in a gas medium and their interaction with the electric field, but they are CPU-time 
consuming. The necessity to reduce the processing time while maintaining the precision of a full simulation 
is the main driver of this work. For a given set of geometrical and electrical settings, GARFIELD++ is run once-

and-for-all to provide the input parameters for PARSIFAL. Once PARSIFAL is initialized and run, it produces the 
detector output, including the signal induction and the output of the electronics. The results of the analysis of the 
simulated data obtained with PARSIFAL are compared with the results of the experimental data collected during 
a testbeam: some tuning factors are applied to the simulation to improve the agreement. This paper describes 
the structure of the code and the methodology used to match the output to the experimental data.
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Nature of problem: Monte Carlo (MC) simulations are widely used in design and development of detectors for high 
energy physics as well as during data taking to understand how the detector geometry, acceptance, efficiency 
affect the experimental observations and hence infer the systematic effects. For triple-GEM detectors (one of the 
most used Micro Pattern Gaseous Detectors), the simulation of their response to the passage of particles is usually 
performed with GARFIELD++ (CERN) which provides a microscopic description of the signal creation, from the 
interaction of the particle with the gas to the induction of the signal on the anode. This detailed simulation is 
heavy and CPU-time consuming, hence it requires long computing periods to gain high statistics.

Solution method: PARSIFAL software provides the MC simulation of the response of a triple-GEM detector to 
the passage of a charged particle by splitting the simulation into four independent steps: ionization, electron 
drift in gas and magnetic field, avalanche formation in the multiplication stages, signal induction on the anode 
and response of the electronics (APV-25 chip). For each step, PARSIFAL samples the variables of interest from 
distributions, obtained by using a set of input parameters. These parameters are extracted from a simulation run 
only once with GARFIELD++. Since the sampling is much faster than a full GARFIELD++ simulation, this reduces 
the CPU-time to collect a sample with high statistics. The results extracted by the PARSIFAL simulation have been 
tuned with experimental data collected during a testbeam at CERN and show a satisfactory compatibility.
1. Introduction

In 1997, F. Sauli [1] introduced a new technique for signal amplifi-

cation in gaseous detectors: the Gaseous Electron Multiplier (GEM). It 
consists of a 50 μm thick polyimide foil, copper coated (5 μm) on both 
sides, with a high density pattern of holes with a diameter of 50 μm and 
a pitch of 140 μm (Fig. 1, left, middle). The application of an electric po-

tential difference of a few hundreds of volts between the two copper 
sides produces an electric field of about 100 kV/cm inside the holes. 
When an electron, generated by the ionization of the specific gas mix-

ture, enters a hole, the intense field is sufficient to create an avalanche 
multiplication (Fig. 1, right). Typically, multiple stages of amplification 
are stacked to achieve the desired gain value, with a lower voltage ap-

plied to each stage. This reduces the probability of discharge compared 
to a single-stage GEM with the same amplification gain [2]. Fig. 2, left, 
shows a schematic drawing of a typical triple-GEM detector configura-

tion, which consists of a cathode, three stages of GEM and an anode for 
the signal readout, segmented in strips or pads.

A software tool that can describe the response of a detector system 
and compute its performance is of great importance in the design and 
optimization phase of the detector itself, as well as for a running exper-

iment. The simulations must reproduce the experimental measurements 
with an excellent level of agreement, so they can be used to predict the 
detector behavior with different settings.

The most widespread and robust existing software for gaseous detector 
simulation is GARFIELD++, which is defined by its authors in [6–8] as 
“an object-oriented toolkit for the detailed simulation of particle detectors 
which use a gas mixture or a semiconductor material as sensitive medium”.

It provides interfaces to additional packages, such as HEED [9], for pri-

mary and secondary ionizations, and MAGBOLTZ [10], to describe the 
electron diffusion effect and the drift in magnetic and electric fields. 
The input map of electric fields can be provided by external tools, e.g.
ANSYS [11]. The interaction between electrons and gas molecules is de-

scribed at microscopic level.

A triple-GEM simulation performed by GARFIELD++, however, is CPU-

time demanding. In fact, the entire path of the electron along the 
electric field lines, under the possible effect of the magnetic field, is 
simulated in steps of a few microns. In each step, GARFIELD++ simu-

lates all the interactions of the electron with the gas mixture and the 
effect of the fields. This is done for each electron and the total number 
of electrons is about 105-106. Such a level of detail is the reason why 
GARFIELD++ simulations are quite expensive in terms of CPU-time. 
Examples of triple-GEM simulations performed with GARFIELD++ can 
be found in the literature [12–14]. For studies requiring high statistics, 
however, it is mandatory to reduce the time by several orders of mag-

nitude. In the literature, there are already attempts to cope with the 
triple-GEM simulation by splitting it into independent tasks, each con-

sidering one physical process [15].
2

The simulation of separate processes (i.e. diffusion and amplification) is 
much less CPU-time consuming compared to a single simulation. This 
modular approach is the first technique used to speed up the code. It 
allows easy modification of the detector configuration or incoming par-

ticle information and permits the extension of the code to other Multi 
Pattern Gaseous Detectors (MPGD). The second method to boost the 
simulation is to adopt a parametrized simulation, instead of a step-by-

step one. The parameters of interest described in Section 3 are extracted 
from a GARFIELD++ simulation, run once-and-for-all to initialize PAR-

SIFAL. Once the configuration is set, PARSIFAL reproduces the detector 
output with reduced CPU-time and high statistics.

Such a capability is important both in 𝑅&𝐷 of the detector and after its 
installation inside an experimental setup, at data taking stage. In fact, 
during 𝑅&𝐷, a trustworthy simulation, validated with data in a spe-

cific range of settings, can be run with different settings to evaluate the 
detector performance. On the other hand, at experiment run-time, the 
geometrical and electrical settings of the detector remain quite stable, 
while different event topologies have to be simulated and compared 
with the experimental data. In this case, the simulation requires good 
reliability and can benefit from the high speed of the software.

PARSIFAL is a software capable of producing a comprehensive, reliable 
and fast simulation of GEM-based detectors, which follows the same 
approach as [15], with some additional implementations and improve-

ments. The code is written in C++, Object-Oriented and requires only 
ROOT framework [16] for installation and compilation. It needs to be 
initialized with parameters that can be extracted from GARFIELD++, 
but it is not directly interfaced to this program, so it can run indepen-

dently from it. Algorithms for position reconstruction are also imple-

mented in the software PARSIFAL: the reconstructed positions are used 
to evaluate the efficiency and spatial resolution of the simulated detec-

tor.

The paper is organized as follows: Section 2 describes the detector con-

figuration implemented in the software, with geometrical and electrical 
characteristics matching those of the testbeam, to allow for a direct 
comparison of the simulated and experimental results; Section 3 sum-

marizes the procedure for extracting from the GARFIELD++ simulation, 
run once-and-for-all, all the parameters to be used as input for PARSI-

FAL; Section 4 summarizes the simulation procedure inside PARSIFAL 
and the position reconstruction methods; Section 5 addresses the tun-

ing of the simulation parameters to match the simulated results with 
the experimental ones; finally the conclusions are drawn.

2. Detector configuration in simulation and experiment

The detector configuration used in this report is the same as that 
used in the experimental measurements we performed [17] to allow 
for a direct comparison of the simulated and real data, as described in 

Section 5.
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Fig. 1. Scheme of a GEM foil from top (left) and side (middle): the holes are equidistant with a pitch 𝑝 = 140 μm, they have a bi-conical shape with inner diameter 
𝑑 = 50 μm and outer diameter 𝐷 = 70 μm. The copper thickness 𝑡 is 5 μm and the polyimide thickness 𝑇 is 50 μm [3]. A high voltage difference is applied between 
the copper layers and the electric field lines generated inside the holes are shown in the right plot [4].

Fig. 2. Schematic of a triple-GEM tracker showing an example of ionizing track and signal amplification (left) [5]. The broken lines represent the electron drift paths. 
The number of lines increases after each stage of amplification up to the segmented anode, where the electrons are collected. Sketch of a tridimensional triple-GEM 
chamber, to illustrate the reference axes orientation assumed in this paper and the direction of the magnetic field (B), when it is applied (right).
2.1. Setup and reference frame

The geometric dimensions and electrical settings of the triple-GEM 
are set as parameters in PARSIFAL, so the description can be easily 
generalized to different geometries and configurations.

As shown in the triple-GEM layout in Fig. 2, left, four gaps are defined 
by the positioning of the electrodes:

• one drift gap, between the cathode and GEM 1;

• two transfer gaps, between GEM 1 and GEM 2, GEM 2 and GEM 3;

• one induction gap, between GEM 3 and the anode.

Each gas gap is delimited by two electrodes.

Fig. 2, right, defines the 𝑥𝑦𝑧 reference frame throughout the paper: the 
𝑥𝑦 plane coincides with the anode plane, while the 𝑧 axis is orthogo-

nal to it, with positive direction from the cathode to the anode. When 
no magnetic field is present, the 𝑧 direction coincides with the direc-

tion of the drifting electrons. When the magnetic field is present, it is 
set orthogonal to the 𝑥𝑧 plane and its presence affects only the 𝑥 coor-

dinate, but not the 𝑦 coordinate. The anode of the experimental setup 
has two readout planes (double-view readout), segmented in strips with 
orthogonal directions 𝑥 and 𝑦 (see Fig. 3). The gas mixture used was 
𝐴𝑟 + 10% 𝑖𝐶4𝐻10 at NTP. The APV-25 ASIC [18] was used: it samples 
the signal 27 times, once every 25 ns and provides the amplitude of the 
shaped signal using an ADC. The shaping time is 𝜏 = 50 ns.

2.2. Experimental conditions

The experimental tests were conducted on the H4 line of SPS in 
CERN North Area, within the RD51 collaboration [19]. A beam of 
muons with 150 GeV/c momentum was available, and this particle type 
and momentum have been set also in the simulations. Experimental 
data were acquired both in the absence of magnetic field and with a 1 T 
dipole field, with different incident angles between the muons and the 
3

GEM chambers, in the range [0, 40] degrees.
Fig. 3. Example of 𝑥𝑦 readout pattern [20]: in our case 𝑝1 = 𝑝2 = 650 μm, 𝑎 =
130 μm and 𝑏 = 580 μm.

The experimental data were analyzed and the results can be found in 
[17].

2.3. Summary of the configuration

Table 1 lists the geometrical and electrical configurations used to 
characterize the setup and the corresponding values set in the simula-

tions with PARSIFAL, in order to validate them with real data. After 
validation, PARSIFAL can be extended to other configurations in terms 
of gas mixtures, geometrical and electrical settings, magnetic fields as 
well as different types of particles and energies. PARSIFAL was initially 
implemented for the simplest case of a single-view anode and no mag-

netic field and later extended to the double-view and magnetic field 
case, in Section 4.2.

3. Parametrization of the PARSIFAL input from GARFIELD++ 
simulations

PARSIFAL is not a competitor of GARFIELD++ but a complementary 

tool: the variables used in PARSIFAL are extracted from GARFIELD++ 
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Table 1

Geometrical dimensions and electrical settings for the simulated 
triple-GEM: they are the same as the ones of the setup used in the 
testbeam. The 𝑥 and 𝑦 strips are orthogonal.

parameter value

gap thickness 
(drift/transfer 1/transfer 2/induction)

5∕2∕2∕2 mm

electric field 
(drift/transfer 1/transfer 2/induction)

1.5∕2.75∕2.75∕5 kV/cm

high voltage

(GEM 1/GEM 2/GEM 3)

275∕275∕275 V

gas mixture 𝐴𝑟+ 10% 𝑖𝐶4𝐻10
strip width/pitch

(𝑥 strip)

580∕650μm

strip width/pitch

(𝑦 strip)

130∕650μm

distance between 𝑥 and 𝑦 strip planes 50μm

simulations, as presented in the following subsections. The simulation 
consists of five independent parts, which describe ionization, diffusion, 
amplification, induction and electronics. The first three parts use the 
preliminary simulations of GARFIELD++, while the induction and elec-

tronics are implemented in PARSIFAL from scratch. The assumption 
that the different steps of avalanche formation and development are 
independent is an approximation that has been proven valid in a low 
rate environment [15]. For each set of parameters, a specific simulation 
must be performed with GARFIELD++, as described below. A summary 
of the processes to be parametrized from GARFIELD++ to initialize 
PARSIFAL is listed in Table 2.

3.1. Ionization

Gas-based detectors exploit ionization to detect the passage of par-

ticles: the interaction of the charged radiation with the gas atoms gen-

erates primary electrons which, if they carry enough energy, further 
ionize the atoms creating a cluster of secondary electrons. The num-

ber of primary electrons from ionization follows a Poissonian statistics 
[21], thus their generation can be simulated by extracting the inter-

cluster distances from a proper exponential function [22]. The latter 
process was studied using GARFIELD++ simulations and the number of 
secondary electrons in each cluster was tabulated up to 100 𝑒−/cluster.

GARFIELD++ simulations were performed: ten thousand muons with 
a momentum of 150 GeV/c were shot into 5 mm of the simulated gas 
mixture. The mean number of primary ionizations per centimeter was 
extracted and used as an input parameter in PARSIFAL along with the 
number of secondary ionizations for each cluster.

The distribution of the number of primary ionizations, resulting from 
the simulation procedure, is shown in Fig. 4 and can be fitted with a 
Poissonian function, as expected.

3.2. Drift of electrons

The electrons from the initial ionization in the drift gap and later 
the electrons from the avalanche multiplication follow the electric field 
lines from one electrode to the next one, crossing the different gas gaps. 
Several factors must be considered in the transport of electrons in a gas 
under the action of an electric field: the nature of the gas itself, the 
attachment coefficient, the transverse and longitudinal diffusion, the 
electric field strength, the electron drift velocity, the Townsend coeffi-

cient and the Penning transfer rate. Moreover, the possible presence of 
a magnetic field modifies the electron motion and must be taken into 
account in the simulation. Despite this large number of factors, the elec-

tron position after each gap can be parametrized to speed up the code, 
by knowing the mean displacement and the position spread as a func-

tion of the initial position of the electron: these can be extracted from 
GARFIELD++. In practice, the effect of the diffusion was evaluated on 
4

an imaginary plane placed in the gap region where the electric field 
Computer Physics Communications 295 (2024) 109000

Fig. 4. Distribution of the number of primary electrons from ionization in 5 mm 
of 𝐴𝑟 +10%𝑖𝐶4𝐻10 , simulated by PARSIFAL. The histogram is fitted with a Pois-

sonian function; the parameters are respectively the normalization constant (𝑝0) 
and the mean (𝑝1) of the Poisson distribution.

lines are still parallel, i.e. 150 μm away from the GEM foils, since by 
getting closer to the foil the presence of the holes begins to distort the 
field. For each gap, ten thousand electrons were simulated and trans-

ported through the gap by GARFIELD++ using previously generated 
electric field maps in the gas mixture. The distribution of the arrival po-

sitions on the imaginary plane with respect to the initial position was 
plotted to extract mean displacement and spread.

The treatment of the diffusion is the same in all the gaps, except for 
the drift gap. In the drift gap, electrons are generated from primary 
ionization along the entire track of the charged particle, hence at dif-

ferent distances from the cathode (see Fig. 5, left). Differently, in the 
transfer and induction gaps, all the electrons enter the gap from the 
previous GEM plane, so they all enter the gap at the same distance from 
the second electrode limiting it (see Fig. 5, right). Therefore, in the drift 
gap, the final position of the electron depends on its initial 𝑧, while 
in the other gaps all electrons have the same initial 𝑧 coordinate, so 
this dependence disappears. To take this into account in GARFIELD++ 
simulations, the individual electrons in the drift gap were generated 
uniformly in the 𝑧 direction along the whole gap and transported from 
the cathode up to the imaginary plane placed 150 μm before GEM 1. The 
drift gap was sliced in several intervals along 𝑧 axis; for each slice, the 
position distribution of the electrons at the end of the interval was con-

sidered and fitted, to evaluate the mean and sigma values. The trend of 
the mean vs distance (as well as the sigma vs distance) was fitted with 
a polynomial function and the parameters were plugged into PARSIFAL 
(see Fig. 6). For the simulation of the two identical transfer gaps, the 
electrons were generated isotropically on a plane placed 150 μm down-

stream of the GEM foil and transported up to the final plane, placed 
150 μm upstream of the next GEM (from GEM 1 to GEM 2 and from 
GEM 2 to GEM 3, see Fig. 5, right). The distribution on the final plane 
is shown in Fig. 7, left: it has been fitted with a Gaussian function and 
the mean and sigma values have been used as input parameters of PAR-

SIFAL.

An analogous simulation was performed for the induction gap: the 
electron motion from a plane 150 μm after GEM 3 to the anode was 
considered. The resulting distribution is shown in Fig. 7, right. 
Despite the ionization occurs along the whole track path, only electrons 
generated by ionization in the drift gap are considered. Further ioniza-

tions in the other gaps are a second order contribution to the signal, 
since they are multiplied only by one or two GEM stages, rather than 
three, thus they have been neglected for now.

Similarly to the spatial diffusion, the distributions of the drift time of 
the electrons were studied and inserted among the PARSIFAL input pa-

rameters.

All the simulations were run both with a magnetic field of 1 T and with-

out magnetic field. Figs. 6 and 7 are related to the case with magnetic 
field, as they both present a shift of the mean value of the distribution 

under the effect of the Lorentz force. In the case without the magnetic 
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Table 2

Summary of the physics processes in each simulation step, together with the parameters 
used to describe them in PARSIFAL (obtained from GARFIELD++ simulations) and with 
their dependence. E is the electric field, B is the magnetic field (not always present), 𝜎
and μ are the spread and shift in the distributions, HV means high voltage.

simulation step physics process → parameter depends on

Ionization (Section 3.1) number of primaries/cm gas

number of secodaries/primary gas

Drift of electrons (Section 3.2) transverse diffusion → 𝜎 position gas, E, B ≠ 0
transverse diffusion → 𝜎 time gas, E, B ≠ 0
longitudinal diffusion → μ time gas, E, B ≠ 0
Lorentz force → μ position E × B

GEM properties (Section 3.3) avalanche multiplication → effective gain HV

Fig. 5. (left) Sketch of the transverse diffusion in the drift gap: the electrons (green dotted line), produced by ionization due to the passage of a charged track (cyan 
arrow) along its whole path in the drift gap, drift toward GEM 1 and undergo diffusion (represented as a green Gaussian on the imaginary plane). The imaginary 
plane where this effect is evaluated is 150 μm before GEM 1. (right) Sketch of the transverse diffusion in the transfer or induction gaps: here all the electrons enter 
the gap from the holes of the GEM foil placed before the gap and drift up to the imaginary plane, placed again 150 μm before the electrode (i.e. from GEM 1 to 
GEM 2, from GEM 2 to GEM 3 or from GEM 3 to the anode). (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Fig. 6. Position of the electrons shift (left) and spread (right) vs initial position in the drift gap, from 𝑧 = 0, close to the cathode, to 𝑧 = 0.5 cm, close to GEM 1. The 
dependence on 𝑧 is due to the drift path from the different generation points of the ionization electrons. The simulations were run with a magnetic field of 1 T. The 
fit is performed with a first degree polynomial 𝑝0 + 𝑝1 ⋅ 𝑧 for the mean shift and a third degree polynomial 𝑝0 + 𝑝1 ⋅ 𝑧 + 𝑝2 ⋅ 𝑧

2 + 𝑝3 ⋅ 𝑧
3 for the 𝜎𝑠ℎ𝑖𝑓𝑡 .

Fig. 7. Displacement of electrons on the final plane with respect to the initial position on the starting plane, for the transfer gap (left) and induction gap (right). The 
distributions are Gaussian shaped and not centered in zero since a 1 T magnetic field is applied. The sigma values of the distributions account for the transverse 
5

diffusion effect.
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field, the transverse diffusion is still present, but all the distributions 
are centered around zero.

3.3. Detector effective gain

A single foil of GEM is fully characterized by its transparency and its 
gain.

In order to obtain the highest achievable gain, all the electrons should 
be collected into the GEM holes, where the multiplication occurs. Some 
of the electric field lines which should drive the electrons to the holes, 
however, fall on the top copper surface of the GEM, hence not all elec-

trons drifting to the GEM contribute to the avalanche. The collection 
efficiency 𝜖𝑐𝑜𝑙𝑙 is defined as the number of electrons entering the hole of 
a GEM, divided by the number of electrons arriving on the GEM plane. 
We can assume that almost all electrons entering the hole undergo mul-

tiplication, but not all of the electrons in the avalanche leave the GEM. 
Again, some of the electric field lines drive some electrons on the sur-

face of the GEM itself or on the sides of the hole. The extraction efficiency

𝜖𝑒𝑥𝑡𝑟 is defined as the number of electrons leaving the GEM divided by 
the number of electrons present in the avalanche. Both efficiencies de-

pend on the electrical settings, in particular, the collection efficiency 
depends mainly on the field of the gap before the GEM, while the ex-

traction efficiency depends mainly on the field of the gap after the GEM. 
The GEM transparency is defined as the product between the collection 
and extraction efficiencies.

The intrinsic gain of a GEM is the number of electrons generated in the 
avalanche per single electron entering the hole. Also an effective gain

can be defined, by multiplying the intrinsic gain by the transparency. 
The effective gain roughly gives the final number of electrons that can 
be expected after the multiplication stage, given the initial number of 
electrons before the GEM. The gain value has an exponential depen-

dence on the high voltage applied to the GEM [3].

To extract the input parameters for PARSIFAL pertaining GEM behavior, 
GARFIELD++ simulations were performed separately for each GEM. 
Ten thousand electrons have been simulated with GARFIELD++ in a re-

gion around the GEM, from a plane placed 150 μm before it to another 
placed 150 μm after, turning on the avalanche formation; transparencies 
and gain values have been extracted from these simulations. Variations 
in the gain of a single GEM are described by the Polya distribution [23]. 
The parameters extracted from GARFIELD++ were used to evaluate the 
effective gain of the full triple-GEM, which is not merely the product of 
the gains of the three GEMs. The effective gain was stored in a his-

togram (Fig. 8) and saved in a file: it is used as input to PARSIFAL, 
where the effective gain in the simulation is sampled from it. A warn-

ing must be given: GARFIELD++ underestimates the gain of a (single) 
GEM and the simulated value is a factor two lower than the real one. 
An explanation of this behavior is still missing and the MPGD commu-

nity is addressing it [24]. In PARSIFAL, this discrepancy was solved by 
a tuning factor, which will be described later.

4. PARSIFAL simulation and position reconstruction

PARSIFAL reproduces a triple-GEM detector output considering the 
five physics processes involved independently. The first three, i.e. ion-

ization, diffusion and multiplication are parametrized starting from 
GARFIELD++ simulation, as explained in Section 3; the last two, i.e.
induction and electronics, are described in this Section.

The ionization, diffusion and multiplication provide the spatial and tem-

poral distributions of the charge on the readout as follows:

• from ionization, the number of primary electrons is sampled and 
their positions are generated;

• from multiplication, the effective gain associated with each pri-

mary electron is sampled;

• from diffusion, the final position of each electron in the avalanche 
6

is sampled.
Computer Physics Communications 295 (2024) 109000

Fig. 8. Effective gain for a triple-GEM amplifying component. The peak cor-

responding to an effective gain equal to zero, due to collection inefficiency of 
GEM 1, is removed for a better reading of the histogram. The inset shows a 
zoom of the histogram in the region of gain <20: the red histogram shows also 
the peak for gain equal to zero, to highlight its contribution, about 3% of the 
entries (note that the 𝑦 axis is in logarithmic scale). As described in the text, the 
histogram is the result of the complete simulation of the gain, collection and 
extraction efficiencies for the three GEMs.

In order to obtain results comparable to the experimental data, a de-

scription of the response of the APV-25 ASIC is included in the code, 
but it can be replaced by other readout electronics if needed. Moreover, 
the reconstruction of the particle position has been implemented.

4.1. Induction

The signal in the triple-GEM detector is read from the strips on the 
anode plane, which are connected to the electronics. The motion of 
the electrons in the induction gap induces a time-dependent current on 
the strips, continuously from the moment they exit GEM 3 until their 
arrival on the anode. Once all the electrons have arrived on the anode, 
the signal is over. The instantaneous current 𝑖𝑖𝑛𝑑(𝑡) induced on the 𝑖𝑡ℎ-

strip is given by the Shockley-Ramo theorem [25,26] as:

𝑖𝑖𝑛𝑑 (𝑡) = e ⋅ 𝐯𝑑𝑟𝑖𝑓 𝑡(𝑡) ⋅𝐄𝑤(𝐱(𝑡)), (1)

where e is the electron charge, 𝐯𝑑𝑟𝑖𝑓 𝑡 is the drift velocity, 𝐄𝑤 is the 
weighting field and 𝐱(𝑡) is the electron position at the time 𝑡. The weight-

ing field is a computational artifice and corresponds to the electric field 
generated by the electrode under consideration, when kept at 1 V, with 
all the other electrodes set to 0 V. The analytical calculation of its 𝑧
component 𝐸1𝑧 (from [27]) is

𝐸1𝑧 = −𝑉1
1
2𝐷

[ sinh (𝜋 𝑥−𝑤∕2
𝐷

)

cosh (𝜋 𝑥−𝑤∕2
𝐷

) − cos ( 𝑧𝜋
𝐷
)
−

sinh (𝜋 𝑥+𝑤∕2
𝐷

)

cosh (𝜋 𝑥+𝑤∕2
𝐷

) − cos ( 𝑧𝜋
𝐷
)

]
, (2)

where 𝑉1 = 1 V, 𝑥 and 𝑧 are the coordinates of the point where the 
calculation is performed, on and orthogonal to the anode respectively, 
in a reference frame whose origin coincides with the strip position, 𝐷
is the induction gap thickness and 𝑤 is the strip width. This calcula-

tion, however, does not consider the non-active area between the strips 
(pitch ≡ active area) and it does consider only one strip plane3: correc-

tion factors are needed to account for both approximations. Moreover, 
in PARSIFAL the drift velocity of the electrons towards the anode is 
simply assumed to be constant and set to the value extracted from 
GARFIELD++ simulations. In addition, the weighting potential was 
used instead of the field and the calculation of the induced current from 
Equation (1) was replaced by the computation of the charge 𝑄𝑖𝑛𝑑 (𝑑𝑡) in-

duced in the infinitesimal time interval 𝑑𝑡 = 𝑡2 − 𝑡1 in which the electron 

3 The strips in the simulation are parallel to the 𝑦 direction, being the anode 

plane segmented along the 𝑥 axis.
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Fig. 9. Analytical calculations of the weighting potential, for a strip size of 130 μm (left) and 580 μm (right). The strip is centered in (0, 0) and an induction gap of 

2 mm is considered, the color scale unit is the volt.

moves from the point 𝐱(𝑡1) to 𝐱(𝑡2) with a difference in the weighting 
potential equal to Δ𝑉𝑤:

𝑄𝑖𝑛𝑑 (𝑑𝑡) = e ⋅Δ𝑉𝑤 ⋅ cos𝜙 ∼ e ⋅Δ𝑉𝑤, (3)

where Δ𝑉𝑤 = 𝑉 (𝐱(𝑡1)) − 𝑉 (𝐱(𝑡2)) is the gradient of weighting potential 
and 𝜙 is the angle between the weighting field and the drift velocity. 
The weighting potentials computed analytically for strip sizes of 130 μm 
and 580 μm (dimensions used in our setup) are shown in Fig. 9. Two 
simulations of the induction process were implemented: a full and a fast 
induction.

Full induction - PARSIFAL simulation computes the final position on 
the anode for each electron in the avalanche which enters the induc-

tion gap, by applying the diffusion in the gas and the Lorentz angle 
displacement. In order to build the electronic signal and its correct time 
development, the induced charge 𝑄𝑖𝑛𝑑 (𝑑𝑡) is computed for each time 
step 𝑑𝑡 = 1 ns, on all the strips around the final point of arrival of the 
electron. The contributions to the induced charge from all the electrons 
are summed up.

Fast induction - The electronic signal ends once all the electrons have 
been collected by the strips and there is no charge carrier moving in 
the induction gap anymore. During the movement of the electrons from 
the entrance point in the gap towards the anode, positive and negative 
currents can be induced on the strips, but once all the electrons have 
been collected, the total charge induced on one single strip corresponds 
to the total number of electrons actually falling on that strip. This is 
also clear from Equation (3) if we consider that at the point of entrance 
in the induction gap the 𝑉𝑤 = 0 while on the collecting electrode it is 
𝑉𝑤 = 1V, hence 𝑄𝑖𝑛𝑑 = 𝑒. For this reason, the fast induction was added 
to PARSIFAL, to obtain a reliable signal using a much faster method. 
Here, each electron entering the induction gap is extrapolated to a strip 
of arrival. This takes into account the electron starting position at the 
entrance of the induction gap, the magnetic field and the diffusion ef-

fect. Each electron contributes to the strip charge with one electronic 
charge, released at the time the electron arrives at the anode.

The full induction provides the charge induced on the 𝑖𝑡ℎ-strip, while the 
fast induction provides the charge collected on it. The proper agreement 
of the induced and collected charge values was verified, by simulating 
the induction of the same electron with both methods. The fast induc-

tion provides a huge improvement in computing time, as it is around 30
times faster than the full induction.

4.2. Double-view readout

The anode used to collect the experimental data has a double-view 
readout, so two planes of strips collect the induced charge. In PAR-
7

SIFAL, the total amount of electrons is split between the views: one 
Fig. 10. Charge collected on view 𝑥 w.r.t. total charge in a high voltage scan, 
on experimental data. The charge sharing (CS) results as 𝑄𝑦

𝑄𝑥

= 1.3.

electron is assumed to be collected only by one strip and for large 
numbers the charge sharing is granted. Several charge measurements, 
acquired at different gain values, have been used to evaluate the charge 
sharing between 𝑥 and 𝑦 strips from the experimental data. In Fig. 10, 
the charge on the 𝑥 view is plotted as a function of the total charge 
and a linear fit extracts the ratio between the charge collected by this 
view and the total charge. Based on the experimental data, the charge 
sharing results 𝑄𝑦

𝑄𝑥
= 1.3.

4.3. Electronics

Since the electronics plays a role in the measurement, a simplified 
simulation of the same ASIC used in the testbeam, the APV-25, was 
implemented in the code. Each APV-25 channel was simplified as a 
pre-amplifier and a shaper [18]. The pre-amplifier was modeled as a 
simple integrator, without the implementation of any electronic gain. 
It integrates the signal continuously, so our approximation provides the 
integration every 1 ns (see Fig. 11, (b)). The shaper is simplified as a 
CR-RC circuit, with shaping time 𝜏 = 50 ns. In order to compute the 
shaped integrated charge 𝑄𝑠ℎ𝑎𝑝𝑒𝑑 (𝑡) for each APV-25 time bin (27 time 
bins, each 25 ns long), the following shaping function is applied:

𝑄𝑠ℎ𝑎𝑝𝑒𝑑 (𝑡) =𝑄𝑝𝑟𝑒𝑎𝑚𝑝 (
𝑡− 𝑡0
𝜏

) exp (−
𝑡− 𝑡0
𝜏

), (4)

with 𝑄𝑝𝑟𝑒𝑎𝑚𝑝 as the integrated charge from the pre-amplifier, 𝑡 as time 
bin time, 𝑡0 as time of beginning of the signal. For each time bin 𝑡𝑖, the 
electronic signal 𝑄APV-25 is the sum of all the shaping functions coming 
from previous time bins, evaluated at the time 𝑡𝑖:

∑

𝑄APV-25(𝑡𝑖) =

𝑗≤𝑖

𝑄𝑠ℎ𝑎𝑝𝑒𝑑,𝑗 (𝑡𝑖). (5)
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Fig. 11. Simulation of the induction and electronics readout: induced charge on a strip (a), pre-amplifier output (b), shaper output (c).
For each strip and each time bin, a random noise is added, sampling a 
Gaussian function centered in zero and with a sigma evaluated from the 
data (see Fig. 11, (c)).

4.4. Reconstruction of data

The simulated signal resembles with good accuracy the real one: the 
rise time is about 120 ns in both cases. The hit charge, i.e. the charge 
measured on each strip, comes directly from the maximum value of 
the 𝑄APV-25 histogram (see Fig. 11, (c)), while the hit time comes from 
fitting the rising edge of the signal with a Fermi-Dirac function [17]. 
The simulated and experimental charge will be compared in Section 5, 
where the simulation is tuned to the experimental data and the code is 
finally validated.

Thanks to the good agreement of the simulated signal with the experi-

mental one, both can be reconstructed in the same way. A strip is fired 
if the measured charge is above a certain threshold 𝑄𝑡ℎ𝑟. When more ad-

jacent strips are fired, they can be grouped to form a cluster. The total 
cluster charge as well as the multiplicity of strips in one cluster, defined 
as cluster size, is two of the variables used to evaluate the goodness of 
the simulation when compared to real data (see Section 5).

The position can be reconstructed via two algorithms: the charge 
centroid (CC) and the micro-Time Projection Chamber (μTPC) mode. 
Hence, the other two important quantities to evaluate the simulation 
are the positions reconstructed via CC and via μTPC methods.

The CC method computes the cluster position 𝑥𝐶𝐶 as the average of the 
positions 𝑥𝑖 of the fired strips, weighted by the charge 𝑞𝑖 measured on 
each of them, as follows:

𝑥𝐶𝐶 =
∑cl.size

𝑖=0 𝑥𝑖 𝑞𝑖∑cl.size
𝑖=0 𝑞𝑖

. (6)

The μTPC method uses the drift gap as a time projection chamber of few 
millimeters. When considering the 𝑥 strips, the μTPC points lie on the 
𝑥𝑧 plane. Each μTPC point (𝑥𝑖, 𝑧𝑖) is described by two coordinates: 𝑥𝑖 is 
the position of each strip, the 𝑧𝑖 coordinate is obtained by multiplying 
the drift velocity, known from GARFIELD++ simulations, and the signal 
8

time measured on each strip, from the Fermi-Dirac fit. The pair (𝑥𝑖, 𝑧𝑖) is 
Fig. 12. Description of the μTPC method. The primary ionization positions are 
represented by the red stars, the electron drift by the orange lines and the charge 
collected on the strips by the orange bars. A linear fit is applied to the points 
and the slope 𝑎 and the constant 𝑏 are used in the 𝑥μ𝑇𝑃𝐶 method. The position 
is reconstructed in the middle of the drift gap, highlighted by the dashed line. 
In the depicted case there is no magnetic field.

the bi-dimensional position of each primary ionization in the drift gap. 
By fitting all these points with a line 𝑧 = 𝑎 ⋅ 𝑥 + 𝑏 (as shown in Fig. 12), 
the position 𝑥μTPC in the middle of the drift gap can be computed as:

𝑥μTPC =
𝑔𝑎𝑝∕2 − 𝑏

𝑎
, (7)

where 𝑔𝑎𝑝 is the drift gap thickness, 𝑎 is the slope and 𝑏 the intercept 
of the fitting line (see Fig. 12).

The same reconstruction algorithms are applied to the 𝑦 coordinate.

5. Tuning to experimental data

The first requirement for a detector simulation is to replicate the 
experimental results with a very good accuracy: this makes the valida-

tion of the code a necessity to ensure a reliable prediction. Since some 

approximations are used in the simulation, their impact is discussed 



Computer Physics Communications 295 (2024) 109000A. Amoroso, R. Baldini Ferroli, I. Balossino et al.

Fig. 13. Comparison between the simulated (blue triangles) and experimental (red squares) data for the four sentinel variables vs the incident angle: on top the cluster 
size (left) and charge (right), on bottom the spatial resolution for CC (left) and μTPC (right). The experimental data analysis can be found in [17,34]. No magnetic 

field is used in these measurements.

in Section 5.1, before the actual description of the tuning procedure is 
given in Section 5.2.

5.1. General comments on simulation

PARSIFAL, in its current layout, can fully simulate the passage of 
a single charged particle much faster than GARFIELD++. While the 
current implementation processes the events sequentially, the possible 
exploitation of the parallel computing, applied to the drift of electrons 
and the avalanche formation, could improve in future the CPU-time 
gain even further.

The reduction in computing time was achieved also thanks to the intro-

duction of some approximations:

• the origin of secondary electrons from ionization in the drift gap is 
the same, in position and time, as that of primary electrons;

• the signal is created only by electrons from ionization in the drift 
gap: in reality, about 2% of the signal is due to electrons created in 
the first transfer gap, which undergo only two multiplication stages 
[28]. For now, this contribution has been neglected;

• for full induction, the drift velocity is considered as constant 
(37 μm/ns, in drift gap);

• for full induction, the weighting field/potential is computed an-

alytically with only one strip plane, while an anode with two 
orthogonal strip planes is considered in this paper. To cope with 
this discrepancy, a multiplication factor to account for the charge 
sharing was introduced;

• for fast induction, the time of arrival of each electron on the strip 
is taken as the time associated with each charge deposition, while 
the induction of the signal is a continuous process throughout the 
entire drift in the induction gap.

5.2. Tuning procedure without magnetic field

In order to check and tune the results obtained by the simulation, the 
9

experimental data collected with the setup described in Section 2 were 
used and four sentinel variables were chosen as indicators of the good-

ness of the agreement: the cluster charge, the cluster size, the spatial 
resolution on the position reconstructed with CC and with μTPC meth-

ods. These four variables were used in [17] to characterize the chambers 
in the testbeam, so their choice here is natural. Charge and cluster size 
are related to the electrical settings and the gas mixture, so they charac-

terize well the triple-GEM detector behavior when changing the fields 
and high voltage. The spatial resolution with the CC and μTPC methods 
characterize the tracking performance. These are the macroscopic vari-

ables that can be measured experimentally and fully describe the GEM 
behavior, which is described microscopically in GARFIELD++ simula-

tions. The macroscopic variables can be compared to the results from 
PARSIFAL simulations which are based on GARFIELD++ microscopic 
description, to evaluate the reliability of the code.

A first version of the tuning is focused on two main elements: the gain 
value and the spatial diffusion. Other parameters are left un-tuned and 
their value is taken directly from the experimental data. The conver-

sion factor, to convert the ASIC ADC steps to fC, is fixed to the testbeam 
value, i.e. 30 ADC= 1 fC [29]; in the same way, the charge threshold 
was not tuned (𝑄𝑡ℎ𝑟 = 45 ADC). The noise level, estimated from random 
trigger runs to be about 15 ADC, was not tuned as well. A more detailed 
version of the tuning procedure is planned for the future to include the 
fine optimization of all these values.

Gain - The simulated gain needs to be corrected by a tuning factor for 
each GEM foil since it is based on GARFIELD++ output, which is un-

derestimated by a factor ranging from 1.5 to 2.5 with respect to the 
experimental gain. This is a known issue of GARFIELD++ [24,30–33].

Spatial diffusion - The simulated spatial diffusion needs to be tuned 
in order to achieve the matching of the resulting cluster size and μTPC 
reconstructed position resolutions. In fact the simulated cluster size is 
lower with respect to the experimental one and this generates also a 
mismatch in the μTPC reconstructed position resolution.

The tuning procedure consists in spanning over a set of combinations 
of detector gain and diffusion tuning values, among which the one 
which best matches the experimental data is selected. The simula-
tions are run for each combination, on a set of seven incident angles 
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Fig. 14. Comparison between the simulated (blue triangles) and experimental (red squares) data for the sentinel variables vs the incident angle, in magnetic field of 
1 T and considering the two views. The experimental data analysis can be found in [17,34].
[0, 5, 10, 15, 20, 30, 40] degrees and for each parameter 𝑝, the corre-

sponding 𝜒2
𝑝

is computed. It is defined as in Equation (8)

𝜒2
𝑝
=

𝑁angle∑
𝑖=0

(𝑝𝑠𝑖𝑚
𝑖

− 𝑝
𝑒𝑥𝑝

𝑖
)2

𝜎
𝑒𝑥𝑝
𝑝𝑖

. (8)

Only the error in the experimental data is considered since the statisti-

cal error in the simulation is negligible. The samples used for the tuning 
consist of ten thousand simulated particles for each setting resulting in 
a statistical error of about 1%, while the error in the experimental data 
was evaluated to be around 10% for the spatial resolution and 5% for 
cluster size and charge. The simulations for the tuning were run with 
the fast induction and without magnetic field.

To perform the minimization on the four sentinel variables simulta-

neously, a global 𝜒2 is computed as the sum of the 𝜒2
𝑝

on the single 
parameters:

𝜒2 = 𝜒2
𝑄
+ 𝜒2

𝑐𝑙.𝑠𝑖𝑧𝑒
+ 𝜒2

𝐶𝐶
+ 𝜒2

μ𝑇𝑃𝐶
. (9)

In order to select the best parameters, the reduced 𝜒2
𝑅
= 𝜒2∕𝜈 (with 𝜒2

from Equation (9) and 𝜈 the number of degrees of freedom) has been 
considered: its value must approach one. To determine the tuning fac-
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tor of the detector gain, the values from 1 to 30 were scanned, in steps 
of 0.1; for the tuning factor of the diffusion the values from 1 to 3 were 
scanned, in steps of 0.1. The best combination of parameters scored a 
reduced 𝜒2

𝑅
∼ 3, for a detector gain tuning factor of 14.1 and a diffusion 

tuning factor of 1.5.

The comparison between the simulated and experimental data, with the 
best tuning settings, is shown in Fig. 13. The agreement is remarkable 
for all the angles. The environmental conditions (temperature, pressure 
and humidity) for the points at 5 and 15 degrees differ slightly with 
respect to the other points and this could explain the not perfect agree-

ment in the plot of the μTPC resolution. The 5 degree angle falls in 
between the region where the μTPC method performs well (at higher 
angles) and where its performance is poor (at smaller angles), so the non 
optimal agreement in correspondence of this incident angle is mostly 
due to these effects. No magnetic field was used in these measurements, 
but it will be shown that the found tuning factors can be applied also 
to the case with magnetic field by obtaining an equally good agreement 
(see Section 5.3).

5.3. Validation of the tuning in magnetic field

The tuning parameters were obtained using a set of data collected 
without a magnetic field. To verify and validate the simulations, in or-
der not to bias the results, they were tested on a different set of data, 
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Table 3

Level of agreement 𝜎 from Equa-

tion (10) for each sentinel variable 
plotted in Fig. 14.

view variable 𝜎

X cluster size 0.17 𝜎

X cluster charge 1.08 𝜎

X CC resolution 0.67 𝜎

X μTPC resolution 1.36 𝜎

Y cluster size 1.00 𝜎

Y cluster charge 1.02 𝜎

collected during the same testbeam, with the magnetic field switched 
on. The matching between the experimental and simulated values for 
this data is shown in Fig. 14. Fig. 14 highlights that the tuning factor 
evaluated without magnetic field grants an optimal matching between 
experimental and simulated data also with magnetic field.

Table 3 shows the level of agreement for each of the tuned parameters 
plotted in Fig. 14, in terms of number of sigmas (𝜎), defined as the 
ratio

𝜎 = (𝑉𝑒𝑥𝑝 − 𝑉𝑠𝑖𝑚)∕𝜎𝑒𝑥𝑝, (10)

where 𝑉𝑒𝑥𝑝 and 𝜎𝑒𝑥𝑝 are the experimental value of a generic variable and 
its associated error and 𝑉𝑠𝑖𝑚 is its simulated value. A level of agreement 
around 1 𝜎 shows that PARSIFAL can properly simulate the behavior 
of a triple-GEM detector. The agreement in the μTPC reconstruction 
also shows the correctness of the time simulation, since this method 
relies heavily on the time measurements. There is room for further 
improvement, mainly by removing some approximations and refining 
some simulations, but this agreement further proves the potential of 
the simulation with PARSIFAL. Of course, this can and must be done 
by preserving the computing speed, which is the key factor of PARSI-

FAL implementation. Also, additional tuning factors may be required to 
adapt the simulation to the experimental data even better than 1 𝜎.

6. Conclusion

A parametrized simulation of a triple-GEM has been successfully 
implemented: PARSIFAL is able to simulate ionization, drift, gain and 
induction independently of the detector specific geometry. For this rea-

son, it can be applied also to other MPGDs with simple adjustments.

The quality of PARSIFAL results, shown by its validation against test-

beam data, proves that it is possible to use it to simulate the full 
avalanche development and the signal formation in a triple-GEM cham-

ber, in a small amount of time (less than two seconds). The level of 
agreement with the results obtained on real data is about 1 𝜎.

The parametrization begins with the detector description in

GARFIELD++. The simulated signal is extracted from the ionization, 
amplification, diffusion and induction; it reproduces the real signal 
shape thanks to the tuning factors that are taken into account to over-

come the limits of the introduced approximations. Among the tuning 
factors, the one for the gain is particularly interesting: a value of 14.1
for the detector gain, corresponding to a gain tuning factor of 2.4 on 
the single GEM, was found and the results are in agreement with other 
evaluations in the literature [24].

As stated, PARSIFAL can be extended to various configurations of ge-

ometry, high voltage settings and gas mixtures. Moreover, since some 
of the physics involved is shared among different technologies, the code 
can be extended to simulate other gaseous detectors. In fact, it can be 
adapted directly to other MPGDs, e.g. MicroMegas and μ-RWELL.

The code will be released to the MPGD community repository and on 
the GIT repository at the link: https://github .com /Hilldar /PARSIFAL, 
11

in the branch named triplegem.
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