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Abstract

The need for new technologies for High Energy Astrophysics

High Energy Astrophysics (HEA) studies are fundamental to understanding extreme stellar and
cosmological scale phenomena. The field of HEA was born in 1962, with Rossi and Giacconi’s
rocket experiment leading to the discovery of the first extraterrestrial X-ray sources. Over the last
seventy years, vast improvements have been made in technologies, techniques, and instruments
to study the X and gamma-ray sky. To mention a few examples, high-energy observations have
led to the discovery of the most powerful transient sources, such as Gamma-Ray Bursts (GRBs),
to the study of Active Galactic Nuclei (AGN) powered by the accretion onto super-massive black
holes, with emission mechanisms far more efficient than nuclear fusion, in addition to stellar-size
black holes and neutron stars.

However, outstanding questions are still open, in particular in the hard X–ray/soft gamma–ray
regime: for example, the origin of the e+/e− annihilation line coming from the galactic centre,
the nature of the engine that powers GRBs’ explosions, the geometry and explosion mechanisms
of supernova emission, the role of magnetic fields in magnetars, or in other transient HE sources.
The currently available instrumentation in this band lacks sufficient localisation capabilities,
spatial and energetic resolution, sensitivity, and the ability to perform polarimetric measurements.
Such limitations have thus hindered further advancements in the HEA field.

In this context, this thesis aims to explore and advance the technologies and methods that
will allow us to overcome such limits and prepare us for an optimal exploitation of upcoming
HE missions. We will focus specifically on the recent experimental progress we have made
in advancing the technological readiness of Laue lenses for astrophysics applications. Laue
lenses are innovative hard X/soft gamma-ray optics based on Bragg’s diffraction law, allowing
HE focusing instruments to operate beyond the current limit of ∼70 keV, based on multi-layer
grazing incident mirrors (as in the NuSTAR mission), up to ∼700 keV. The implementation of
soft gamma-ray focusing optics is expected to result in a significant increase in sensitivity, up to
three orders of magnitude higher than direct view instruments. This development is expected
to revolutionise soft gamma astrophysics in a similar way to how the grazing incident optics
technology in the sixties opened up unexplored territories in soft X-ray astronomy.

We will describe the design of a new space mission concept based on this type of optics: the
Advanced Surveyor for Transient Events and Nuclear Astrophysics (ASTENA), proposed to
ESA for the call "Voyage 2050". ASTENA will include two instruments: the Wide Field Monitor
(WFM), a wide field detector with both imaging and spectrometric capabilities, and the Narrow
Field Telescope (NFT), a soft gamma-ray telescope based on a Laue lens made of hundreds of
bent crystals of silicon and germanium. We concentrated our efforts on optimising the design
of those two instruments and characterising their properties to meet a number of scientific
requirements. In this work, we specifically focused on estimating the polarimetric capabilities
of both NFT and WFM to understand how those instruments can play a new competitive role
in high-energy polarimetry. This field has recently been revitalised with the Imaging X-ray
Polarimetry Explorer (IXPE) launch in 2021. With ASTENA, we expect to reach unprecedented
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continuum and line emission sensitivities, enabling highly sensitive polarisation measurements
of soft gamma-ray sources.

Finally, technological advancements should always be accompanied by new methodological
advancements. We focused on a long-standing challenge in the GRB field: finding a robust and
reliable way to simulate light curves (LCs) of GRB events. GRBs are among the most fascinating
sources observed in the high-energy sky, and mock GRB LCs can be used to exploit future HE
missions optimally and characterise current GRB observations. However, simulating their light
curves remains challenging since physical models based on the internal shock paradigm fail to
reproduce the diversity of the observed LCs’ morphologies. On the other hand, by constructing
LC templates from other instruments/missions, one faces the challenge of properly decoupling
the real signal from the noise. This work investigates a new approach to simulate GRB LCs
based on stochastic models combined with modern machine learning techniques.

This thesis work aims to develop innovative technologies to advance our instrumentation
for high-energy astrophysics from different, interconnected points of view. These technologies
will overcome the limitations of grazing incident optics, which become ineffective at energies
exceeding the hard X-ray band. At the same time, we start exploring new artificial intelligence-
based techniques, which inevitably will play a key role in the analysis of upcoming HE missions,
particularly in the ever-expanding field of GRBs.

Thesis organization

In the first chapter, we will briefly discuss the state of the art of the observations and the main
open questions in HE astrophysics, specifically in the hard X–ray/soft gamma–ray band. We
will review the main figures of merit for the characterisation of X/gamma–ray instruments, and
we will also give a non-exhaustive overview of some of the most important active or expected
space missions in this energy band. We will close the first chapter by describing the technology
of Laue lenses and how we plan to implement these optics in the ASTENA concept mission.

The second chapter will describe our recent progress in advancing the technological readiness
of Laue lenses. In particular, we will describe the results of the TRILL (Technological Readiness
Increase for Laue Lenses) project, which allowed us to develop a technique to bond bent crystal
tiles of silicon and germanium on a glass-like substrate through the use of a UV-curable adhesive
paste. We will discuss the level of positional accuracy of the tiles we could reach and the results
achieved on the point response function (PSF) of the diffracted beam on the focal plane. Even
though we are still far from the ambitious requirement of 30′′, this is currently one of the best
result obtained in the energy range 70–150 keV. We will also discuss how to overcome these
limitations with different approaches.

The third chapter will be devoted to a characterisation study of the ASTENA mission itself
from the point of view of its polarimetric capabilities, also addressing the innovative science
cases that such capabilities will allow one to tackle. In particular, we will describe a Monte
Carlo-based model of the instruments onboard ASTENA to assess their capabilities as Compton
scattering polarimeters and use this model to investigate some realistic scientific cases.

Finally, in the last chapter, we will describe the development of a new methodology to
simulate the light curve of gamma-ray bursts based on a stochastic pulse avalanche model,
whose parameters are optimised by implementing a machine-learning algorithm. With this new
technique, we aim to simulate realistic, ex-novo GRB light curves in a way that is currently
impossible with any existing methods in the literature. Such mock LCs will be an effective tool
to make realistic, minimally biased forecasts of observations with upcoming and future GRB
missions.
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Chapter 1

Introduction: open questions and

technological prospects in high energy

astrophysics

1.1 Open question in hard X-/soft gamma-ray astronomy

The hard X and soft gamma-ray energy band (70 keV – 10 MeV) is crucial to investigate
the physical nature of the most extreme phenomena in the universe (supernovae explosions,
gamma-ray bursts, and so on), to study extreme gravity regimes (Active Galactic Nuclei galaxies’
emission, X-ray emission from degenerate stars in binary systems, and more), and even to test
fundamental physics, such as the Lorentz invariance and the constancy of the speed of light.
However, the technological limitations of our current instruments limit the statistical quality
measurements in this energy band and deter us from exploiting the hard X/soft gamma-ray sky
to its full extent.

In this section, I will describe some of the most interesting open questions in the field and
why we need a new generation of instruments to obtain meaningful answers. An extensive
review of the main open questions in the field of soft gamma-ray astrophysics can be found in
ASTENA’s white papers [Frontera et al., 2021, Guidorzi et al., 2021].

1.1.1 Type Ia and core-collapse supernovae physics

Supernovae (SNe) explosions represent the final act of the life of different types of massive stars.
Here we consider two main classes: (i) Ia SNe, due to the thermonuclear runaway blast of white
dwarfs near the Chandrasekhar limit or by merging of white dwarfs; (ii) core-collapse (cc) SNe,
which marks the end of the lifetime of massive stars: the collapse of core triggers an outgoing
shock which disrupts the entire star. The mechanisms underlying Ia and cc-SNe explosions
are not fully constrained. For both classes, many questions still hold, ranging from the type of
explosion mechanism to the presence of asymmetries and clumpiness and the nuclear yields
beyond iron.

Ia SNe, especially, plays a key role in cosmology since they are one of the most well-calibrated
standard candles thanks to the Phillips empirical relation [Phillips, 1993], which relates the peak
luminosity of the SN emission to its total duration. Cosmological distance measurements would
greatly benefit from a robust, theoretical formulation of the Phillips relation, which requires a
better understanding of Ia SNe explosion mechanisms.

The light curve of Ia SNe is powered by the decay 56Ni→ 56Co, with a half-life of 6.1 days,
and by the 56Co→ 56Fe decay, with half-life of 77.7 days [Churazov et al., 2014, Diehl, 2015].
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.

Figure 1.1: Expected gamma-ray spectrum of an Ia-SN after 20.1 and 34.9 days from the explosion
for two different detonation mechanisms: delayed detonation (red) and violent merger (dashed, black).
Adapted from Summa et al. [2013]

The most prominent decay lines are the 158 keV and 812 keV lines from the 56Ni decay and
the 847 keV and 1.24 MeV lines from the 56Co decay. The intensity and spatial distribution
inside the remnant of the corresponding radioactive nuclei are crucial to determine the amount of
nickel and cobalt synthesised during the explosion and the presence of explosion asymmetries.
Different explosion models predict different amounts of synthesised nickel and emission line
intensities (Fig. 1.1).

For core-collapse SNe, instead, the main diagnostic lines come from the 44Ti through the
decay chain 44Ti→ 44Sc→ 44Ca (half-life: 58.9 ± 0.3 yrs, Ahmad et al. 2006). The main lines
emitted through this decay are at 4.1, 67.9, 78.4, 511, and 1.157 keV. Due to the chain’s long
decay time, they turn visible when the ejecta becomes optically thin, so they are a crucial probe
of the innermost regions of the SN and the explosion mechanism.

For Ia and cc-SNe, current instruments cannot accurately measure those line emissions to
discriminate among the different explosion models. For example, with INTEGRAL, Diehl et al.
[2014] measured a line intensity for the 158 keV emission line from SN2014J of (1.1 ± 0.4) × 10−4

photons cm−2 s−1, which corresponds to a detection level of 2.5Ã in 150 ks. An increase in instru-
ment sensitivity is thus necessary to lower the minimum amount of detectable synthesised nickel,
to obtain measurements from fainter and farther supernovae, and to constrain asymmetries and
clumpiness.

1.1.2 Prompt and afterglow emission of GRBs

Besides supernovae, gamma-ray bursts (GRBs) are among the most studied high-energy tran-
sients. GRBs show a short-lived gamma-ray prompt emission (∼ms − 10 min duration), followed
by a long-lived, multi-wavelength afterglow emission, which typically lasts several weeks up
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Figure 1.2: Polarisation level vs intrinsic peak energy Ep as predicted by three emission models, as
presented in McConnell [2017]

to months after the prompt. GRBs are grouped into two categories depending on their prompt
duration: short GRBs, with durations <2 s, and long GRBs, with duration from a couple of sec-
onds up to a tenth of a minute. Most recently, due to the discovery of at least two types of GRBs’
progenitors, GRBs started to be classified as either Type I (or, equivalently, binary mergers) if
their progenitor is a binary compact object merger or Type II (or equivalently, collapsar) if they
are due to the collapse of some special kind of massive stars [Zhang, 2006]. In either case, GRB
prompt and afterglow emission show some key features: the light curves of the prompt emission
show an extreme degree of variability. In contrast, the emission spectrum is strongly non-thermal
and has a typical shape known "Band function" [Band et al., 1993]. Radiation is thought to
be emitted along two collimated jets, whose opening angle is not well constrained yet [Salafia
and Ghirlanda, 2022], but is estimated in the range of a few degrees typically. The afterglow
emission, instead, is mainly synchrotron generated by the interstellar medium electrons, which
are shock-accelerated by the GRB relativistic ejecta as they sweep the medium up. The afterglow
spans several decades of energies, from radio up to TeV emission. [Kumar and Zhang, 2015].

GRBs have widely been studied since the ’70s when the Vela satellites discovered them by
accident [Klebesadel et al., 1973]. They have been observed in the following years by many
high energy missions, including the Compton Gamma-Ray Observatory [Kniffen, 1989], Swift
[Gehrels et al., 2004], AGILE [Tavani, M. et al., 2009], Fermi [Atwood et al., 2009, Meegan
et al., 2009], INTEGRAL [Winkler et al., 2002, 2003] and more. With the BeppoSAX satellite
[Frontera, 2019], which discovered GRB afterglows, their long-suspected cosmological distance
was finally established. However, many key questions regarding the prompt emission mechanism,
the role of magnetic fields, the high-energy spectra, the mechanism that powers the afterglow
emission, and the kind of progenitors of those events remain unanswered.

From the point of view of the prompt emission, the mechanism responsible for its generation
is still not well constrained, as current models can hardly account for the whole variety of
temporal and spectral properties within a self-consistent picture. More so, the effect of the
magnetic field and its configuration is yet to be understood [Granot et al., 2015]. Measurements
of the prompt gamma-ray polarisation hold a unique potential in this respect [Lazzati, 2010].

Recently, the ground-breaking measurements performed by the IXPE [Soffitta et al., 2021]
team, which were able to constrain the polarisation level of both prompt and afterglow emission
[Negro et al., 2023] of the brightest GRB yet observed, 221009A1, significantly boosted the

1The direction of this GRB was low on the Galactic plane: several complex dust scattering halos was observed
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interest in high-energy polarisation measurements. Before IXPE, polarisation measurements
were obtained by the POLAR mission [Produit et al., 2018], which measured the time-resolved
prompt polarisation of 14 GRBs, finding results compatible with a low polarisation level [Kole
et al., 2020], and by AstroSat [Chattopadhyay et al., 2019], which found a high polarisation
level on the prompt emission of 5 GRBs, at variance with POLAR results. Instruments with
a high effective area and polarimetric capabilities are now required to increase the sample of
time-average and time-resolved gamma-ray polarimetric measurements of prompt emission.

Afterglow emission studies would also greatly benefit from new spectroscopic and polarimet-
ric measurements. Discovered by BeppoSAX in the X-ray band [Costa et al., 1997], afterglows
were then extensively observed and studied in different energy bands with various instruments.
With the advent of Swift [Gehrels et al., 2004], the number of early-time, soft X-ray (<10 keV)
afterglows ramped up (e.g. Margutti et al. 2013), while the Large Area Telescope (LAT) on
board Fermi detected a few hundreds of afterglows in the energy range 100 MeV - 100 GeV
[Ajello et al., 2019]. However, GRB afterglows are still poorly constrained in hard X and soft
gamma rays. Hard X-ray afterglows were detected by BeppoSAX/PDS [Maiorano et al., 2005],
NuSTAR [Kouveliotou et al., 2013], and INTEGRAL [Martin-Carrillo et al., 2014] up to 60 keV.

With new instruments operating in the hard X-ray/soft gamma-ray energy range, we can start
to cover the gap between X-rays and very high-energy measurements.

1.1.3 Electromagnetic counterparts of gravitational wave events

The joint detection of GW170817 by the LIGO-Virgo collaboration and of the short GRB
170817A ushered in the era of multi-messenger astronomy [Abbott et al., 2017]. The data
obtained from the coincident GW and GRB detection, along with the multi-wavelength obser-
vation campaign for the GRB170817A afterglow and its associated kilonova in the host galaxy
NGC 4993 at 40 Mpc, brought a new understanding of the GRB jet structure, the kinematics
of the explosion, and of the amount of heavy elements produced. Localising the GRB as the
counterpart of a GW transient is also crucial to assess the latter’s genuine nature and reduce the
localisation error of the event. This will help identify the event’s host galaxy and consequently
determine its distance. In addition, data from GW and GRB events can be combined to obtain
independent estimations of the Hubble constant [Guidorzi et al., 2017] and investigate fundamen-
tal physics, such as the Lorentz invariance violation foreseen in some theories [Amelino-Camelia
et al., 1998]. In the 2030s, the next generation of GW detectors, such as KAGRA [Abe et al.,
2022], the Einstein Telescope [Hild et al., 2008], the Cosmic Explorer [Reitze et al., 2019], the
Laser Interferometer Space Antenna (LISA) [Danzmann and the LISA study team, 1996], and
more will start operations, thus significantly increasing the number of detection of GW events
detected per year. To make the most of the GW triggers, a new generation of full sky monitors
that can deliver fast and accurate detections of the associated GRBs is a must for benefiting from
the clues that only a multi-messenger picture can finally provide.

1.1.4 The positron annihilation line from the Galactic Centre

The diffused 511 keV e+/e- annihilation line emission in the Galactic Centre (GC) was first
detected in the ’70s [Johnson et al., 1972, Leventhal et al., 1978, 1980] through balloon flights. In
the ’80s, the emission was then detected consistently by the Solar Maximum Mission (SMM) and
the OSSE experiment aboard CGRO, which both found a flux level of ∼ 10−3 photons cm−2 s−1

[Purcell et al., 1993, Share et al., 1990], then a first mapping of the emission was obtained
with CGRO, WIND and SMM data [Purcell et al., 1997], which showed that the emission was

[Tiengo et al., 2023], which enabled inference on the GRB prompt emission polarisation properties.

6



CHAPTER 1. INTRODUCTION: OPEN QUESTIONS AND TECHNOLOGICAL
PROSPECTS IN HIGH ENERGY ASTROPHYSICS

Figure 1.3: Sky map of the 511 keV positron annihilation line found with INTEGRAL/SPI by Weidens-
pointner et al. [2008] (left) and by Bouchet et al. [2009] (right).

dominated by a central bulge, with an enhancement at positive latitudes. INTEGRAL/SPI has
been detecting the emission from the GC for more than ten years. The most up-to-date maps
show that the emission presents a central, highly symmetric bulge and strongly asymmetric disc
emission, with an enhancement at positive latitudes (Weidenspointner et al. 2008; Fig. 1.3). At
the time of writing, the asymmetry is not confirmed yet since this claim contrasts with other
results [Bouchet et al., 2009].

The total estimated flux for the whole Milky Way is (2.7 ± 0.3) × 103 photons cm−2 s−1,
which translates to an annihilation rate of (3.7 ± 1.2) × 1043 e+ s−1 (assuming a positronium
fraction of 1.0) [Siegert et al., 2016]. A flux of this level requires a stable source of positrons,
and the debate on its nature is open.

Low-mass X-ray binaries (LMXBs) surrounding the GC are the most promising candidates
among discrete sources. LMXBs may be responsible for the emission due to pair annihilation
happening in their jets and by photon-photon interaction in the accretion discs of the binaries
[Celotti and Blandford, 2001]. The soft X-ray telescope Chandra detected thousands of sources
within 17 × 17 arcmin of Sgr A∗, which, combined with the effects of Sgr A∗ itself, may add to
the emission and support the discrete source hypothesis [Alexis et al., 2014, Hailey et al., 2018,
Prantzos et al., 2011]. Other possible discrete sources for the emission are dense clusters of
stars, such as flaring M- to G- type stars, or globular clusters, which can account for the 511
keV emission [Bisnovatyi-Kogan and Pozanenko, 2017], or the decay from radioactive ejecta
in supernovae. The hypothesis that the emission is not an unresolved emission by many point
sources but a truly diffuse emission has also been advanced, with some studies suggesting that it
could be due to the decay of dark matter particles in Standard Model particles [Bœhm, 2009,
Boehm et al., 2004, Finkbeiner and Weiner, 2007]. An updated, in-depth review of the positron
emission from the galactic centre can be found in Siegert [2023].

At the time of writing, INTEGRAL/SPI can reach an angular resolution of 2.7 deg [Vedrenne
et al., 2003], which is neither enough to understand if the 511 keV emission in the GC is diffuse
or not, nor to discriminate among the different kind of possible point-like sources. A new
generation of soft gamma-ray instruments is needed to unveil this mystery.

1.1.5 Emission from Active Galactic Nuclei

Active Galactic Nuclei (AGN) galaxies are a class of galaxies whose central regions emit strong,
non-stellar radiation spanning different decades of energies, from radio to gamma rays. This
strong electromagnetic emission results from the accretion of matter on the super-massive black
holes inhabiting the centre of those galaxies [Lynden-Bell, 1969]. High energy data can be used
to probe the accretion disc’s inner region.

In the case of radio-quiet AGNs, the consensus is that the hard X-ray emission is due to the
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Inverse Compton of lower energy (UV/soft X-rays) photons in the accretion disc. Most of this
emission is above 100 keV, where the sensitivity of our instrumentation is currently very limited.
Measurements were performed with BeppoSAX [Perola et al., 2002], INTEGRAL [Molina et al.,
2006], and, in softer bands, by different X-ray telescopes, such as Swift [Parisi, P. et al., 2009],
NuSTAR [Harrison et al., 2016], Chandra [Liu et al., 2017], and more. Those data suggest that
the cut-off energy for AGNs high energy spectra can be found around 100 keV, with a lower
limit below 300 keV [Bassan, 2013].

In the case of radio-loud AGNs, so-called Blazars, we can see that their spectra show two
main humps: the first from millimetre microwaves to soft X-rays, while the second from hard
X-rays up to high-energy gamma-rays. The two humps are explained as synchrotron emission
and Inverse Compton of the same emission, so we expect to see a "dip" in the spectra in the
energy range between the two regions, i.e. between 100 keV and 1 MeV.

This means that exploring the hard X-ray band is necessary to characterise the properties of
those systems properly.

1.1.6 Low luminosity GRBs and other classes of transients

Besides GRBs and SNe, there is a great variety of different classes of transients, some of which
are very recent discoveries.

Low luminosity GRBs (ll-GRBs) are one of those classes. Ll-GRBs are characterised by a
peak luminosity of 1047 − 1048 erg/s, in contrast with typical luminosities of 1050 − 1051 erg/s.
Most of them have been associated with Ic SNe, with some exceptions [Fynbo et al., 2006],
which indicates that the study of this GRB class could help us understand the link between
gamma-ray bursts and regular supernovae. Due to the low luminosity, all the observed ll-GRBs
are at low redshift. However, studies infer that their volumetric rates can be larger than the ones
of regular long GRBs [Liang et al., 2007, Virgili et al., 2009].

Another interesting class of astrophysical objects are the Fast Blue Optical Transients (FBOT),
whose spectra show a prominent emission in the blue, and their peak luminosity can be as high
as Ibc SNe luminosity (> 1043 erg/s). Their light curves show a very fast evolution, incompatible
with the nickel decay chain thought to power regular SNe [Pursiainen et al., 2018]. Their
progenitors and possible emission at different energy bands are still vastly unknown, and newer
and more accurate data in hard X and gamma-rays are necessary to understand their nature and
the possible link with other transients. Fast Radio Bursts (FRBs) are also another very interesting
class of transients. They are bursts of radio waves with a typical duration of a few ms, which are
isotropically distributed in the sky. At the time of writing, almost one thousand FRB sources have
been detected, whereas, as of March 2024, the redshift was measured for 51 of them [Bhandari
et al., 2020, 2022, Chatterjee et al., 2017, CHIME/FRB Collaboration et al., 2021a, Nicastro
et al., 2021, Petroff et al., 2022, Ravi et al., 2019].

At the time of writing, only for the FRB-like event FRB 200428, detected by the Cana-
dian Hydrogen Intensity Mapping Experiment (CHIME; CHIME/FRB Collaboration et al.
2021b), it was possible to localise a hard X-ray counterpart coming from the Galactic magnetar
SGR J1935+2154 [Li et al., 2021, Mereghetti et al., 2020, Ridnaia et al., 2021, Tavani et al.,
2020].

Lastly, there are a number of unknown high-energy transients encompassing a broad range of
physical properties, which were discovered in recent years and whose nature is unknown. They
do not seem to have homogeneous properties: their luminosity varies in the range 1040 − 1046

erg/s, while their durations vary from some seconds to hours. A new broadband, wide field
survey can help us detect and promptly localise more of them to help understand their nature and
origin.
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1.2 Performances of High Energy Telescopes

Due to the interaction between X/gamma-ray radiation and the Earth’s atmosphere, astronomical
high-energy photons can be observed only from space. This imposes heavy constraints on the
weight and geometry of high-energy telescopes, demanding significant time and resources for
their construction and operation. More so, our ability to concentrate high-energy radiation is very
limited. At the time of writing, the only instrument able to focus X-rays up to 70 keV is NuSTAR,
thanks to its multilayer mirrors [Harrison and NuSTAR Team, 2013]. Above this limit, high
energy missions resort on direct-view instruments, with limited source localisation capabilities
obtained using collimators and coded masks. This limits X-/soft gamma-ray telescopes’ imaging,
spectroscopic and polarimetric performances. In this section, we will describe the main figures
of merit used to describe telescopes’ performances, and we will highlight why focusing is a
crucial feature to achieve new technological advancements.

1.2.1 Telescope sensitivity to continuum

The sensitivity Smin(E) of a telescope, in the case of continuous emission, is defined as the
minimum source flux such that the signal can be detected above a fixed Signal to Noise (S2N)
threshold in an observation time Tobs.

The total number N of photons collected by a detector pointing at a source can be written as:

N = NS + NB (1.1)

where NS is the number of photons coming from the source and NB are the photons from the
background. For a direct view telescope, those can be written as:

NS = ¸(E)S (E)ADTobs∆E (1.2)

NB = B(E)ADTobs∆E (1.3)

Where ¸(E) is the detector’s sensitivity as a function of the photons’ energy E, S(E) is the
source’s flux, measured in photons s−1 cm−2 keV−1, B(E) is the background’s counts, measured
in counts s−1 cm−2 keV−1, AD is the detector’s collection area, and ∆E is the energy band of the
observation.

We can write NS as:
NS = N − NB = (NS + NB) − NB (1.4)

Assuming Poisson statistics and that the fluxes from the source and background are uncorrelated,
the standard deviation on the source photon count can be written as:

ÃNS
=

√

Ã2
N
+ Ã2

NB
=

√

Ã2
NS
+ 2Ã2

NB
=
√

NS + 2NB (1.5)

In a background-dominated regime, which is a reasonable assumption while evaluating the
minimum detectable significative flux, the standard deviation is reduced to ÃNS

∼
√

2NB. Then,
the S2N ratio n can be written as:

n =
NS

ÃNS

=
¸(E)S (E)ADTobs∆E
√

2B(E)ADTobs∆E
(1.6)

At this point, we can invert the relation and define the minimum source flux, S min(E), which
allows us to measure a signal with a S2N equal to n.

S min(E) =
n

¸(E)

√

2B(E)
AdTobs∆E

(1.7)
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It is worth noticing that, for a direct view telescope, the sensitivity scales as the inverse square
root of the detector’s area and observation time, which means that, to increase the sensitivity
of the instrument by a factor of 10, either the detection area or the observation time must be
increased by a factor 100. This is not always easily doable in the contest of a space mission,
in which we must take into account constraints both on the observation time and on the total
volume and mass of the instruments. However, the situation changes in the case of instruments
based on focusing optics. In this case, NS and NB are given by:

NS = ¸(E)S (E) f (E)Ae f f (E)Tobs∆E (1.8)

NB = B(E)A f (E)Tobs∆E (1.9)

Where f(E) is the fraction of PSF in which the data are collected, Ae f f is the effective area of the
optics, and A f (E) is the area below the PSF fraction in which the background is collected. In this
case, the sensitivity then becomes:

S (E) =
n

¸(E) f (E)Ae f f (E)

√

2B(E)A f (E)

Tobs∆E
(1.10)

Now, the sensitivity scales with the inverse of the effective area of the telescope’s optics, and
only the background collected inside the collection area accounts for the background of the
measurement. In this way, the sensitivity of a focusing telescope can be from 1 to 3 orders of
magnitude greater w.r.t. the sensitivity of a direct-view telescope working in the same energy
band, with the same observation time.

1.2.2 Telescope sensitivity to line emission

Emission lines are very important observational targets, and they usually appear superimposed
on a continuum emission spectrum. Sensitivity to emission lines for an instrument can be
determined by comparing the total flux from the lines with the flux of the continuum and
background emission. In most cases, we can describe the spectrum G(E) of an emission line as a
Gaussian distribution with total line intensity IL, peak energy EL and standard deviation ÃE:

G(E) =
IL√

2ÃÃE

exp
[

− 1
2

(

E − EL

ÃE

)2]

(1.11)

The FWHM of the line can be expressed as ∆E = 2.35ÃE. For a Gaussian-shaped line, we can
see that the following relation holds:

∫ EL+∆E/2

EL−∆E/2
G(E)dE = 0.76IL (1.12)

This is often used in real cases to evaluate the total intensity of the emission line from the area
below the FWHM. At this point, for a direct viewing telescope, we can write the signal counts
NS as:

NS = 0.76IL¸(E)ADTobs (1.13)

and noise N as:
N =

√

IC(EL)¸(E)ADTobs∆E + 2B(EL)ADTobs∆E (1.14)

where IC(EL) is the flux of the continuum emission under the line. At this point, the S2N ratio
becomes:

S 2N =
0.76IL¸(E)ADTobs

√

IC(EL)¸(E)ADTobs∆E + 2B(EL)ADTobs∆E
(1.15)
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We assume again that the intensity of the line is negligible with respect to the background so that
we can obtain the line sensitivity as:

S L(E) = 1.31
n

¸(E)

√

(IC(EL)¸(E) + 2B(EL))∆E

ADTobs

(1.16)

Again, the sensitivity scales with the root of the detection area and the observation time. Further-
more, we can see that the continuum flux contributes to worsening the sensitivity and makes line
detection harder.

For a focusing telescope, we can modify the expression of signal and noise as follows:

NS = 0.76IL¸(E) f (E)Ae f f Tobs (1.17)

N = IC(EL)∆E¸(E) f (E)Ae f f Tobs + 2B(EL)A f (E)∆ETobs (1.18)

such that the sensitivity becomes:

S L(E) = 1.31
n

¸(E)
1

Ae f f

√

√
(

¸(E)C(EL)Ae f f + 2B(EL)A f (E)

)

∆E

f (E)Tobs

(1.19)

Again, we can see that the sensitivity scales with the inverse of the effective area. At the same
time, less background is collected, thus greatly increasing the spectroscopic sensitivity w.r.t. a
direct-view instrument.

1.2.3 Minimum detectable polarisation

X/gamma-ray polarisation is a critical yet very hard-to-measure feature of high-energy radiation.
Polarisation measurements are based on the fact that the cross-section of the main interactions
of X-rays with matter, i.e., photoelectric absorption, Compton/Rayleigh scattering, diffraction,
and pair production, depends on polarisation. In all these cases, polarisation measurements are
performed by dividing the detection plane in angular bins, and then exploiting the fact that the
signal collected can be described by a function of the type [Chattopadhyay, 2021]:

S = S 0(1 + a0 cos[2(ϕ − ϕ0)]) (1.20)

This is called modulation curve and, in the most general case, ϕ is the azimuthal angle with
respect to a reference axis, S 0 is the mean number of events per bin, a0 is proportional to the
degree of polarisation and ϕ0 is proportional to the polarisation angle. Estimating the minimum
level of polarisation detectable by an instrument is crucial to qualify a polarimeter. Taking into
account the presence of Poisson noise, the probability of measuring a polarisation level a and a
polarisation angle ϕ, even though the real polar level and angle of the signal are a0 and ϕ0, can
be written as [Weisskopf et al., 2010]:

P(a, ϕ) =
Na

4Ã
exp
[

− N

4

(

a2 + a2
0 − 2aa0 cos(ϕ − ϕ0)

)

]

(1.21)

where N = nS 0, and n is the number of angular bins used to reconstruct the modulation curve.
Notice that, even in the case of unpolarised radiation (a0 = 0), the probability of measuring
an amplitude a is still finite. It is possible to integrate analytically and invert this equation to
determine the value of the amplitude that has a 1% probability of being detected due to random
fluctuations while observing an unpolarised source. This amplitude a1% can be obtained from:

N

2

∫ +∞

a1%

a exp
[

−
Na2

4

]

da = 0.01 (1.22)
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from which we obtain:

a1% =
4.29
√

N
(1.23)

Now we must take into account that there may be a contribution from the background to the
detected signal. We define RS and RB as the signal and background count rates, and aS as the
polarisation amplitude of the source, such that:

a1% = aS

RS

RS + RB

(1.24)

This means that we can invert and obtain the following:

aS = a1%
RS + RB

RS

(1.25)

Finally, we define the modulation factor M, which is the amplitude of modulation for a 100%
polarised beam in the absence of background, and we can define the Minimum Detectable
polarisation as:

MDP =
aS

M
=

4.29
QRS

√

RS + RB

Tobs

(1.26)

where we have rewritten N as N = (RS + RB)Tobs, in which Tobs is the observation time of the
measurement. In the case of a direct-view instrument, we can rewrite the MPD as follows:

MDP =
aS

M
=

4.29
MS

√

S + B

ADTobs

(1.27)

where, as before, S and B are the source and background fluxes, and AD is the detector area. For
a focusing telescopes, instead, the MDP becomes:

MDP =
aS

M
=

4.29
MS f (E)Ae f f

√

S f (E)Ae f f + BA f (E)

Tobs

(1.28)

The MDP is an indication of the minimum level of polarisation that an instrument can detect with
good statistical significance and is the main figure of merit in the characterisation of a polarime-
ter. Due to the need to reconstruct the shape of the modulation curve with enough accuracy,
polarimetry is one of the most "photon-hungry" types of measurements; thus, concentrating the
radiation and collecting as little background as possible is crucial to measure polarisation.
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Figure 1.4: Artistic rendition of the INTEGRAL spacecraft in-flight. Credits: ESA/D. Ducros

1.3 Missions for High Energy Astrophysics

It is clear that, with so much left unexplored in the field of high-energy astrophysics, and with so
many more possibilities opened in the era of multi-messenger observations, it is now crucial to
improve our instrumentation above the current limitations. Moreover, many active hard X and
gamma-ray missions, such as INTEGRAL, Fermi, Swift, and more, have been active for at least
a decade. The need for a new generation of high-energy missions becomes stronger day by day.

In this section, we will provide a non-exhaustive list of the main high-energy missions active
now, the ones scheduled to fly in the next decades, and the most innovative proposed space
missions.

1.3.1 The INTEGRAL space mission

The INTErnational Gamma-Ray Astrophysics Laboratory (INTEGRAL) (Fig. 1.4) was launched
on October 17, 2002, as part of the ESA program Horizon 2020, and is still active [Winkler
et al., 2002, 2003]. INTEGRAL’s payload is composed of the imager IBIS (Imager on-Board the
INTEGRAL Satellite), the spectrometer SPI (SPectrometer of INTEGRAL), the Joint European
X-ray Monitor (JEM-X), and the Optical Monitoring Camera (OMC).

IBIS [Goldwurm et al., 2001] works in the energy band 20 keV - 10 MeV and is an imager
constituted by a tungsten coded mask, with a Modified Uniformly Redundant Arrays (MURA)
pattern, combined with a lower energy detector (Integral Soft Gamma-Ray Imager, ISGRI, 20
keV - 1 MeV) and a higher energy detector layer (Pixelized Imaging CsI Telescope, PICsIT, 175
keV - 20 MeV). ISGRI is a CdTe pixelised detector [Limousin et al., 1999], while PICsIT is
composed of CsI(Tl) scintillators readout by photodiodes [Labanti et al., 2003]. IBIS has a total
FoV of 29.1 × 29.4 deg2 and a point-source localisation accuracy of 12 arcmin.

The spectrometer SPI [Vedrenne et al., 2003] is an array of 19 High Purity Germanium
(HPGe) detectors surrounded by a BGO anticoincidence shield, coupled with a tungsten coded
mask with a hexagonal pseudorandom pattern. SPI works in the energy range 18 keV - 8 MeV,
has a spectral resolution of 2.2 keV at 1.33 MeV, and an angular resolution of 2.5 deg.

The JEM-X instrument [Lund et al., 2000] is a set of two coded aperture microstrip gas
chamber detectors, working in the energy band 3 keV - 35 keV as lower energy counterparts of
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Figure 1.5: The Swift satellite. Credits: NASA E/PO, Sonoma State University/Aurore Simonnet

IBIS and SPI. JEM-X has a fully illuminated FoV of 4.8 deg, with an angular resolution of 3
arcmin, a point source localisation accuracy of 1 arcmin, an energy resolution of 1.3 keV at 10
keV, and a temporal resolution of 122 µs.

Finally, the OMC [Mas-Hesse et al., 2007] is an optical telescope (500–600 nm) with a
passively cooled CCD, an aperture of 5 cm diameter and a focal length of 153.7 mm. It has a
FoV of 4.979 × 4.979 deg2, a time resolution >3 s, a point source localisation accuracy of about
2 arcsec, and an angular resolution of 23 arcsec.

INTEGRAL was the first space mission to observe sources in gamma rays, X-rays, and
visible light simultaneously, and it has been a crucial surveyor of the most extreme events in the
high-energy sky.

1.3.2 The Swift Observatory

The Neil Gehrels Swift Observatory [Gehrels et al., 2004] was launched on November 20, 2004
and has been observing the X and gamma-ray sky for almost 20 years (Fig. 1.5). As the name
suggests, Swift has been designed to perform ultra-fast follow-ups of GRBs and is able to repoint
to a target in less than 90 seconds. This is obtained trough an advanced steering technology
developed for military applications.

Swift’s payload consists of three instruments: the Burst Alert Telescope (BAT), the X-
Ray Telescope (XRT), and the UV/Optical Telescope (UVOT). BAT is a coded mask imaging
instrument with a CdZnTe pixelated detector array [Barthelmy et al., 2005]. The instrument can
perform imaging measurements in the 15-150 keV and act as a full-sky spectrometer up to 500
keV. The FoV of view of BAT is 1.4 steradians and has a point source localisation accuracy of
17 arcmin. The XRT, instead, is constituted of a Wolter-I optics coupled with a CCD detector
[Burrows et al., 2005], working in the energy range 0.2-10 keV and with a PSF of 18 arcsec
HPD. Finally, the UVOT [Roming et al., 2004] works in the 170-600 nm band and can be used
to localise optical GRB afterglows with an accuracy <0.5 arcsec.

Following the successful strategy set up by the Italian-Dutch satellite BeppoSAX [Frontera,
1998], BAT acts as a wide field X/gamma-ray monitor, which triggers the XRT to immedi-
ately follow up the high energy signal and obtain a fine localisation of the source through its
afterglow emission. The addition of an optical telescope allows Swift to immediately perform
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Figure 1.6: The Fermi spacecraft in-flight model. Credits: NASA

fast and accurate afterglow measurements, thus enabling host-galaxy identification and redshift
measurement.

1.3.3 Fermi

The Fermi Gamma-ray Space Telescope (formerly GLAST, Gamma-ray Large Area Space
Telescope; Fig. 1.6), was launched on June 11, 2008, and is currently the gamma-ray telescope
sensitive to the highest energy band in orbit. Fermi’s payload consists of two instruments: the
Large Area Telescope (LAT; Atwood et al. 2009) and the Gamma-ray Burst Monitor (GBM;
Meegan et al. 2009).

The GBM is made up of 12 Sodium Iodide (NaI) scintillation detectors, sensible to the energy
band 8 keV - 1 MeV, and two Bismuth Germanate (BGO) scintillators, active in the energy band
150 keV - 40 MeV. GBM can obtain a rough source localisation <15 deg for brighter sources by
exploiting the different count rates on the twelve NaI scintillators, thus allowing Fermi to repoint
toward the gamma-ray source.

The Large Area Telescope is a successor of the EGRET instrument on board the Compton
Gamma-Ray Observatory (CGRO). It is a pair-conversion telescope comprising a tracker, a
calorimeter and an anti-coincidence detector. LAT is an array of 4 × 4 acquisition towers, each
comprising a silicon strip detector tracker and a calorimeter made by eight layers of twelve
Cesium Iodide (CsI) scintillators readout by photomultipliers. It has an energy band of 20 MeV -
300 GeV, with an energy resolution <10% in all the band, a FoV >2 steradians, and a source
localisation accuracy <0.5 arcmin.

Thanks to its sensitivity in the wide energy band spanning five decades, Fermi has been
crucial for studying the high-energy sky and allowed us to obtain a deeper insight into GRB
prompt emission physics, blazar emission, and more.

1.3.4 NuSTAR: the highest energy focusing telescope

The first and most used technique to focus soft X-rays is grazing incidence optics [Christensen
and Ramsey, 2022]. The most typical configuration consists of mirrors, or nested mirrors, of
heavy elements (gold, platinum, etc.) in the so-called Wolter I configuration, in which the mirrors
are made by a confocal parabolic and hyperbolic segment [Wolter, 1952]. This technique exploits
the properties of X-ray refraction to focus the radiation, and many successful instruments, such
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Figure 1.7: Artistic view of NuSTAR’s in-flight configuration. Credits: NASA

as the Einstein Observatory [Giacconi et al., 1979], Chandra X-ray Observatory [Weisskopf et al.,
2002], XMM-Newton [Jansen, F. et al., 2001], and more, has been based on grazing incidence
optics. However, this technique can be applied only for energies up to 30 keV, after which the
effective area grazing incidence optics becomes too low to be useful.

The Nuclear Spectroscopic Telescope ARray (NuSTAR) (Fig. 1.7) was designed to overcome
these limits by exploiting innovative multilayer optics. NuSTAR was launched on June 13, 2012,
and has been the first astronomical telescope able to focus in the energy band 3 keV - 79 keV
[Harrison and NuSTAR Team, 2013].

NuSTAR’s optics consist of alternate layers of high-Z materials (tungsten and platinum),
with low-Z materials (silicon, carbon, and silicon carbide). This mimics the structure of a crystal
lattice and creates constructive interference, enhancing the reflectivity to hard X-rays compared
to what is possible with standard grazing incidence optics.

NuSTAR is equipped with two optics modules containing 133 of such nested multilayer
grazing incidence shells, in Wolter-I geometry [Harrison et al., 2005]. The focal length of the
optics is 10.14 m, which required a deployable mast to be reached [Harp et al., 2010]. Each optics
is equipped with a pixelated CdZnTe pixelated detector, surrounded by a CsI anti-coincidence
shield.

NuSTAR can reach an angular resolution of 58 arcsec (HPD), with an energy resolution of
0.9 keV at 60 keV, and a temporal resolution of 0.1 msec. NuSTAR conducted important surveys
of the main X-ray sources, including black holes, AGNs, supernova explosions, and many more.

1.3.5 HXMT

The Insight-Hard X–ray Modulation Telescope (HXMT) is the first Chinese X-ray astronomy
satellite (Fig. 1.8). HXMT was launched on June 15, 2017. Its scientific payload consists of
three main instruments: the High Energy X-ray telescope (HE, 20-250 keV energy band, 5100
cm2 detector area), the Medium Energy X-ray telescope (ME, 5-30 keV energy band, 952 cm2

detector area), and the Low Energy X-ray telescope (LE, 1-15 keV energy band, 384 cm2 detector
area) [Zhang et al., 2020].

The HE telescope [Liu et al., 2020] consists of 18 cylindrical High Energy Detectors (HEDs),
each composed of a phoswich module and its collimator. Each detector unit is a NaI(Tl)/CsI(Na)
phoswich scintillation detector with a diameter of 19.6 cm. The thickness of the NaI main
detector is 3.5 mm, while the thickness of the CsI shielding is 40 mm. A 5-inch PMT is used to
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Figure 1.8: Artistic rendering of HXMT. Reprinted from Zhang et al. [2020]

collect the fluorescence of both NaI and CsI crystals. The FoV of the HE telescope is 5.7 × 5.7
degrees2 and its energy resolution is about 15% at 60 keV.

The ME telescope [Cao et al., 2020] is a pixelated Si-PIN detector (1728 pixels) coupled
with mechanical collimators. The ME telescope has an energy resolution of 3 keV at 17.8 keV
and a time resolution of 255 µs. Finally, the LE telescope [Chen et al., 2020] features a swept
charge device (SCD) sensor coupled with mechanical collimators. The LE telescope reaches an
energy resolution of 140 eV at 5.9 keV and has a time resolution of 0.98 ms.

Insight-HXMT aims to conduct an all-sky survey to detect obscured supermassive black
holes, build a comprehensive AGN catalogue, observe X-ray binaries, and detect GRBs.The first
HXMT gamma-ray bursts catalogue was published in 2022 Song et al. [2022], containing 322
GRBs detected by the satellite in the first four years of activity.

1.3.6 The SVOM mission

The Space-based multi-band astronomical Variable Objects Monitor (SVOM) mission [SVOM
Collaboration et al., 2023, Yu et al., 2020] is a French-Chinese satellite scheduled for launch
in the present year 2024 (Fig. 1.9). The payload of SVOM consists of four instruments: the
ECLAIRs telescope, the Microchannel X-ray Telescope (MXT), the Gamma Ray burst Monitor
(GRM), and the Visible Telescope (VT).

The ECLAIRs [Schanne et al., 2018] consists of a coded mask paired with a CdTe focal
plane detector, with a FoV of 2 steradians, passband of 4 keV - 250 keV, and an expected
point-source localisation <10 arcmin. The ECLAIRs will give gamma-ray burst triggers for
the other instruments onboard SVOM. The MXT [Meuris et al., 2023] is a soft X-ray telescope
composed of a 40 mm micro-channel plates optics and an X-ray-sensitive pnCCD camera. The
MXT will work in the 0.2 - 10 keV energy range and will provide both images and spectra with a
resolution of 75 eV at 1.5 keV. The FoV of the instrument is 1.1 × 1.1 degrees2, and it will detect
sources with an accuracy <1 arcmin. The GRM [Wen et al., 2021] is a set of three gamma-ray
detectors based on sodium iodide (NaI) scintillators, working in the energy range 15 keV - 5
MeV and covering a FoV of 2.6 steradians. Each scintillator has a collection area of 200 cm2

and is attached to a photomultiplier tube. The main scope of the GRM will be to measure the
spectrum and the variation of the gamma-ray emission during a gamma-ray burst. It will also
provide a rough source localisation through triangulation with an accuracy of 15 × 15 degrees2.
Finally, the VT is designed to measure the visible afterglow of the gamma-ray bursts triggered
by ECLAIRs. It will be able to measure the position of the afterglows with an accuracy of a few
arcseconds and allow us to localise GRBs up to a redshift of 6.5.
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Figure 1.9: The qualification model of SVOM during the integration in Shanghai. Credits: the SVOM
collaboration website (https://www.svom.eu/en/the-svom-mission/)

Designed to follow in Swift’s footsteps and build on Swift’s legacy, SVOM is complemented
by two dedicated ground-based segments: the Ground-based Wide Angle Camera (GWAC) in
China and the Ground Follow-up Telescopes. The instruments on SVOM will trigger the ground
segment, thus granting a quick follow-up of the transients detected by the satellite.

1.3.7 The HERMES Pathfinder

HERMES (High Energy Rapid Modular Ensemble of Satellites) is a pathfinder for a mission
based on a constellation of nano-satellites in low Earth orbit (Fig. 1.10). The HERMES
constellation will consist of six 3U Cubesats, each containing a miniaturised detector to probe
the X-ray temporal emission of bright high-energy transients [Fiore et al., 2022]. A seventh
detector is hosted on the SpIRIT 6U nanosat [Auchettl et al., 2022]. The first three HERMES
modules and the one onboard SpIRIT are already in orbit and active, while the last three modules
will be deployed in the second half of 2024.

The idea behind HERMES is overcoming the concept of monolithic instruments, which has
been a staple in high-energy astrophysics, to explore the possibility of increasing the detection
area of direct-view instruments through deploying a fleet of small detector satellites and exploiting
triangulation algorithms to localise sources. This would allow one to limit the size and weight
of space detectors and, at the same time, reduce the cost of high-energy missions through the
application of "low-cost" nanosats and launchers.

The detectors aboard the HERMES satellites are made up of cerium-doped gadolinium-
aluminium-gallium garnet (GAGG:Ce) scintillator crystals coupled with two Silicon Drift
Detectors (SDDs) each [Evangelista et al., 2020]. Lower energy X-rays (<30 keV) are detected
by the SDDs, while gamma-rays are absorbed in the scintillators, producing light that the SDDs
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Figure 1.10: The HERMES Pathfinder modules, before integration. Credits: Marco Citossi, the HERMES
Collaboration website. (https://www.hermes-sp.eu/?p=10554)

then detect. The different time constant of those two interactions allows us to distinguish between
X and gamma rays. This technology allows HERMES’s detectors to cover the 2 keV - 2 MeV
energy band.

The main objective of the HERMES pathfinder is to demonstrate the feasibility of employ-
ing nanosat for high energy astrophysics. It will be among the firsts of a new generation of
constellation-based instruments [Burderi et al., 2021, Cinelli et al., 2021].

1.3.8 Transient High Energy Sky and Early Universe Surveyor (THE-

SEUS)

The THESEUS mission concept (Fig. 1.11) was proposed in response to the ESA M7 call for
missions within the Cosmic Vision Programme and selected by ESA in 2023 to enter phase
A study. THESEUS’ primary scientific goal is to explore the early universe by studying the
population of early universe GRBs (first billion years of the universe) while performing a deep
monitoring of the X-ray transient universe [Amati et al., 2021]. THESEUS is designed to be
highly synergic with the forthcoming new generations of gravitational wave interferometers (Ein-
stein Telescope, LISA), X and gamma-ray satellites (Athena, SVOM), astroparticle experiments
(IceCube-Gen 2, Km3Net), Cherenkov telescopes (CTA), and more.

The payload of THESEUS will include three instruments: an X/Gamma-ray Imaging Spec-
trometer (XGIS) [Amati et al., 2022], a Soft X-ray Imager (SXI), and an InfraRed Telescope
(IRT). The XGIS (Fig. 1.12, top) is made up by two coded-mask X/Gamma-ray cameras. Each
XGIS camera consists of a tungsten coded mask and collimator system, mounted on a position
sensitive detector. The detector consists of Cesium Iodide scintillator bars, with 5 mm sides,
readout on top and bottom by square Silicon Drift Detectors (SDDs), forming a "siswich" (silicon
sandwich) system [Marisaldi et al., 2004]. The XGIS will work as a coded-mask spectra-imager
for 2 keV up to 150 keV, and as a full-sky spectrometer above 150 keV, up to 10 MeV. The
siswich architecture enables us to distinguish between low-energy X-rays up to 30 keV, which
the top SDD detects alone, and higher-energy gamma rays. The gamma rays are absorbed in
the scintillator, producing scintillation light that triggers both the top and bottom SDDs. The
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Figure 1.11: Sketch of the THESEUS satellite in-flight configuration. Credits: the THESEUS consortium
website (https://www.isdc.unige.ch/theseus/)

different time constants of the two types of interactions are used for the discrimination. The
two XGIS cameras are misaligned by ±20 deg from the satellite’s body, thus providing a total
imaging FoV of 117 × 77 degrees2, while the total non-imaging FoV is about 2Ã steradians. The
point-source localisation capabilities of the XGIS will be f 15 arcminutes inside the imaging
FoV, while outside it is possible to obtain a rough localisation accuracy of a few tens of degrees
by exploiting Compton imaging and the detection plane architecture [Cavazzini, 2021].

The SXI (Fig. 1.12, centre), instead, will be a set of two lobster-eye telescope units focusing
on CMOS X-ray detectors, working in the 0.3–5 keV energy range and covering a FoV of 0.5 sr
[O’Brien et al., 2021]. Finally, the IRT (Fig. 1.12, bottom) is a 0.7-m class IR telescope with
a FoV of 15 x 15 arcmin2 and working in the band 0.7-1.8 µm [Götz et al., 2021]. IRT will
have imaging capabilities in the I, Z, Y, J and H bands, and spectroscopic capabilities (resolving
power, R = 400, through 2’ × 2’ grism).

Thanks to its combination of a wide field localisation camera, a soft X-ray telescope, and an
IRT telescope for immediate IR-VIS counterpart localisation, THESEUS will double the sample
size of detected GRBs with known redshift, allowing us to investigate the early Universe in a
unique way. Furthermore, THESEUS will be crucial for the fast localisation of electromagnetic
counterparts of gravitational wave events, thus playing a crucial role in multi-messenger and
time-domain astrophysics.
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Figure 1.12: Top: One of the two cameras of the XGIS instrument on board THESEUS. Reprinted from
Amati et al. [2021] Center: The SXI instrument model. Reprinted from Amati et al. [2021]. Bottom:

Schematics of the IRT. Reprinted from Götz et al. [2021]
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1.4 Laue lenses and the ASTENA mission concept

With multilayer grazing incidence optics, it is possible to focus hard X-rays up to about 80 keV.
However, the energy band in which we can build high-energy optics remains pretty limited, and
the hard X/soft gamma band is still mainly studied with direct-view instruments.

The need for new technologies to overcome today’s limits is arising, and here we describe a
technique which could help us to overcome this challenge: Laue lenses, focusing optics based on
Bragg’s law of diffraction. We will also describe a concept mission based on a Laue lens optics:
ASTENA, the Advanced Surveyor for Transients Events and Nuclear Astrophysics, which was
submitted to the ESA Call "Voyage 2050".

1.4.1 The Laue lens concept

Laue lenses are innovative X and gamma-ray optics based on Bragg’s law of diffraction in
crystals [Zachariasen, 1945]:

2dhkl sin ¹B = n
hc

E
(1.29)

where ¹B is the Bragg’s angle, which is the angle between the diffraction planes of the crystal
and the diffracted beam, dhkl is the inter-planar spacing of the diffraction planes of the crystal
with Miller indexes (hkl), E is the energy of the diffracted photon, n is the diffraction order and
hc corresponds to 12.39 keV·Å. The crystals can be arranged in such a way that the X-ray beam
can be reflected by a thin, superficial layer of the crystal (Bragg, or Reflection, geometry), or it
can cross the whole crystal and be transmitted over it (Laue, or Transmission geometry).

Optics based on Bragg’s law of diffraction in Laue configuration can be of great interest
in the astrophysical context because (i) Bragg’s diffraction is effective up to energies of few
MeV and (ii) the transmission configuration can be exploited to increase the effective area of the
optics. A Laue lens is exactly based on this concept: it can be visualised as a spherical cap of
radius R covered by crystal tiles oriented in such a way that the radiation coming from the sky is
transmitted through the crystals and sent to the focal point. The focal distance of the lens f is
equal to half the curvature radius of the spherical cap [Frontera and von Ballmoos, 2010] (Fig.
1.13).

There are different configurations for the crystals on the cap which can be chosen to optimise
the effective area in different ways; the simplest one is to place the crystals in concentric rings at
a distance r from the axis of the lens. From Bragg’s equation, we can see that the centroid of the
energy spectrum of the photons diffracted by each ring can be expressed as [Frontera and von
Ballmoos, 2010]:

E =
hc

2dhkl

sin
[1
2

arctan
(

f

r

)]

∼ hc

dhkl

f

r
(1.30)

where the approximation holds for small Bragg’s angle, which is the case of hard X and gamma-
rays. Higher energy photons are diffracted from crystals in the inner region of the lens, while
lower energy photons interact with the outermost regions of the optics (Fig. 1.15). The pass-band
[Emin,Emax] of a spherical Laue lens can then be expressed as:















Emin =
hc

dhkl

f

rmax

Emax =
hc

dhkl

f

rmin

(1.31)

where rmin and rmax are the inner and outer radius of the lens. By setting the focal lens and the
radii of the Laue lens, it is possible to build a broad-band, high-energy radiation concentrator,
which can effectively serve as the optics of an X/gamma ray telescope. The downside of those
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Figure 1.13: Side and top view of a Laue lens. The crystals are positioned on a spherical support in such
a way that the radiation coming from the sky, parallel to the optical axis of the lens, interacts with the
crystals and is focused. The diffraction planes of the crystals are oriented in such a way that the angle
between them and the incoming X-ray beam is equal to the Bragg’s angle ¹B, so the angle between the
diffracted beam and the incoming beam is 2¹B. The focal lens is equal to half the curvature radius of the
spherical cap.

types of Laue lenses is that they do not satisfy the Abbe sine condition [Abbe Hon., 1881]. The
Abbe condition was developed in the context of microscopy and gives a mathematical condition
that an optical system must satisfy to avoid coma aberration:

h

sin³
= const (1.32)

Where h is the distance between the optical axis and the light-ray impinging on an optics and ³
is the arrival angle of the photon. For Laue lenses (Fig. 1.14), we can see that:

sin³ = sin(Ã/2 − 2¹B) = cos 2¹B (1.33)

where ¹B is the Bragg’s angle of the interaction, and

h = F tan³ = F cot 2¹B (1.34)

Figure 1.14: The Abbe sine condition applied to Laue lenses. F is the focal distance of the lens, h is the
distance between the incoming photon and the optical axis, ¹B is the Bragg’s angle.
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Figure 1.15: In a spherical Laue lens, all the crystals at the same radial distance from the centre of the
lens are sensitive to the same energy range, so by nesting multiple rings it is possible to build a broad-band
Laue lens. The highest energies are focused by the innermost crystals, while the lower energies are
focused by the outermost crystals.

Figure 1.16: Schematics of Laue lens. Several crystal tiles must be arranged in concentric rings and
oriented according to Bragg’s law, to focus the radiation at the common focal point where a 3D position
sensitive detector is positioned. Different rings are sensitive to different energy bands

where F is the focal of the lens. If we evaluate the Abbe condition, we obtain:

h

sin³
=

F

sin 2¹B

≠ const (1.35)

This means that Laue lenses are prone to coma aberration for off-axis sources. As a result, their
field of view is usually limited to a few arcminutes.

1.4.2 Crystals for Laue lenses

The choice of crystals for a Laue lens is crucial since the lens’s performance and capabilities
depend heavily on them. In our work, we studied two different types of crystals, perfect or
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Figure 1.17: Darwin width vs energy for Silicon (black) and Germanium (red) for (111) diffracting planes
(solid line) and (220) diffracting planes (dashed line).

mosaic, and two different geometries for the diffraction planes, flat or bent.
The diffraction properties of a crystal in a chosen energy interval are typically characterised

by the measurement of its rocking curve. The rocking curve is the measurement of the diffracted
beam intensity as a function of the angle between an impinging beam and the crystal. The shape
of the rocking curve is directly linked to the crystals’ underlying diffraction planes’ structure.
Thus, rocking curve measurements are one of the most used characterisation techniques to
describe crystalline structures.

In this section, we will describe some different types of crystals that can be used to build
Laue lenses, their properties, and their advantages and disadvantages in relation to optimizing
the efficiency of a spherical, broadband, astrophysical Laue lens.

Perfect flat crystals

A perfect crystal is defined as a crystal whose lattice structure does not show any point-like,
linear or planar defect [Cullity, 1957]. From a practical point of view, a crystal is considered
perfect when it lacks linear/planar defects and is dislocation-free.

For a flat, perfect crystal, the rocking curve is a very narrow Gaussian peak centred on the
angle satisfying Bragg’s law and whose FWHM is called Darwin width [Zachariasen, 1945].
The Darwin width ¶W is linked to the lattice properties of the crystals and the diffraction energy
through the relation:

¶W =
d

Λ
with Λ =

ÃV cos ¹B

re¼C|Fh|
(1.36)

in which Λ and V are respectively the extinction length and the volume of the unitary cell of
the crystal, ¹B, ¼, and C are the Bragg’s angle, the wavelength, and the polarisation factor of the
incoming photons, and, finally, |Fh| is the structure factor of the diffracting planes of the crystal.

At high energies (>50 keV), crystals of Silicon and Germanium have a Darwin width of
about <5 arcsec, decreasing with energy (see Fig. 1.17).

This means that perfect flat crystals, for high energies, are typically sensitive only to a
very narrow energy band. Thus, they are ideal monochromators and are a good solution for
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Figure 1.18: Schematic picture of a flat mosaic crystal (section view). The crystallites (black squares) are
all misaligned with respect to an average direction (black arrows), which is the same at every point of the
crystal.

narrowband Laue lenses. However, they are not suitable for a broadband Laue lens since it
would be impossible to build a lens of this type with a smooth effective area without the use
of very small crystals. Finally, the last important limitation of perfect flat crystals is that their
reflectivity cannot be higher than 50% [Zachariasen, 1945]. This comes from the fact that a
photon traversing a crystal has the same probability of undergoing an even or odd number of
diffraction processes, limiting the maximum efficiency theoretically achievable. When working
with low fluxes, which is the case for astrophysical sources, this can strongly limit the amount of
photons we can collect, thus hindering the performance of the lens.

Mosaic flat crystals

A mosaic crystal can be seen as a crystal composed of a mosaic of small, perfect crystals of
dimensions of the order of 10–100 µm, called crystallites [Darwin, 1914a,b, Zachariasen, 1945].
The diffraction planes of the crystallites are distributed according to a Gaussian distribution W(¶)
whose FWHM is called mosaicity of the crystals (Fig. 1.18):

W(¶) =
1

√

2 Ã ¸
exp
(

−
¶2

2¸2

)

(1.37)

where ¶ is the misalignment from the average direction of the crystallites and the mosaicity is
defined as ´ = 2.35¸. The mosaicity is typically larger than the Darwin width, and this reflects on
the rocking curve of the crystal itself, which is enlarged to the value of the mosaicity, increasing
the energy band of a mosaic crystal w.r.t a flat one.

From the point of view of radiation concentration, mosaicity brings a downside: the distribu-
tion of the crystallites induces an angular dispersion of the diffracted radiation, which means that
the image of the diffracted beam will appear as surrounded by a halo of out-of-focus radiation
(Fig. 1.19).

In Laue configuration, when the diffraction planes are perpendicular to the irradiated surface
of the crystal, the reflectivity of a mosaic crystal R(¶,E) can be written as [Zachariasen, 1945]:

R(¶, E) =
1
2
(

1 − e−2 Ã T )e
−µ T
µ0 (1.38)

where µ and T are respectively the X-ray self-absorption coefficient and the thickness of the
crystal, µ0 is the cosine of the angle between the direction of the incoming beam and the normal
vector to the crystal surface, and Ã is expressed as:

Ã = W(¶) Q(E) f (A) (1.39)
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Figure 1.19: Representation of the mosaic defocusing effect induced by mosaic crystals. In the case of
a perfect crystal (left) hit by a polychromatic beam, only the photons satisfying Bragg’s condition are
diffracted and redirected to the focal plane since the diffraction planes are exactly parallel to each other.
In a mosaic crystal (right), instead, each point of the crystal can diffract a wider energy band because of
the dispersion of the crystallites’ planes. However, the diffracted beam will come out of the crystals with
an angular distribution that reflects the distribution of the crystallites. This results in a de-focused and
enlarged image.

where:

Q(E) = r2
e

∣

∣

∣

∣

∣

Fh

V

∣

∣

∣

∣

∣

2

¼3 1 + cos2(2¹B)
2 sin 2¹B

(1.40)

in which the quantities have the same meaning as defined for Eq. 1.36 and, finally:

f (A) =
B0(2A) + | cos 2¹B| B0(2A| cos 2¹B|)

2A(1 + cos2 ¹B)
with A =

Ãt0

Λ cos ¹B

(1.41)

where B0 is the 0-th order Bessel’s function integrated between 0 and 2A, t0 is the crystallite’s
thickness and Λ is the extinction length of the crystal. The highest reflectivity is obtained when
t0 j Λ, in which case f (A) ∼ 1. Even in this case, the reflection efficiency can never exceed
50% [Zachariasen, 1945].

Mosaic bent crystals

A bent crystal is a crystal which has been mechanically or permanently deformed to a curved
shape. The easiest type of shape that can be obtained is usually a cylindrical shape, which is the
case of the bent crystals that we considered for our Laue lenses. From now on, when talking
about bent crystals, we will always assume that they are bent in a cylindrical shape.

Bent crystals can be especially useful for Laue lenses since they can act as true concentrators
of radiation thanks to the continuous variation of the angle between the incident beam and the
diffraction planes. This is not possible with flat crystals, which redirect the radiation, but do not
possess concentration capabilities, so the footprint of the diffracted beam will be comparable to
the size of the crystals themselves, thus limiting the minimum size of the PSF of the lens to the
size of the crystal.
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Figure 1.20: Right: Representation of the radiation concentration effect attainable with a cylindrically
curved crystal. The crystal (white) squeezes an impinging beam (red rectangle) in a smaller area on the
focal plane, at a distance equal to half the curvature radius of the crystal itself (bold, red line). Left: Real,
concentrated image of a polychromatic beam obtained at the LARIX-A facility. A GaAs crystal (size
= 30 × 10 × 2 cm3) was used to concentrate a 10 × 10 cm2 beam into an image of size ∼ 1 × 10 cm2.
Diffraction performed at 130 keV.

Figure 1.21: Schematic picture of a bent mosaic crystal (section view). The average direction (black
arrows) of the crystallites varies continuously along the length of the crystal due to the curvature.

This has been experimentally verified at the LARIX facility, in which bent crystals of gallium
arsenide (GaAs), silicon and germanium have been used to perform different X-ray concentration
experiments (Fig. 1.20) [Ferro et al., 2022, Virgilli et al., 2014, Virgilli et al., 2016, Virgilli et al.,
2019]. For a mosaic crystal, the bending has the effect of changing continuously the average
direction of the crystallites (Fig. 1.21).

Another advantage of bent crystals is that the presence of a curvature radius contributes to
the increase of the crystal’s energy pass-band. We can see this by differentiating the Bragg’s
equation on both sides:

2dhkl cos ¹B d¹ = −n
hc

E2
dE (1.42)

Since for X and gamma rays, Bragg’s angles are very small, we can approximate the Bragg’s
equation and its derivative as:















2dhkl¹B = nhc
E

2dhkl d¹ = −n hc

E2 dE
(1.43)

then we divide the derivative for Bragg’s equation and we obtain:

d¹
¹B

= −
dE

E
(1.44)
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Figure 1.22: Schematic representation of the structure of a perfect bent crystal.When a crystal is bent to
an external curvature Rp, some specific plane families can acquire a secondary curvature radius Rs. This
is due to the anisotropic elastic behaviour of the crystal along different directions. T0 is the thickness of
the crystal, while Ω is the quasi-mosacity.

So, as a first approximation, we can say that a variation of the Bragg’s angle ∆¹ due to the
presence of a curvature radius will be linked to an enlargement of the pass-band ∆E of the crystal
around the average value E as:

|∆¹|
¹B

=
|∆E|

E
(1.45)

This means that, for mosaic crystals, the energy pass-band is further enlarged with respect to
a flat mosaic crystal, in which only the mosaicity contributes to the increase of the band. It is
worth noticing that ∆E increases with the energy, so the higher the crystal’s average diffraction
energy, the larger its energy pass-band will be.

From the point of view of the crystal’s diffraction efficiency, it is still debated whether the
efficiency of a bent mosaic crystal could be higher than the efficiency of an equivalent, flat crystal.
Some authors found a possible linear correlation between curvature and efficiency in both perfect
and mosaic crystals [Buffagni et al., 2015], however, such results still need to be confirmed or
disputed by further experiments.

Perfect bent crystals

In the case of perfect crystals, the bending of the crystal to an external curvature radius (called
primary radius) induces a secondary curvature radius on some families of diffraction planes.
This means that the diffraction planes show an angular spread, which is called quasi-mosaicity.
(Fig. 1.22). As in the case of mosaic crystals, perfect bent crystals act as radiation concentrators
and their energy band is enlarged w.r.t. flat crystals.

The most interesting property of bent perfect crystals is that, according to the dynamical the-
ory of diffraction, their efficiency should exceed the limit of 50% of flat perfect crystals [Authier
and Malgrange, 1998]. The theory describing the diffraction inside perfect, homogeneously bent
crystals in transmission configuration was developed by Malgrange [Malgrange, 2002] from the
dynamical theory of diffraction and is confirmed by experimental results [Bellucci et al., 2013,
Camattari et al., 2015, Keitel et al., 1999].

The distortion of the diffraction planes is called strain gradient ´s, which can be expressed as:

´s =
Ω

T0(¶w/2)
(1.46)
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Figure 1.23: Bragg’s diffraction efficiency vs energy for Si(111), first and third order of diffraction (left),
and Ge(111), first and third order of diffraction (right). The thickness of the crystals is optimized to obtain
a higher efficiency. Reprinted from Ferro [2020]

where T0 is the thickness of the crystal, Ω is the induced quasi-mosaicity and ¶w is the Darwin
width. Then we define the critical strain ´C and the critical radius RC:















´C =
Ã

2Λ

RC =
2Λ
¶wÃ
= 2Λ2

dhklÃ

(1.47)

When ´s k ´C, or analogously when the secondary curvature radius Rs is way smaller than
RC, the peak reflectivity of the crystal can be expressed as:

Rpeak =

(

1 − e
− Ã

2 dhkl Rs

Λ2

)

e
− µ Ω Rs

cos ¹B (1.48)

in which µ and Λ are, again, the self-absorption coefficient and the extinction length of the
crystal. In the limit Rs/RC → 0, we can linearly approximate the peak reflectivity as:

Rpeak ≃
Ã2dhkl

Λ2
Rs (1.49)

When Rs ∼ RC, Eq. 1.48 does not hold any more, however, we can state that in the limit Rs k RC,
i.e. for an asymptotically flat crystal, the peak reflectivity must be 0.5, as expected for a flat
crystal.

In past works, we evaluated the diffraction efficiency for Si and Ge by combining Malgrange’s
equation for bent perfect crystals and a semi-analytical calculation technique [Bellucci et al.,
2013] based on the dynamical theory of diffraction. Results for the first and third order of
diffraction for Si(111) and Ge(111) crystals are shown in Fig. 1.23 [Ferro, 2020]. The efficiency
obtained has been used to evaluate the performance of full Laue lenses made by Si and Ge
crystals.

1.4.3 ASTENA: a Laue lens-based mission concept for High Energy Astro-

physics

The Advanced Surveyor for Transient Events and Nuclear Astrophysics (ASTENA) is a concept
mission proposed to the ESA Call "Voyage 2050" by an international team of scientists led by
the University of Ferrara and INAF-OAS Bologna. Two white papers [Frontera et al., 2021,
Guidorzi et al., 2021] were submitted to the call.

30



CHAPTER 1. INTRODUCTION: OPEN QUESTIONS AND TECHNOLOGICAL
PROSPECTS IN HIGH ENERGY ASTROPHYSICS

Figure 1.24: Representation of ASTENA’s in-flight configuration. In red, the NFT’s Laue lens is shown
on the top of the spacecraft, surrounded by six WFM cameras (dark grey).

ASTENA is based on the unique synergy between its two instruments: the Wide Field
Monitor (WFM), which works in the 2 keV - 20 MeV energy band and will be an evolution
of the THESEUS/XGIS, and the Narrow Field Telescope (NFT), which will be a high energy
telescope working in the energy band 50-700 keV, based on a Laue lens optics. The WFM will
provide a rough source localisation-accuracy and on-board triggers for the NFT, which will
act as a follow-up telescope. Both instruments will be capable of performing spectroscopic
and polarisation measurements, meaning that ASTENA will be a multipurpose, high-energy
facility, able to address the open problem described before, with a great synergy with the future
gravitational waves and follow-up observatories.

The Wide Field Monitor

ASTENA’s Wide Field Monitor will work in the energy band 2 keV - 20 MeV and consists of
twelve camera units disposed in pairs around the main body of ASTENA’s spacecraft, misaligned
by 15◦ with respect to the axis of the lens. Each camera unit is made by a Position Sensitive
Detector (PSD) surmounted by a double-scaled coded mask (Fig. 1.25). The PSD is an array
of 4 × 8 modules, each module made by 205 hexagonal scintillator bars (5 mm between flats,
length to be optimised). The scintillators are readout on top by linear silicon drift detectors
and on bottom by hexagonal SDDs. The WFM is based on the same siswhich system used for
THESEUS/XGIS and constitutes an evolution of this instrument. The material for the scintillator
bars will be chosen among CsI(Tl), BGO, or GAGG:Ce, depending on which will ensure the
best performances.

The ASTENA’s WFM will use a coded mask system consisting of a low-energy mask (<30
keV) and a higher-energy mask (30-150 keV). The combination of the two masks enables the
WFM to locate point sources with an accuracy of 1 arcmin within a fully coded Field of View
(FoV) of 0.27 sr and a full width at zero response FoV of 2 sr. Above 150 keV, the WFM will
function as a full sky spectrometer, with limited localisation achieved through Compton imaging
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Figure 1.25: Left: Schematic of one of WFM’s twelve cameras. Each camera is composed of a position-
sensitive detector (bottom) surmounted by a coded mask (red). Right: Schematic of one of the modules
which compose each of WFM’s PSDs. Each PSD is made by hexagonal scintillator bars read-out on top
and bottom by silicon drift detectors. The length of the scintillator bars has not been finalised and may be
changed after further performance optimisation studies. Reprinted from Frontera et al. [2021].

and/or triangulation using the signal detected on the different units.

The Narrow Field Telescope

The Narrow Field Telescope [Virgilli et al., 2019] will be a revolutionary hard X/soft gamma-ray
focusing telescope working in the energy band 50-700 keV based on the technology of Laue
lenses (Fig. 1.24). The NFT will be composed of a Laue lens optics of 3 m diameter and 20 m
focal length. The lens will be made by ∼19500 crystal tiles of perfect Si(111) and Ge(111), bent
to a curvature radius of 40 m (Fig 1.26, left). The crystals tiles will have a cross-section of 30 ×
10 mm2, while the thickness will be 2 mm for the Si tiles and varying between 2 and 5 mm for
the Ge tiles to optimise the diffraction efficiency. The simulated PSF of the NFT is shown in
Fig. 1.26, right. The focal plane detector is expected to be a pixelated CdZnTe spectral-imager
detector, with a size of 8×8×8 cm3, a pitch of 300 µm and an efficiency >80% in the whole
energy band of NFT.

The combination of the optics and detector characteristics will grant NFT an unprecedented
angular resolution in the sub-MeV energy range of 30 arcsec and a point source localisation
accuracy <10 arcsec, with a Field of View of 4 arcmin. NFT will bring a leap in sensitivity
of two orders of magnitude with respect to the best current instruments working in the same
energy bands (Fig. 1.27), opening a new range of possibilities for high-energy astronomical
observations.
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Figure 1.26: Left: Schematics (not on scale) of the Narrow Field Telescope onboard ASTENA. Right:
Simulated PSF of NFT for an on-axis source, assuming an ideal focal plane detector. Reprinted from
Frontera et al. [2021].

.

Figure 1.27: ASTENA’s NFT continuum sensitivity (left) and line sensitivity (right), both at 3Ã confidence
level and for 100 ks observation time. Reprinted from Frontera et al. [2021]
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Chapter 2

Current status and next advancements of

the Laue lens technology

At the University of Ferrara, we have been working on advancing the Laue lens technology
for many years. The development of Laue lenses started with the HAXTEL (HArd X-ray
TELescope) project, which led to a patented technique to build short-focal Laue lenses with
flat, mosaic crystals of copper [Ferrari et al., 2009, Frontera et al., 2007, Frontera et al., 2008].
Next, with the LAUE project [Frontera et al., 2012, Virgilli et al., 2018], the LARge Italian X-ray
(LARIX) facility was built at the University of Ferrara. The LARIX facility1 was developed with
the aim to create a flexible X-ray facility equipped with a low divergence beam line specially
designed to test high energy X-ray optics [Loffredo et al., 2005]. The most recent project devoted
to advancing the Laue lens technology was TRILL (Technological Readiness Level Increase for
Laue Lenses), aiming to develop a reliable technique to build long focal Laue lenses. In this
chapter, we will describe the main results of the TRILL project and the steps we are taking to
improve the Laue lens technology further.

2.1 The TRILL project and its results

The TRILL project (Technological Readiness Level Increase for Laue Lenses) was funded by the
Italian Space Agency through the National Institute for Astrophysics, with the aim to increase
the technological readiness level (TRL) of Laue lenses. The TRILL project aimed to develop
the technologies and techniques to build a section of a Laue lens made of bent crystals and test
this prototype section with a suitable focal plane detector. To do so, we opted for a modular
approach: the full lens is ideally divided into spherical sectors, and then each sector is divided
into smaller modules, which contain about 30 crystals each (Fig. 2.1).

In the context of the project, three main tasks have been defined:

1. Define a reliable and repeatable technique to bend Silicon and Germanium crystals at a
curvature radius of 40 ± 2 m without deterioration of the properties of the crystals.

2. Define a reproducible assembly technique to bond a sample of crystal tiles to an adequate
substrate with an angular orientation accuracy < 10 arcsec and long-term stability.

3. Test the performance of the Laue lens prototype with a spectra-imager focal plane detector
to reach an overall maturity of the lens + detector system.

The requirement on the curvature radius accuracy and the orientation misalignment of the crystals
are necessary to ensure that the PSF of the complete Laue lens will be within 30 arcsec.

1https://larixfacility.unife.it/
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Figure 2.1: Left: Schematic CAD model of a full Laue lens. The lens is divided into spherical sectors
called petals (red), and each petal is divided into a series of modules (cyan). The crystals are fixed on
each module.

2.1.1 Crystals manufacturing and bending

The crystals are cut at the CNR/IMEM institute (Parma, IT) starting from 4 inches dislocation-
free silicon and germanium wafers. From each wafer, about 15 crystals of size 30 × 10 × 2 mm3

are cut in such a way that the (220) diffraction planes are parallel to the 10 × 2 mm2 with a
miscut angle < 0.2 deg.

The crystals are bent through the surface lapping technique [Buffagni et al., 2015, Ferrari
et al., 2013] to achieve a cylindrical curvature radius of 40 m. The lapping method consists
of exerting controlled mechanical damages on one surface of the sample, which introduces
defects in a superficial layer of a few microns, providing a highly compressive strain which
bends the crystal in a self-standing way. The requirement for the curvature radius was obtained
by experimental tests on a first sample of GaAs crystals bent via surface lapping. The curvature
radius of the GaAs(220) crystals and their PSF width at the lens nominal focal distance were
measured at LARIX. If a crystal is bent to the nominal curvature radius, the focal distance of the
lens will correspond to its best focus position and the size of the image I will only depend on the
mosaic defocussing of the crystals:

I = 2´F (2.1)

where ´ is the mosaicity of the crystal, and F is the focal length. If the curvature radius is smaller
or bigger than the expected value, the focal length of the crystal does not correspond to the
focal of the lens, so the image will be enlarged due to being out of focus. From geometrical
consideration, it is possible to determine the defocusing radial contribution as follows:

I =
d

F
|FN − F| (2.2)

where d is the length of the side of the crystal in the focusing direction, F = R/2 is the focal
length of the deformed crystals, equal to half its curvature radius R. From our measurements,
we can see that the mosaic defocussing prevails on the radial distortion as long as the curvature
radius of the crystal is close enough to the nominal curvature radius, in which case the size of
the PSF is independent of the curvature of the crystal. The critical values of the curvature radius
which delimits the two regions can be obtained as:

2 ´ F =
d

Rc

|RN − Rc| → Rc =
RN

1 ± 2´F
d

(2.3)
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Figure 2.2: Black points: the measured size of PSF of a sample of GaAs crystals versus their curvature
radius. It can be seen that in the range 38–43 m, the deformation of the crystals’ curvature radius from the
optimal value does not affect the size of the PSF. Black solid line: fit of the data points. Black dashed line:
Theoretical PSF FWHM vs curvature radius curve for a Ge(111) crystal with quasi-mosaicity of 5 arcsec.
The region in which the defocusing prevails on the radial deformation is reduced to about 2 m around the
optimal value of 40 m.

In the case of a crystal with a nominal curvature radius of 40 m, mosaicity of 10 arcsec and
length of the non-focussing side of 30 mm, we obtain two values of Rc: R+c = 38 m and R−c = 43
m (Fig. 2.2). We can then conclude that we can accept an error on the value of the curvature
radius of the crystals up to ±2 m without degradation of the quality of the final image of the
Laue lens.

The surface lapping technique was then tested with Ge(220) crystals. The average value
of the curvature radii distribution of the Ge sample is 39.7 ± 0.2 m, with an estimate of the
standard deviation of 1 m (Fig. 2.3), meaning that all the crystals are within our requirements.
The curvatures of the crystals were measured at CNR/IMEM with a Phillips X’Pert PRO high-
resolution X-ray diffractometer equipped with a Cu K³ source. The average value of the final
thickness of the crystals after the lapping procedure is 1.656 ± 0.002 mm (Fig. 2.3).

The surface lapping technique emerged as a very accurate, reliable, and repeatable procedure
for bending crystals for Laue lenses. However, it shows two significant downsides: (1) part of
the material needs to be removed, therefore the thickness of the crystals significantly decreased
with respect to the initial thickness, and (2), to date, crystals with thickness higher than 2 mm are
not bendable at the nominal 40 m radius, which poses a constraint on the size of the tiles, thus
limiting their diffraction efficiency and mechanical properties.

2.1.2 Manufacturing of a Laue lens model

The crystals used to realise the sector are made of Germanium tiles (thickness S = 1676 ÷ 1775
µm) with cross-section 30 × 10 mm2 (Fig. 2.4, left) and diffraction planes (220). The crystal
tiles are cut such that the diffraction planes are parallel to the 10 × S mm2 faces within a miscut
angle < 0.2◦.

Crystals are bent in a cylindrical shape with a radius of curvature of 40 m. Due to the
variability of the amount of material removed by the surface lapping process, the thickness of
the crystals is not uniform, as reported in Table 2.1. in the same table we also report the achieved
curvature radius for each crystal. The planes (220) do not acquire a secondary curvature, as
can be expected with other families of planes [Authier and Malgrange, 1998] however, the
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Figure 2.3: Curvature radius of the sample of 82 bent crystals of Ge(220) vs their thickness after the
surface lapping procedure. Each point represents a crystal. All the curvature radii are within the limit ±2
m from the nominal curvature radius of 40 m.

Figure 2.4: Left: Two Germanium crystal tiles used to build the lens prototype; the bottom crystal shows
the polished side. The crystals are bent along the long side. Right: The quartz glass that we used as the
substrate for the bonded crystals.

external bending of the crystals allows the X-ray radiation coming from a parallel beam to be
concentrated onto a focal point at a distance equal to half their radius of curvature [Virgilli et al.,
2014] .

The adhesive used to realise the lens sector is the OP 61 LS by DYMAX, a UV-curable
adhesive with a linear shrinkage factor of 0.03%. A low value of the adhesive shrinkage is
fundamental for reducing unwanted positioning displacements after curing. For our substrate, we
used fused quartz with a trapezoid shape (Fig. 2.4, right). The choice of quartz for the substrate
is due to its low coefficient of thermal expansion and its transparency to the UV light, which
is required for the adhesive curing process. One of the two surfaces of the quartz glass has
been worked to be flat, while the surface on which the crystals are bonded has been polished to
achieve a curvature radius of 40 m to better match the shape of the crystals. This reduces the
non-homogeneities in the glue deposition between crystals and substrate. The substrate is 5 mm
thick, and the diffraction process is carried out at about 130 keV. At this energy, and based on the
density and attenuation coefficient of quartz glass, the beam transmitted through the substrate is
about 84% of the diffracted beam.

The prototype was built in the 100-meter-long tunnel (LARIX-T) of the LARIX laboratory
at the University of Ferrara. A scheme of the facility is shown in Fig. 2.5, top. The facility
consists of a 26.5 m beamline working in the 50 – 320 keV energy range. The X-ray beam is
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Crystal ID Curvature Radius Thickness
(m) (µm)

25A 40.0 ± 0.4 1700 ± 5
26A 39 ± 1 1717 ± 5
26B 37.8 ± 0.3 1775 ± 5
26C 38.8 ± 0.8 1744 ± 5
28B 40.62 ± 0.04 1775 ± 5
29A 39.08 ± 0.01 1732 ± 5
29B 38.4 ± 0.9 1749 ± 5
30A 38.1 ± 0.6 1676 ± 5
31A 40.6 ± 0.1 1745 ± 5
32C 40.7 ± 0.7 1731 ± 5
33B 40.8 ± 0.3 1678 ± 5

Table 2.1: Curvature radius and thickness of the crystals used in the TRILL prototype. The variation in the
reported errors on the curvature radius is due to the different deviations with respect to a perfect curvature
for the crystals. Measurements performed at CNR-IMEM (Parma) with a Cu-³ X-ray diffractometer.

produced by an X-ray tube equipped with a tungsten anode (Fig. 2.5, top left) with a focal spot
size of 0.4 mm. A 20 mm thick tungsten plate with a 3 mm diameter hole and a 50 mm thick
lead shield with a 1 mm diameter hole are both placed in front of the exit window to reduce
the beam divergence; the two collimator plates are immediately in front of the X-ray tube exit
window. The X-ray beam passes inside a 21 m long vacuum pipe and then through a motorised
slit collimator with four independently motorised 20 mm thick tungsten blades (Fig. 2.5, top
right). For this experiment, the collimator aperture was set to obtain a beam dimension of 10
× 10 mm2. Given the distance of 26.5 m between the X-ray source and quartz substrate and
the beam size, the divergence of the X-ray source over the crystal area is about 78 arcsec. This
setup is designed to reduce the divergence of the incident beam to approximate the illumination
conditions from a source placed at an infinite distance from the target [Virgilli et al., 2014].

The crystals are positioned using a customised holder, which is mounted on a high precision
6-axis Hexapod HXP100-MECA from Newport (translation accuracy of 1 µm and rotation
accuracy of 2 × 10−5 rad) (Fig. 2.5, bottom left). The customised holder, visible in Fig. 2.5,
supports the crystals from the back, top side, and right side without exerting any force, while
a small, movable bar supports the crystals from the bottom and can be adjusted in such a way
that the crystal is clamped between the top and bottom part of the holder. The collimator and the
hexapod are placed inside an ISO8 clean room. An INVAR steel frame is also installed on the
same hexapod carriage. This frame hosts the quartz glass, used as the substrate for the Laue lens
module under realisation. Both the quartz glass and the INVAR steel have been chosen for their
extremely low thermal expansion coefficients (0.55ppm/oC and 1.2ppm/oC, respectively).

A further carriage is placed on a movable rail, which allows the detector to be moved from a
minimum distance from the lens frame of ∼ 8 m to a maximum distance of ∼ 23 m. A Perkin
Elmer Cesium Iodide (CsI(Tl)) digital X-ray flat panel detector with 1024 × 1024 pixels, 200
µm pixel size and sensitive in the broad energy range 20 keV — 15 MeV has been used to detect
the diffracted signals by each crystal and for their mutual alignment (Fig. 2.5, bottom right).

Given the divergence of the beam, the imager is placed at a distance FD from the crystals,
obtained by [Virgilli et al., 2016]:

1
FD

=
1
D
+

2
Rc

(2.4)
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Figure 2.5: Top: Sketch (not at scale) of the LARIX-T facility at the University of Ferrara, where the Laue
lens module has been assembled and tested. Centre left: the collimated X-ray source. Centre right: the
remotely controllable lead and tungsten collimator. Bottom left: the hexapod we used to orient the crystals;
the custom crystal holder, with a crystal mounted, is also visible. Bottom right: the suite of available
detectors: an HPGe spectrometer and a flat-panel imager Perkin-Elmer (200 µm spatial resolution).

where D is the distance between the source and the sample holder and Rc is the curvature radius
of the crystals. In the ideal case of a crystal with a curvature radius of 40.0 m, FD is 11.4 m
instead of 20.0 m. Note that X-rays get diffracted only once in the Laue lens configuration;
therefore, the beam divergence reduces the focal length.

The main objective of this research is to fabricate a test module consisting of 12 bent
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Figure 2.6: Scheme showing how the deviation of one crystal from the nominal positioning angles (¹ and
ϕ) affect the position of the diffracted beam. Black points O represent the nominal diffracted position. The
variation ∆¹ along the Bragg angle ¹B (left) shifts the diffracted signal in O′y by ∆y = F tan (2∆¹). The
variation ∆ϕ of the polar angle with respect to the nominal position results in a shift of the diffracted beam
from O to O′z by an amount ∆z = r tan∆ϕ (right).

germanium crystals. With reference to Fig. 2.6, for a parallel beam impinging on the lens, the
proper orientation of the diffracted beam towards the Laue lens focus is achieved by adjusting
the crystal with respect to the ¹ angle, which is related to the Bragg angle, and to the polar, or
radial, angle ϕ. We aim to be able to build an astrophysical Laue lens with a PSF of the order of
30 arcsec Half Power Diameter (HPD) in all its energy band, which means that we require to
position the Bragg’s angle of the crystal with an accuracy <10 arcsec [Frontera et al., 2021]. The
misplacement of the image of a crystal due to a wrong incident angle scales with the focal of the
lens, so, with a long focal such as our case, it is very important to keep this type of misalignment
as small as possible. On the polar angle, instead, we can have a less strict requirement of an
accuracy of at least 2 arcmin since the misplacement of the image induced by a polar angle
misalignment scales with the radius of the lens, which is about one order of magnitude smaller
than the focal length. Even with a limited number of crystals, such a cluster is representative
of the elemental module that constitutes a complete Laue lens. The position of each crystal is
set under the control of the X-ray beam to align the positions of the centroid of their images all
on the same point on the detector. Each crystal is bonded to the substrate through the following
procedure:

1. the crystal is mounted on the hexapod, and the collimator is positioned in such a way that
the central part of the crystal is illuminated.

2. The position of the diffracted signal is measured with the flat panel. From the difference
between the nominal and measured positions of the diffracted signal, the Bragg and polar
angles are evaluated and provided to the hexapod to orient the crystal correctly.

3. A drop of glue is dispensed on the substrate in correspondence to the central part of the
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crystal. The polished side of the crystal is then pressed in contact with the adhesive. We
chose to apply the adhesive on the polished side to avoid the glue inducing excessive stress
on the crystals, possibly changing their curvature radii. The typical distance between
crystal and substrate is about 150-200 µm. A final check of the position of the diffracted
signal is made. By fitting the diffraction profile in both directions, the measurable positional
accuracy is better than 0.5 pixels, i.e., of about 2 arcsec.

4. The glue is cured from the back of the quartz substrate using a DYMAX BlueWave 75 UV
lamp, with a light guide. We alternated between short light shots and longer dark times.
The idea below this procedure is that the light shots partially cure the glue, so during the
dark times, there is still room to correct the position of the crystal in case the expected
shrinkage of the glue moves the crystal from its optimal position. For each crystal, we
performed 60 cycles of 0.5 s of light and 45 s of dark, then 20 cycles of 2 s of light and
45 s of dark. The total light time given to each crystal is 70 s, while the total dark time is
3600 s, so the curing process of each crystal takes 1 hour.

5. the crystal is released from the hexapod, and the position of the centroid of its diffracted
image is measured. The release of the crystal is typically the most crucial phase of the
bonding process since the combined effects of the adhesive force of the glue, gravity, and
backlash from the release of the crystal clamp can drastically change the position of the
crystal if the bonding process is not performed properly. The position of the diffracted
signal for each crystal is monitored at regular time intervals, with a particular interest in
evaluating its long-term stability.

2.1.3 Performance of the Laue lens module prototype

The assembled Laue lens module is shown in Fig. 2.7 (left), while the image of the crystals
illuminated together is shown in Fig. 2.7 (right). The bonding procedure is quite time-consuming
since continuous checks on the position of the crystals are needed throughout the process. Of the
ten days that passed from the bonding of the first to the last crystals, seven were working days,
resulting in the bonding of 1-2 crystals a day. To check the positional stability of the crystals
in the assembled module, we repeated the measurement of the position of the diffracted beam
from each crystal daily for 31 (21) days after the assembly of the first (last) crystal. After this
period, we noted that the crystals’ position remained stable for at least one week, after which we
stopped the daily measurements. The final sector was made by 11 crystals instead of 12 because
the crystal 26B got detached from its original position due to an assembly mishap and left a
white spot of cured glue on the quartz substrate (clearly visible in Fig. 2.7), which rendered it
impossible to bond another crystal on the same position without risks of damage to the assembly.
Finally, the profile of the image along the focusing direction is shown in Fig. 2.8, left, and the
profile along the non-focusing direction is shown in Fig. 2.8, right. The images shown in Fig. 2.7
have been taken 31 days after bonding the first crystal. Seven of the 11 crystals are aligned in
the central peak of the image, while four crystals (30A, 26C, 31A, 28B) are strongly misaligned
along the focusing direction. We can see that the width of the diffracted peaks produced by
the crystals 26C, 31A, and 28B are twice the width of the peak generated by the crystal 30A.
We believe this effect can be ascribed to the stress generated by the glue on the crystals, which
can be strong enough to deform their curvature radius. In the focusing direction, we can cleary
see the five distinc peanks in the combined image of the crystals. The most prominent peak is
centred at a distance of 45 arcsec from the expected position (see Fig. 2.8) and has a FWHM of
88 arcsec. The position and FWHM of every peak are reported in Table 2.2. On the non-focusing
direction, the profile of the image can be fitted by a box shape centred on 9.2 ± 0.3 arcsec from
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Figure 2.7: Left: The eleven crystals bonded on the quartz substrate fixed on the INVAR support. The
colour overlapped on each crystal corresponds to the colours used to distinguish each crystal on the plots
in Fig. 2.9. Right: diffracted image produced by the 11 crystals fixed on the substrate and illuminated
simultaneously. The centre of the green cross was the target position on which we tried to align the image
of each crystal.

Peak Number Normalization Mean [arcsec] FWHM [arcsec]

1 0.341 ± 0.009 −160.5 ± 0.9 64 ± 2
2 0.96 ± 0.03 45 ± 1 88 ± 3
3 0.181 ± 0.006 230 ± 1 67 ± 3
4 0.226 ± 0.009 336 ± 1 60 ± 3
5 0.22 ± 0.01 414.2 ± 0.8 25 ± 2

Table 2.2: Fit parameters of the five peaks forming the combined image of the 11 crystals bonded on
glass, projected along the focusing direction. The peaks are numbered in increasing order, from left to
right.

the target position and with a width of 267 ± 7 arcsec, which corresponds to a linear width on
the detector of 15 mm at the distance of 11.4 m, compatible with the expected crystal footprint
taking into account the divergence of the X-ray beam. The time stability of the assembly has
been evaluated by measuring the position of the centroid of every crystal daily after the cure.
Time stability measurements on both the Bragg and polar angle can be seen in Fig. 2.9. After
31 days from the cure of the first crystal, the average misalignment value in the Bragg’s angle
is 100 ± 50 arcsec, while the average misalignment value in the polar angle is 2 ± 3 arcsec.
The amplitude of Bragg’s angle distribution is 9.58 ± 0.03 arcmin, while the amplitude of the
polar angle distribution is 30 ± 7 arcsec. Taking into account that the angle with respect to the
incoming direction of the photons is twice the angle between the diffraction planes and the beam
[Frontera and von Ballmoos, 2010] in transmission configuration, the assembly misalignment of
the crystals is then obtained by dividing the angular misalignment we measured by two. This
means that the average Bragg’s angles’ assembly misalignment is 50 ± 25 arcsec and the width
of the distribution is 4.79 ± 0.02 arcmin, while the average polar angles’ assembly misalignment
is 1.0 ± 1.5 arcsec.
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Figure 2.8: Left: Profile along the focusing direction of the image produced by the assembled Laue
lens module. The main peak includes the overlapped images of 7 crystals. Right: Profile along the
non-focusing direction of the image produced by the assembled Laue lens module.

Figure 2.9: Measured misalignments in the Bragg’s angle (top) and polar angle (bottom) of each crystal
as a function of time after bonding.

43



CHAPTER 2. CURRENT STATUS AND NEXT ADVANCEMENTS OF THE LAUE LENS
TECHNOLOGY

2.1.4 Model validation and full lens simulation

The mean and width of the distribution of misalignment angles and the uncertainty of the radius
of curvature were used to simulate both a sector and a whole Laue lens. For this purpose,
the Laue Lens Library (LLL) [Virgilli et al., 2017] was used. The LLL is a hybrid analytical +
ray-tracing Monte Carlo tool developed to simulate different configurations of Laue lenses and
evaluate their performance. At present, the Laue simulation tool assumes that the curvature
radius of the crystals, as well as the angles ¹ and ϕ, can be distributed according to a uniform
or Gaussian profile with respect to an average value. However, the model does not include the
effect of the variation of the curvature radius, which may occur during the curing process due
to the aforementioned stresses. The simulated mosaicity of the crystals is set to 10 arcsec, as
required for the batch of crystals used in the experimental campaign.

Module of a Laue lens: laboratory configuration

First, a Laue lens module made from bent Ge (220) was simulated, assuming a uniform distri-
bution of misalignment errors on the Bragg’s and polar angles of the crystals. The mean and
width of these distributions are the same as measured from the assembled module. In addition,
we included in the simulation a uniform random distribution of the curvature radius of the
crystal, with a mean value of 39.7 m and width of 1.0 m. These values were obtained from
the measurements of the curvature radius of a sample of 82 bent crystals of Ge(220) prepared
explicitly for this project and measured at CNR-IMEM [Ferro et al., 2022] . The 11 crystals used
for this demonstration prototype are part of the same batch of samples. Each crystal’s assembly
misalignment angles and curvature radius were sampled from those random distributions.

In the simulations, we used the geometrical configuration of source–lens prototype–detector
system in our experimental setup, so we simulated a source-lens distance of 26.5 m, lens-detector
distance of 11.4 m and source size of 0.4 mm.

We also simulated the performance of a sector consisting of 12 perfect crystals of Ge(220),
all bent with a radius of curvature of 40 m and with no misalignment error from the ideal
position. This nominal module is taken as a reference for comparison with the experimental
module. Along the focusing direction (Y direction), the profile of the combined image from the
12 crystals has a Gaussian profile with a FWHM of 36.6 ± 0.1 arcsec. Along the non-focusing
direction (Z direction), no focalisation is expected due to the cylindrical curvature of the sample.
The data are fitted with a box profile centred on 0.01 ± 0.02 arcsec with width of 257 ± 7 arcsec.
The image and the profiles along the Z and Y directions of the ideal configuration sector are
shown in Fig. 2.10, left.

Images and profiles along the Z and Y directions for the distorted/misaligned configurations
are shown in Fig. 2.10, right. In the latter condition, the overall image of the crystals projected
along the focusing direction shows six separate peaks which can be fitted with Gaussian profiles.
The parameters used to fit the peaks are reported in Table 2.3. Along the non-focusing direction,
the data are fitted again by a box profile, with centre on 0.96 ± 0.08 arcsec and with a width of
260 ± 7 arcsec. Interestingly, along the Z direction, which is less affected by assembly errors,
the width of the simulated realistic image is perfectly consistent with the width of the real image
of the prototype along the vertical direction.

Module of Laue lens: astrophysical configuration

To assess the impact of the beam divergence, we simulated the prototype’s behaviour in an
astrophysical configuration, i.e., with a lens-detector distance of 20 m and a point-like source
at an infinite distance. Even in this case, we simulated both an ideal lens sector and a sector
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Peak Number Normalization Mean [arcsec] FWHM [arcsec]

1 0.98 ± 0.01 −242.5 ± 0.2 49.7 ± 0.7
2 0.284 ± 0.005 −167.6 ± 0.2 35.5 ± 0.7
3 0.282 ± 0.005 −54.0 ± 0.2 36.7 ± 0.7
4 0.344 ± 0.005 130.7 ± 0.2 35.7 ± 0.5
5 0.88 ± 0.01 218.5 ± 0.2 37.5 ± 0.6
6 0.259 ± 0.004 273.3 ± 0.2 37.0 ± 0.7

Table 2.3: Fit parameters of the six peaks forming the combined image of the 12 Ge(220) crystals
composing the simulated sector, projected along the focusing direction, in the laboratory configuration.

Figure 2.10: Comparison of the simulated images and profiles in the case of ideal crystal alignment
configuration (left) and a configuration reproducing the laboratory setup with the observed alignment
error (right). Top: Focal plane images of an ideal and a real sector. Centre: Profiles along the focusing
direction. Bottom: Profiles along the non-focusing direction.
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Peak Number Normalization Mean [arcsec] FWHM [arcsec]

1 0.89 ± 0.03 −135.0 ± 0.6 61 ± 2
2 0.82 ± 0.01 88.5 ± 0.2 37.6 ± 0.6
3 0.91 ± 0.01 149.8 ± 0.2 52.4 ± 0.9
4 0.437 ± 0.007 208.6 ± 0.2 36.0 ± 0.7
5 0.903 ± 0.008 276.4 ± 0.1 38.9 ± 0.4

Table 2.4: Fit parameters of the five peaks forming the combined image of the 12 Ge(220) crystals
composing the simulated sector, projected along the focusing direction, in an astrophysical configuration
(point-like source at infinity).

with the same curvature radius distribution of the crystals and assembly error distribution as we
measured on the prototype.

In the ideal lens case, the profile of the combined image from the 12 crystals along the
focusing direction has a Gaussian profile with a FWHM of 36.0 ± 0.1 arcsec. Along the non-
focusing direction, the data are fitted with a box profile centred on −0.01 ± 0.03 arcsec with a
width of 104 ± 4 arcsec. Images and profiles along the Z and Y direction from both the simulated
configurations are shown in Fig. 2.11.

In the realistic configuration, due to the random sampling of the misalignment distributions,
the overall image of the crystals along the focusing direction shows five separate peaks. These
peaks can be fitted with Gaussian profiles whose parameters are reported in Table 2.4. Along the
non-focusing direction, the data are fitted again by a box profile, with centre on 3.05 ± 0.03 arcsec
and with a width of 103 ± 4 arcsec. Again, this is compatible with the expected angular size of
the 10 mm long non-focusing side at a distance of 20 m for a parallel beam.

Full Laue lens

With the same set of parameters characterising the astrophysical configuration, we simulated a
full Laue lens made of ∼13700 Ge(220) crystals working in the energy range 100 - 500 keV, in
the ideal case of no errors on the curvature radius of the crystals and no misalignment errors.
Results from the simulations are shown in Fig. 2.12, left. For the ideal configuration case, the
PSF’s HPD is 54 ± 4 arcsec, mainly due to the mosaicity of the crystals. By adding a uniform
distribution of alignment and curvature radius errors and reproducing the parameter spread
measured on our prototype, we obtain the results in Fig. 2.12, right. In this case, the PSF is
broadened to a Half-Power diameter of 289 ± 4 arcsec.

2.1.5 Discussion of the results

For this prototype, we obtained an average assembly misalignment in the Bragg’s angle value of
50± 25 arcsec and an average misalignment in the polar angle position of 1.0± 1.5 arcsec, which
means that we were able to reach a good accuracy in the polar angle positioning alignment. In
contrast, the misalignment in the Bragg’s angle is two orders of magnitudes larger. We observed
that the position of the crystals is subjected to fluctuations in the first 3–4 days after the glueing
procedure; however, it settles afterwards.

Simulations based on our physical model of the Laue lens corroborate these observations and
can reproduce a typical observed PSF produced by a single sector when the experimental setup
is adopted, namely the source-lens geometrical configuration, the number of crystals and the
alignment error distribution. Note that the presence of different features between observed and
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Figure 2.11: Comparison of the simulated images and profiles in the case of ideal sector configuration
(left) and real configuration (right), with an astrophysical source. Top: Focal plane images of an ideal
and a real sector. Centre: Profiles along the focusing direction. Bottom: Profiles along the non-focusing
direction.
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Figure 2.12: Left: (top) image produced by a simulated ideal full Laue lens built with Ge(220) crystals
working in the 100-500 keV energy band; (bottom) radial (red curve) and cumulative (black curve) counts
from the centre of the PSF. All the crystals are bent with the same curvature radius of 40 m, and no
misalignment errors are present. The black dot-dashed line in the middle represents the 50% integrated
counts level. Right: same as in the left panel, but with a real Laue lens in which the curvature radius of
the crystals are distributed according to the measured uniform distribution (centre = 39.7 m, width =
1.0 m) and the misalignment errors are uniformly distributed as observed (centre = 101 arcsec, width =
161 arcsec for the Bragg angles; centre = 2 arcsec, width = 9 arcsec for the radial positioning angles). The
black dot-dashed horizontal line represents the 50% cumulative counts.
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simulated sector PSF is due to the randomisation of the angular misalignments performed by the
LLL code, which at the moment cannot be supplied with the measured errors.

By extrapolating these performances to a whole Laue lens assembly, adopting a uniform
distribution of misalignment errors, simulations show a final PSF with an HPD = 289 ± 4 arcsec.
This is our best result in building a long-focal Laue lens prototype with adhesive-based bonding
techniques. The Narrow Field Telescope on board the ASTENA mission has a PSF requirement
of 30 arcsec, which would call for a reduction of at least one order of magnitude in the Bragg’s
angle misalignment with respect to what we have obtained to date. The most significant source
of misalignment in our process is the unpredictability of the volumetric shrinkage of the glue,
which, combined with the release of heat during the cure, makes it challenging to position the
crystal with the desired level of accuracy.

To address the challenges of the bonding technique outlined above, we are currently inves-
tigating various alternative approaches. The final goal is to robustly bond the crystals while
ensuring their precise alignment. As previously emphasised, the role of the adhesive is critical,
especially when its thickness lacks uniformity, leading to uneven shrinkage during the curing
phase. By reducing the miscut angle to a few arcseconds and, more importantly, by using crystals
with a uniform miscut, one could significantly reduce the adhesive thickness between the crystals
and the substrate, thus alleviating the stress induced by the curing process.

Our research so far shows that the level of positional accuracy of bent crystals achieved with
UV-curable adhesives allows a long-focal length Laue lens to focus hard X-ray radiation onto
a spot with a half-power diameter of 4.8 arcmin. With such a performance for the entire lens,
even though it is still far from the 0.5-1 arcmin goal, one could build a narrow-field telescope
for high energy spectro-polarimetry capable of obtaining a significant jump in sensitivity in the
50-600 keV band, when compared to current non-focusing instrumentation, thereby opening a
new window in hard X and soft gamma-ray astrophysics.

The results of this work were published in the Journal of Astronomical Telescopes, Instru-
ments, and Systems (JATIS) and the paper is reported in the Appendix.
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2.2 New techniques for Laue lens building

The experience of assembling the Laue lens prototype highlighted some criticalities that must be
addressed to reach the assembly accuracy desired for ASTENA/NFT’s optics. In particular:

1. Our current assembly technique relies heavily on human input; automatised bonding
equipment is not used yet. This makes the process very time-consuming and subjected to
many uncontrollable sources of errors.

2. The presence of a miscut angle on the planes of the crystals makes it necessary to perform
the alignment under an X-ray beam since the surface of the tiles cannot be used as an
optical reference. This means that, at the moment, the process requires very specific
equipment and facilities and is not ideal for industrial production.

3. Since the X-ray beam of the facility is horizontal, we need to perform our bonding
vertically, limiting our choice of adhesives to high-viscosity glues.

In this chapter, I will describe further experiments and techniques we investigated to progress
the limits of Laue lens technology above the level we reached with TRILL.

2.2.1 Automatized placement tests

In collaboration with the Institute for Data Processing and Electronics (IPE)2 of the Karlsruhe
Institute of Technology (KIT), we tested the possibility of automating the bonding process with
dedicated equipment. The group of Electronics at IPE has years-long experience in bonding
techniques for microelectronics, from standard wire bonding [Harman and Harman, 2010]
to flip-chip techniques, bump bonding and more [Lau, 2016]. The IPE’s group worked on
the bonding of the detector sensors of the Compact Muon Solenoid (CMS) experiment at
CERN [Caselle et al., 2016], of the Compressed Baryonic Matter (CBM) [Pfistner et al., 2019]
experiment at FAIR facility (GSI, Germany)3, and of the PANDA (anti-Proton ANnihilations
at DArmstadt) experiment at GSI4. IPE’s laboratory is equipped with cutting-edge machinery
to perform different types of bonding and test their properties. With the supervision of Dr.
Michele Caselle of IPE, we performed two different bonding experiments in which we bonded
Germanium crystals to two different substrates (Zerodur and fused quartz glass) with the use of
the FINEPLACER Femto automatic die bonder by Finetech5.

The experiment aims to test the quality and uniformity of the bonding process. Diffraction
alignment is not possible at KIT since it needs to be performed under an X-ray beam. Still, it
is possible to obtain an idea of the repeatability of the bonding, the long-term stability of the
alignment, and its applicability to our type of crystals.

Materials and experimental set-up

The 16 tiles used for this experiment are again Ge(220) crystal tiles with cross-section 30× 10 mm2,
with thickness S = 1.54 − 1.77 mm, and they are cut such that the diffraction planes are parallel
to the 10 × S mm2. The curvature radius and the thickness of the crystals are shown in Table 2.5.

We tested two different substrates: a circular, fused quartz substrate (diameter = 100 mm,
thickness = 5 mm) and a trapezoid (long base = 78 mm, short base = 67 mm, height = 182

2https://www.ipe.kit.edu/english/index.php
3https://www.gsi.de/en/researchaccelerators/fair
4https://panda.gsi.de/
5https://finetech.de/products/fineplacer-femto-2/
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Crystal ID Curvature Radius Thickness Prototype
(m) (µm)

29 39.4 ± 0.1 1.59 ± 0.01 1
30 37.8 ± 0.1 1.63 ± 0.01 1
33 41.0 ± 0.1 1.72 ± 0.01 2
34 41.4 ± 0.1 1.57 ± 0.01 2
35 41.1 ± 0.1 1.63 ± 0.01 2
36 40.2 ± 0.1 1.76 ± 0.01 1
37 41.3 ± 0.1 1.71 ± 0.01 2
39 37.8 ± 0.1 1.62 ± 0.01 2
40 40.5 ± 0.1 1.77 ± 0.01 1
41 40.3 ± 0.1 1.60 ± 0.01 1
44 41.1 ± 0.1 1.65 ± 0.01 1
45 41.1 ± 0.1 1.75 ± 0.01 1
47 39.7 ± 0.1 1.63 ± 0.01 1
48 39.7 ± 0.1 1.62 ± 0.01 2
49 39.9 ± 0.1 1.54 ± 0.01 2
50 41.4 ± 0.1 1.64 ± 0.01 1

Table 2.5: Curvature radius and thickness of the batch of crystals used for the assembly test at the KIT
institute.

mm, thickness = 4 mm) Zerodur substrate, remainder of unused substrates from the TRILL
experiment. The glue used is again OP 61 LS by DYMAX.

The bonding is performed with the use of the FINEPLACER Femto bonding machine (Fig.
2.13, A). The machine is an automatic flip-chip die bonder with pick-and-place technology. The
machine can pick up a die, orient it according to a predefined reference and bond it to the desired
position on the substrate through a pattern recognition algorithm, which can be programmed to
recognise specific patterns on the die and the substrate. In this way, the machine can orient and
position the die with an accuracy of 0.5 microns on the horizontal plane.

The working plate of the machine is divided into two trays (Fig. 2.13, B): one is for the
dice, and the other is for the substrate. The dice are placed on a Gel-Pak substrate, and then the
Gel-Pak is placed on the dice tray. When the machine is operative, vacuum is applied below both
trays so that the Gel-Pak and substrate are kept in position, and the dice are released from the gel
tray.

The machine picks up a die with a movable arm (Fig. 2.13, C) equipped with a flat, rotating
head. The die is rotated to the desired position and then positioned on the substrate. Vacuum is
applied on the head of the arm to keep the die in position during the whole process. Finally, the
die is bonded with the desired bonding technique. For this purpose, the machine can heat up and
press the sample, work in different atmospheres, and be equipped with attachments for specific
bonding methods. A schematic of a general bonding procedure is shown in Fig. 2.14.

The head of the vacuum arm and the bonding plate of the machine are properly adjusted to a
high degree of parallelism. For our scope, the machine, at the moment, has an important limit:
it orients the crystal only in the horizontal direction, so crystals and substrate are bound to be
parallel between each other, meaning that it is not possible to set the crystals at a specific Bragg’s
angle by tilting the crystal with respect to the substrate. However, it is still possible to obtain a
rough idea of the potentiality of an automatised bonding process by comparing the dispersion
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Figure 2.13: A: The FINEPLACER femto machine by Finetech available at KIT. B: The working plate
of the machine. The Gel-Pak with the dice to bond is visible on the left, while the substrate tray, with a
circular glass substrate on top, is visible on the right. C: The movable arm of the machine is visible on the
right, bent on the substrate to keep a die in position.

Figure 2.14: Step-by-step schematics of an example bonding process with the Finetech bonding machine
available at KIT. Step 1: the machine recognises a specific pattern on the die to bond (in this example, the
corners of the sample) and picks up the die. Step 2: while the machine’s movable arm holds the die, the
pattern is used to rotate and orient the die to the desired direction (green dashed line), defined through
an automation code. Step 3: the machine recognises a pattern on the substrate that defines the bonding
position (in this example, the red cross). Step 4: the machine bonds the die on the substrate in the desired
position.
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of the diffracted images of the crystals bonded at KIT with the dispersion we can expect due to
the different miscut among the crystals: if the former is compatible with the latter, it means that
the alignment errors introduced by an automatised bonding are compatible or smaller with the
crystals’ miscut angles distribution.

Bonding procedure

In the first experiment, we bonded nine Ge(220) crystals to a circular substrate. The crystals used
for this test are marked in Table 2.5. For this first module, we decided to position the crystals on
a 3 x 3 grid. We set up the crystals on the Gel-Pak and programmed the machine to recognise
the corner edges of the tiles and use them as a reference for the orientation. Then we set up the
substrate on its tray and, for each crystal, we followed those steps:

1. The machine picks up and orients the crystal. Each crystal is oriented so that the bottom
edge is parallel to the bottom edge of the substrate holder tray. In this way, all the crystals
should be equally distanced from each other.

2. A drop of glue is deposited on the substrate. At the time of the experiment, the glue was
dispensed manually by an operator; however, it is possible to upgrade the machine with an
automatic glue dispenser.

3. The crystal is moved to the desired bonding position and put in contact with the glue. The
machine is programmed to hold the crystal in position while exerting 5 N of force toward
the substrate for 120 seconds while the glue is cured. The glue is cured with a UV beam
coming from the side of the substrate since the back was covered by the machine tray and
inaccessible.

4. the crystal is released, and the procedure is repeated with the next crystal until all the
crystals are bonded to the substrate.

The same procedure was repeated with the Zerodur substrate, on which we bonded the
remaining crystals.

Prototypes’ testing

The aims of the tests on the prototype are:

1. to verify that bent crystals could withstand the bonding procedure, i.e., their shape was not
deformed in the process.

2. To test the capability to evenly space the crystals, meaning that we can co-align the crystals
on the substrate plane.

3. At LARIX, test whether the distribution of the diffracted images is compatible with the
expected spread due to the crystals’ miscut.

At KIT, we performed a first visual inspection of the two prototypes (Fig. 2.15). From the
assembled modules, it is visible that the machine could not reach a high level of accuracy in the
positioning of the crystal. This is due to the jagged corners of the tiles (Fig. 2.16), which are
the result of the surface lapping process. This reduces the accuracy of the pattern recognition
process, inducing a rotation error. In future experiments, we will take this into account and
search for a technique to obtain clean, sharp edges on all the crystal tiles. A possible solution is
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Figure 2.15: The two Laue lens prototypes assembled at KIT. Left: first prototype, made by nine crystals
of germanium bonded on a glass substrate. Right: second prototype, made by seven crystals bonded on a
Zerodur substrate. The numbers on the crystals correspond with the identification numbers in Table 2.5

Figure 2.16: Microscopic image of crystal 29 (left) and detail of the bottom-left corner (right). The
edges of the crystals appear jagged due to the lapping process, making it hard for the bonding machine to
reconstruct the shape of the tile properly.

to pot the crystals in resin, which can be modelled to get very sharp edges without damaging the
crystal. However, this requires tests to verify (1) that the resin and its mechanical machining
do not change the crystals’ curvature radius, (2) that the resin does not reduce excessively the
diffraction efficiency of the crystals, and (3) how accurately we can orient the crystals inside the
resin.

After this first inspection at KIT, the two prototypes were tested at the LARIX-T facility. The
setup for the prototypes’ tests at LARIX is analogous to the setup described in Sect. 2.1, which
was used for the TRILL project prototype. Both the trapezoid and the circular substrates were
mounted on the hexapod: the first was fixed via steel brackets, while the second was placed in a
3-D printed circular sample holder. The samples were fully illuminated with the polychromatic
X-ray beam (voltage = 200 V, current = 4 mA), and the assemblies were rotated until all the
crystals produced a diffracted image on the detector simultaneously. Then, we set the aperture
of the collimator to 8 × 8 mm2 and illuminate the position of each single crystal separately. In
this way, it is possible to record the misalignment of the crystals day by day and test the time
stability of the assembly.

From the tests on the Zerodur substrate, we observed that the crystals could sustain the
bonding process. The angular spread of the crystals along the ¹-direction results to be 15 arcmin,
which is remarkably similar to the typical value of miscut of 0.25 deg for standard, factory-
produced Germanium wafers. This indicates that this type of bonding process is already very
accurate without X-ray control, introducing an error <15 arcmin on the position of the crystal.
Remarkably, at the LARIX facility, we cannot reach this level of accuracy without using the
X-ray beam to perform a first rough alignment of the crystals. If we could obtain/produce crystals
with a very low miscut, it would be possible to use this type of machine to bond them with a
very high accuracy level.

Less positive results were obtained on the crystals bonded to the glass substrate, for which
almost all the diffracted images were misshaped, indicating that a deformation of the structure of
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Figure 2.17: Crystals’ relative misalignment angles with respect to crystal 34 (reference), vs days from
cure.

the crystals occurred during the bonding process. Results of this experiment suggest that that
the substrate choice for this process is crucial; we believe that Zerodur’s very low coefficient of
thermal expansion and higher Young’s modulus with respect to fused quartz were responsible for
reducing the amount of deformation transferred to the crystal during the bonding process. More
tests are needed to understand which substrate materials are the best for this procedure. Still,
Zerodur seems to be a promising material, but it has the disadvantage of being more expensive
than fused quartz/silica glass. Finally, this bonding process showed a very high time stability,
way higher than the stability we obtained with the TRILL prototype. Stability data were collected
for the Zerodur prototype and are shown in Fig. 2.17. For the Bragg’s angle misalignment error,
we fixed one of the crystals (crystal 34) as a reference and evaluated the misalignment of the
image of the other crystals with respect to the image of crystal 34. Even though it was impossible
to test the first days immediately after the bonding, the high assembly stability reached with this
technique is evident.

Conclusion and prospects

In conclusion, this experiment at KIT confirmed that it is necessary to invest in technologies
to automate and perfect the process to overcome the limits reached with glue-based bonding.
The advantages of a more controlled environment are visible both from the point of view of
the time stability of the assembly and from the amount of time necessary to build one sample.
More research can be performed toward automating the process at LARIX and/or increasing the
synergy with KIT and other institutions to exploit high-precision bonding techniques and push
further the maximum accuracy which can be achieved with adhesive-based bonding.

We also want to remark that, at the moment, we are also exploring other techniques not
based on the use of adhesives, which are anodic bonding for Laue lenses [Mazzolari et al., 2023],
the development of tunable Laue lenses, and the SiLC (Silicon Laue Component) technology
[Barrière et al., 2023], in collaboration with cosine Measurements Solutions6.

Anodic bonding is a well-established semiconductor physics technique used to perform direct
bonding between silicon wafers and within silicon and suitable glass [Knowles and van Helvoort,
2006]. In collaboration with the semiconductor physics group of the University of Ferrara, we

6https://www.cosine.nl/
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are developing the technology to bond flat, super-polished, very low miscut (<15 arcsec) silicon
tiles to bent glass substrates in such a way to simultaneously bend the crystals to the desired
curvature radius and bond them to the suitable substrate. Tests will be performed to extend this
technology to germanium crystals.

Adjustable Laue lenses, instead, have already been proposed by different authors [Lund,
2021], and they solve the problem of properly orienting the crystals by changing approach and
using tunable systems, such as micrometric screws or piezoelectric motors to finely position each
single crystals, potentially performing active adjustments of the lens while in use. A possible
solution, which exploits the deformation of an elastic support through piezo motors to orient
crystals, has been proposed for a proof of concept study at the INAF institute.

Finally, we are collaborating with cosine to test SiLC modules at LARIX. SiLCs have been
developed as a heritage of the Silicon Pore Optics developed for the ATHENA space mission
by ESA [Girou et al., 2023, Keek et al., 2023], and consist of stacks of silicon wedged plates,
curved in two directions to provide radial and azimuthal focusing. They can be a great solution
to build Laue lenses working up to 150 keV, and a SiLC test campaign is foreseen at LARIX, in
which we will test the focalisation capabilities of a SiLC module and its diffraction efficiency.
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Chapter 3

ASTENA as a high energy polarimetry

observatory

Polarimetry of hard X-rays and soft gamma-rays is a key observational parameter to investigate
the emission mechanisms and geometry of a wide number of cosmic objects and events such as
GRBs, pulsars, binary black holes, and AGNs, whose emissions are expected to be polarised. In
the last two decades, missions such as RHESSI [Lin and RHESSI Team, 2002], INTEGRAL,
AstroSat [Chattopadhyay et al., 2019], POLAR [Kole and Polar Collaboration, 2017, Kole
et al., 2020], and PoGO+ [Friis et al., 2018] brought a great contribution to the field. However,
our knowledge of the polarimetric properties of high-energy sources is still limited, and new
instruments with enhanced polarimetric capabilities are needed. In this chapter, we will describe
the very basics of polarimetry with Compton interaction, which is typically the dominant type
of interaction between radiation and matter in the soft gamma-ray energy band, then we will
present the results of our study devoted to understanding how ASTENA can contribute to the
field of high energy polarimetry.

3.1 Compton polarimetry basics

The Klein-Nishina [Klein and Nishina, 1929] differential cross-section of Compton interaction,
for a linearly polarised beam, can be written as:

dÃ
dΩ
=

r2
0ϵ

2

2

(1
ϵ
+ ϵ − 2 sin2 ¹ cos2 ϕ

)

(3.1)

where r2
0 is the classical electron radius, ϵ is the ratio between the energy of the scattered photon

and the energy of the incoming photon, ¹ is called Compton scattering angle and is measured
with respect to the direction of the incident photon, while ϕ is the azimuth scattering angle,
measured with respect to the direction of the electric field vector of the incident photon (Fig.
3.1, left). The Klein-Nishina cross-section foresees that, for linearly polarised radiation, the
probability distribution of the azimuthal angle has a maximum along the direction orthogonal
to the polarisation direction and a minimum in the parallel, while all the directions should be
equally probable for an unpolarised beam (Fig. 3.1, right). The azimuthal scattering distribution
also shows a strong dependence on the energy, and its asymmetry reduces with the increase of
the energy of the scattered beam (Fig. 3.2).

Exploiting this property of Compton interaction, it is possible to infer the polarisation
intensity and direction of a linearly polarised beam by analysing the distribution of photons
scattered on a detection plate. For a Compton polarimeter, then, the number of detected events
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Figure 3.1: Left:Schematics of the typical Compton scattering geometry. The angle ¹ is the Compton
scattering angle, while ϕ is the azimuth scattering angle. Right: Klein-Nishina normalised probability
distribution on the azimuthal plane for a 300 keV scattered beam. The red solid line is the probability
distribution for a 100% polarised beam, the blue dashed line is the distribution for an unpolarised beam.

Figure 3.2: Maximum theoretical modulation factor vs Compton scattering angle, for different energies.
The higher the modulation factor, the higher the degree of polarisation. Reprinted from Kierans et al.
[2022].
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Figure 3.3: Compton scattering cross-section expressed as modulation function (left) for polarised (red)
and unpolarised (blue) radiation. In the case of an unpolarised beam, the modulation curve appears
completely flat, while for a polarised beam, it shows the typical cosine behaviour.

as a function of the azimuth angle can be written as:

N(ϕ) = N0(1 + Q cos(2(ϕ − P + Ã/2)) (3.2)

This function is usually called modulation curve, in which N0 is a normalisation factor, Q is
the so-called modulation factor, and P represents the polarisation angle. This means that, by
fitting the distribution of the scattered photons, it is possible to obtain information on both the
polarisation level and the polarisation angle of the incoming radiation (Fig. 3.3).

Segmented detectors, with 2D/3D spatial resolution, can be ideal Compton polarimeters,
since each segment of the detector can act both as a scattering and a detection unit by exploiting
a coincidence event logic, thus allowing us to reconstruct the photons’ distribution. However,
the pixelisation of the detector induces systematic effects on the shape of the modulation plot,
which can lead us to overestimate the polarisation level. To take this into account and remove
the effects of systematics in the modulation plot, we correct the polarised modulation curve N(ϕ)
with the unpolarised modulation curve Nunpol(ϕ) measured in the same conditions: [Lei et al.,
1997]

Ncorr(ϕ) =
N(ϕ)

Nunpol(ϕ)
Nmax

unpol (3.3)

where Ncorr(ϕ) is the corrected polarised modulation curve and Nmax
unpol

is the maximum of the
unpolarised modulation curve. Once the correction is done, it is possible to fit the corrected
modulation curve and extract the polarimetric information from the curve.

3.2 Optmization of ASTENA/NFT and ASTENA/WFM po-

larimetric capabilities

Even though they are based on different technologies, the detector of ASTENA/NFT and the
ASTENA/WFM are both segmented detectors with 3D spatial resolution. Given the importance
of polarimetry in high-energy astrophysics, we decided to investigate the polarimetric capabilities
of those instruments. The first part of our work focused on testing and optimising different
configurations for both instruments. Then, once we determined an optimised configuration, we
simulated realistic astrophysical sources to test the capabilities of both instruments. In both
cases, the analysis procedure followed the same logic:
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1. We implemented a Monte Carlo model of the instruments using the MEGAlib tools
[Zoglauer, 2019], a Geant4-based software designed to easily simulate gamma-ray detec-
tors, perform event reconstruction, and high-level analysis. MEGAlib is specialised in
Compton telescopes, but its high flexibility makes it a very good tool to simulate different
types of high-energy detectors, not limited to astrophysical applications.

2. We simulated different types of sources and their interactions with the detector model, then
we used the REVAN software [Zoglauer, 2005] of the MEGAlib tools to reconstruct the
Compton events happening inside the detectors. For each source, we simulated both a
polarised and unpolarised beam variant, in such a way that we could use the unpolarised
modulation curve to correct for the geometrical systematics of the detectors. The REVAN
software reconstructs all the events occurring in the detector and flags them according to
the type of interaction (photoelectric, Compton scattering, pair production, etc.)

3. We used a custom Python tool1 to analyze both polarized and unpolarized reconstructed
event data. From the reconstructed events, the software creates a scattering matrix and a
modulation curve using only events that satisfy some selection criteria, then it corrects
the polarised modulation curve with the unpolarized data. Finally, the Python software
outputs the modulation factor, the polarisation angle, and the number of events used to
construct the modulation curves.

Optimising the configuration means finding the one that allows us to obtain the lowest MDP, and
this strongly depends on the value of the modulation factor Q and the detection efficiency of
Compton interactions. In this section, we will describe the first part of our work, which was to
optimise the configurations of NFT and WFM.

3.2.1 ASTENA/NFT Monte Carlo model and source model

First, we implement a simplified Monte Carlo model for the NFT based on its requirements and
the most recent developments in the technology of 3D CdZnTe spectra-polarimeters [Abbene
et al., 2020]. The model was implemented with the MEGAlib/Geomega package and consisted
of a stack of 4 thick layers of CZT separated by 10 mm thick layers of a PCB-type passive
material, representative of the read-out electronics (Fig. 3.4, left). The spectroscopic response of
the detector was modelled by previous measurements on CZT drift-strips spectrometers, (Fig.
3.4, right), and the low energy threshold for the detector was set to 5 keV, which is a reasonable
value at room temperature [Kuvvetli, 2003]. Each CZT layer has a volume of 80 × 80 × 20 mm3

and was divided into voxels, i.e. 3D cubic pixels, the size of which was representative of the 3D
spatial resolution of the detector. Since we were interested in understanding the influence of the
spatial resolution of the instrument on its polarimetric performance, we defined five models with
different voxels’ side length: 0.25 mm, 0.5 mm, 1.0 mm, 2.5 mm, and 5.0 mm.

To simulate the focalised X-ray beam coming from the Laue lens, we defined an on-axis
source placed at 20 m from the detector model, aligned with the centre of the detector. The
spatial profile of the source is a Gaussian-profile cone beam, with a FWHM of 1.5 mm, equal to
the expected PSF-HPD of NFT.

This is an approximation of the real beam; the true beam coming from the Laue lens will be
inclined with respect to the lens axis of 0.4 deg @700 keV up to 4.5 deg @50 keV. We expect,
however, that due to the cylindrical symmetry of the lens, for each off-axis beam, there will be a
symmetric beam with opposite off-axis angle, such that any possible systematic errors coming
from the effect of impinging on the detector with off-axis beams, will be cancelled out. We

1https://github.com/Lisa9584/PolSoftware.git
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Figure 3.4: Left: Simplified Monte Carlo model of ASTENA/NFT used to optimise the detector geometry.
The grey layers are CZT, while the green layers are PCB. Right: Interpolated energy resolution used for
the Monte Carlo model. Data from Kuvvetli [2003].

performed a systematic study to validate this assumption: we simulated pairs of symmetric
off-axis beam sources, varying the number of paired beams from 2 to 128, reconstructed the
modulation curve of the radiation, and evaluated the distribution of the modulation factors. We
evaluated a standard deviation on the value of the modulation factor of 0.02 from the central
value, comparable with the errors (Fig. 3.5). Hence, we adopted the on-axis approximation to
simplify the code and speed up the simulations without compromising the results.

Finally, the baseline event selection logic is as follows:

1. events flagged as Compton which are not compatible with Compton kinematics are re-
jected;

2. events for which the scattering and detection points are closer than 2 voxels are rejected.
This is to reduce the systematic effect induced by the first neighbour voxels, for which, due
to the detector’s pixelisation, it is impossible to measure the Compton angle with enough
accuracy.

3. After the first Compton interaction, further interactions of the same type can happen.
We call multiplicity M the total number of interactions composing an event flagged as
Compton, being two the minimum. We accept all the events with M > 2 but use only the
first two interaction points to reconstruct the modulation curve.

Polarimetric capabilities characterisation and optimisation

The first thing we investigated was the multiplicity of the detected Compton scattering events
as a function of the energy and the voxels’ size. For this test, we illuminated each of the five
detector models with monochromatic beams of energies 150 keV, 300 keV, 500 keV and 1 MeV.
For each energy, we simulated the behaviour of the detector both for polarised and unpolarised
radiation. The simulations are run with the MEGAlib/Cosima tool, then pre-processed by the
MEGAlib/REVAN tool, and finally, they are analysed with our Python software, in which we
implemented the event selection logic. We evaluated the modulation plot for the polarised
and unpolarised data by splitting the scattering plane into 24 angular bins, and then we used
the unpolarised data to correct the polarised modulation curve. Finally, the corrected curve is
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Figure 3.5: Modulation factor Q evaluated for an on-axis, cone beam (red) and for an increasing number
of pairs of symmetric off-axis sources (black). The evaluated modulation factors are compatible within
the errors.

fitted with Eq. 3.2 to extract the modulation factor and the reconstructed polarisation angle. An
example of the pixelised scattering maps and modulation plots obtained in this process are shown
in Fig. 3.6. If we compare the scattering map and modulation plot of polarised and non-polarised
radiation, the difference in the spatial distribution of the photon on the detector plane is evident.
Notably, we can see the systematic effects due to the square shape of the voxels in the modulation
plot of the unpolarised radiation, which shows four spikes. We can also see how effective the
correction technique that we applied is since the corrected modulation plot does not show any
geometrical systematic errors anymore.

Results are shown in Fig. 3.7. Independently from the voxel scale, we can see that, by
increasing the energy, the number of events with M > 2 increases. This is to be expected: the
higher the energy of the impinging beam, the higher the probability that the scattered photon is
still very energetic and can undergo further Compton scattering. Interestingly, we can see that
by decreasing the voxel size, the number of events with higher multiplicity increases. This is a
direct effect of the increase of the spatial resolution of the detector: smaller resolutions allow the
detector to separate better multiple interactions happening very close to each other, increasing
the average multiplicity of the events.

Then, we tested the variation of the modulation factor Q as a function of the voxel scale.
Results are shown in Fig. 3.8, left. The best results at every energy are obtained for values
of the voxel scale f 0.5 mm, compatible with the requirements of ASTENA/NFT. Detection
efficiency, instead, does not depend on the voxel scale, but only on the volume of active detection
material. In Fig. 3.8, right, we report the evaluated detection efficiency without event selection,
for different multiplicities.

We chose the configuration with 0.25 mm side voxels since it is closer to the spatial resolution
requirements of ASTENA/NFT (<0.3 mm). In this configuration, we performed a finer evaluation
of the modulation factor and the detection efficiency, this time after the event selection. Results
are shown in Fig. 3.9.

Finally, we tested our capability to reconstruct the polarisation level and the polarisation
direction from the measured modulation plot. We simulated beams with 1%, 3%, 5%, 10%, 30%,
and 50% polarisation levels (polarisation angle = 0 deg), and we compared the injected value of
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Figure 3.6: Left: Side-by-side comparison of the scattering map and the modulation curve for an
unpolarised and a 100% polarised beam. In both cases, the beam energy is 300 keV and the voxel size is
0.25 mm. Right: Corrected polarised modulation curve of the same data. We can see how applying the
correction removed the systematic effects. Reprinted from Moita et al. [2023].

Figure 3.7: Left: Absolute efficiency of events with different multiplicities vs energy, in the case of 0.25
mm voxel resolution. Event chains made by one single interaction point, which are not Compton events,
are also included. Right: Absolute efficiency of events with different multiplicities vs voxel scale, for two
different values of energy. Reprinted from [Moita et al., 2020]

Figure 3.8: Left: Modulation factor vs voxel size for different values of energy. Right: NFT’s detection
efficiency (without event selection) vs energy.
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Figure 3.9: Modulation factor (red) and Compton events selection efficiency (blue) vs energy for a voxel
side of 0.25 mm. Reprinted from Moita et al. [2021].

Figure 3.10: Left: Measured polarisation level vs simulated for three different energy values. Right:
Measured polarisation angle vs simulated for three energy angles.

the polarisation level with what we obtained by fitting the modulation curve. In the same way,
we simulated beams with 45 deg, 60 deg, 80 deg, 85 deg, 87 deg, and 90 deg polarisation angles
(polarisation level = 100%) and compared the reconstructed angle with the simulated. Results
are shown in Fig. 3.10. We can see that both the polarisation level and the polarisation angle can
be well reconstructed.

NFT final Monte Carlo model

Based on this study and the current developments in spectra-imager, high-resolution CZT
technologies [Caroli et al., 2022], we defined a more realistic model of the NFT detector. The
full detector is now split into a stack of several detector units. Each unit consists of a CZT crystal
with anode electrodes oriented in one direction on the largest side and strip cathodes oriented in
the perpendicular direction on the other side (Fig. 3.11, left). With current technologies, it is
possible to realise CZT wafers 5 mm thick, with 20 × 30 mm2 cross-section. The PCB material
now has an "L" shape, 1 mm thick, with outer edges dimensions of 40 mm (bottom) and 30 mm
(side), and is connected to the sensor crystal in such a way that the top and one of the sides of
the CZT are free. 24 units are stacked together in the so-called Photons Transverse Field (PTF)
configuration [Kuvvetli et al., 2010] and constitute one of the four layers of the full detector
3.11, right). The full NFT model has a detection area of 60 ×60 mm2 and a CZT thickness of
80 mm. From the signal acquired at the anodes and cathodes, and from the ratio between them,
it is possible to evaluate the three coordinates of interaction with the sub-millimetric accuracy
required for NFT.

64



CHAPTER 3. ASTENA AS A HIGH ENERGY POLARIMETRY OBSERVATORY

Figure 3.11: Left: Single CZT detection unit composing the full model of the NFT detector. Right: The
full NFT detector model, which is composed of several units stacked together to form a stack of four
layers. Reprinted from Moita et al. [2023].

3.2.2 ASTENA/WFM Monte Carlo model and source model

The Monte Carlo model of each WFM unit consists of an array of 40 × 40 hexagonal scintillator
bars of CsI, for a total of 205 bars. The distance between flats of each hexagon is 5 mm, while
the length of each bar was set to 50 mm. To mimic the depth resolution of the WFM, each
scintillator bar was segmented into 10 sections of 5 mm each. The model includes the read-out
SDDs: a 0.4 mm linear SDD on top, and a single anode, 0.4 mm thick hexagonal SSD on bottom
(Fig. 3.12, left). Finally, the model of the full WFM was obtained by arranging twelve units, in
pairs, on a hexagonal configuration around the axis of the lens, with at a distance from the lens
axis of 1.5 m. The units are all tilted by 15 deg with respect to the lens axis (Fig. 3.12, right).

For now, our optimization efforts focused on the NFT model, so we did not implement
different models for the WFM and adhered to the structure described in ASTENA’s white papers.
In the future, we will also try to optimize the WFM model by testing different lengths of the
scintillator bars and different scintillator materials. At the time of writiig, we characterised the
polarisation capabilities of this baseline model.

In the case of the WFM, the incoming radiation beam was simulated using the Far Field
Point Source type of MEGAlib. This source type mimics the behaviour of a point source coming
from an infinite distance and corresponds to a divergence-less radiation front impinging on the
detector. Finally, from the point of view of event selection, we kept the same baseline selection
logic we defined for NFT and adopted the same data analysis technique.

The main difference with respect to NFT is that now the scintillators show a hexagonal
geometry instead of the cubic geometry of NFT’s voxels, which results in a different structure of
the systematic error on the unpolarised and uncorrected polarised modulation curves (Fig. 3.13).

Polarimetric capabilities characterisation

First, we used the WFM model to simulate the effective area of the instrument vs energy. The
effective area was evaluated as the ratio between the reconstructed Compton events and the total
number of simulated events, multiplied by the surface area from which the simulated events
were generated. The simulated effective area is shown in Fig. 3.14, left. Then we evaluated the
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Figure 3.12: Left: Monte Carlo model of a single camera of the Wide Field Monitor. The green bars are
the hexagonal scintillator, while the top SSD is shown in grey and the bottom SSD in black. Right: Model
of the full WFM configuration, with the twelve cameras arranged in six pairs around the axis of the lens.
Reprinted from Ferro et al. [2023].

Figure 3.13: Scattering maps and modulation plots obtained for a 500 keV unpolarised beam (left), and
for a 100% polarised beam (right).
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Figure 3.14: Left: Simulated effective area of ASTENA/WFM vs beam energy. Right: Modulation factor
(top) and double event efficiency (bottom) evaluated for a single WFM module and the complete WFM
instrument. Reprinted from Moita et al. [2021]

modulation factor and the selected event efficiency for a single unit and the full WFM assembly.
Results are shown in Fig. 3.14, right. We can see that the instrument can be used as a polarimeter
up to 1 MeV, while, above this limit, both the modulation factor and the select event efficiency
become very low due to the reduction of the overall efficiency of Compton interaction. A way to
overcome this limit would be to implement a pair-production polarimetry reconstruction model
along with the Compton polarimetry model; however, this requires further investigation.

3.3 ASTENA polarisation capabilities study

After the characterisation of ASTENA/NFT and ASTENA/WFM, we concentrated on some
scientific cases, for which we tried to evaluate the minimum detectable polarisation with NFT
and/or with WFM. For each astrophysical source, we simulated a source object with the same
spectral characteristics of the astrophysical source in analysis and evaluated the respective
modulation factor and the selected events efficiency. By combining those with the effective area
of NFT and WFM, and the background model for both instruments, we evaluated the minimum
detectable polarisation. Here, we describe the results we obtained from some astrophysical
sources, which are just a small sample of the types of sources that can be observed with ASTENA.

The effective area of NFT was evaluated in previous works [Ferro, 2020, Frontera et al.,
2021] and is shown in Fig. 3.15, while the background for both instruments was simulated
with MEGAlib by combining the background models for different types of background sources,
including cosmic-rays, atmospheric neutrinos, Earth’s X-ray albedo, and the hard X-ray atmo-
spheric and extra-terrestrial X-ray backgrounds [Churazov et al., 2008, Kole et al., 2015, Mizuno
et al., 2004, Sazonov et al., 2007, Türler et al., 2010]. The simulated background for both NFT
and WFM are shown in Fig. 3.16.

3.3.1 Crab Nebula

The first realistic case we analysed was the Crab pulsar nebula. The Crab pulsar is one of the
most famous supernova remnants, and it is a neutron star surrounded by a nebula. It is a typical
example of a young, rapidly spinning, strongly magnetised neutron star that generates broad-band
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Figure 3.15: Effective area of ASTENA/NFT re-binned at 1 keV. Reprinted from Ferro [2020].

electromagnetic radiation by particle acceleration in its magnetosphere [Hester, 2008]. The hard
X and gamma-ray spectrum of the nebula can be interpreted as a combination of synchrotron
emission and inverse Compton scattering [Burn, 1973, Haymes et al., 1968]. The details of
this emission process are poorly understood, and polarisation measurements in gamma-rays,
particularly as a function of pulse phase, can be a key element to unravel the mystery of pulsar
radiation [Pétri, 2013].

We evaluated the MDP of a Crab-like source in different energy bands for ASTENA/NFT and
ASTENA/WFM. To do so, we started by estimating the modulation factor and event efficiency
for a Crab-type source. As we did before, for the NFT, we simulated an on-axis beam with a
Gaussian profile to mimic the image of the Laue lens, while for WFM, we simulated a far-field
point source. In both cases, we assumed an energy distribution of the photons equal to the
typical Crab’s nebula spectrum, which is a power-law distribution with a normalisation index of
10.74 photons s−2 cm−2 and photon index of 2.17. The simulated energy range was compatible
with the instruments’ energy pass bands, i.e. 50 - 600 keV for the NFT, and 150 keV - 1 MeV
for the WFM. We analysed the data as before, extracting the modulation factor and selected
event detection efficiency, and then we evaluated the MDP for both instruments. The MDP as a
function of the energy for a 100 mCrab source observed for 100 ks is shown in Fig. 3.17. For
energies < 200 keV, the NFT presents MDP values ∼1%, however, the MDP degrades very fast
above that energy. The WFM-IS achieves the maximum MDP for energies between 300 and 600
keV, so this means that the instruments can complement each other.

3.3.2 Magnetars

Magnetars are another possible target of interest for a survey with NFT. Magnetars are neutron
stars with ultra-strong magnetic fields that can reach up to 1011 T and, in some cases, emit
X/gamma-rays. There are about 30 confirmed known magnetars [Olausen and Kaspi, 2014],
many of which are detectable only during periods of enhanced activity. At present, hard X-ray
emission has been reported in about one-third of magnetars. They can be a good candidate
for a polarisation study with NFT, providing a new way to investigate their magnetic fields’
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Figure 3.16: Evaluated total background (black) and split for component types for ASTENA/NFT (top)
and ASTENA/WFM (bottom).
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Figure 3.17: MPD for a Crab-like source as a function of the energy band, for ASTENA/NFT (blue), and
ASTENA/WFM (orange). Observation time = 100 ks.

distributions and surface properties.
We focused on magnetar 4U 0142+61, an anomalous X-ray pulsar which was well investi-

gated in the soft and hard X-ray bands with INTEGRAL, NuSTAR and Swift [Weng and Göğüş,
2015], and recently with IXPE [Taverna et al., 2022]. IXPE measured the linear polarisation
properties of this magnetar properties at low energies, finding a polarisation degree of 15.0±1.0%
@ 2–4 keV, no significant polarisation in 4–5 keV, and 35.2 ± 7.1% @ 5.5-8 keV. This is a
remarkably strange behaviour, and further investigations on this source are required to understand
its magnetic properties better. We simulated a magnetar-like source by extrapolating the spectrum
of 4U 0142+61 measured with NuSTAR [Tendulkar et al., 2014] to higher energies and we
evaluated the MDP as a function of the observation time obtainable with NFT. The results, split
for three different energy bands, are shown in Fig. 3.18.

3.3.3 Gamma Ray Bursts

As described in the first chapter, polarisation measurements are a fundamental tool for investigat-
ing the physics of GRB prompt and afterglow emissions. Studies over the last few years have
been extremely fruitful in the field of GRB polarimetry science: measurements from POLAR
[Zhang et al., 2019] and AstroSat [Chattopadhyay et al., 2019] have almost tripled the GRB
prompt emission polarisation sample. However, the results are not in agreement and are difficult
to interpret based on prompt emission models of polarisation. Polarisation observations on
a larger sample covering different GRB properties are still required to investigate the prompt
emission polarisation better. An innovative instrument such as ASTENA could give an important
contribution to solving this ambiguity and significantly increase the number of measured GRB
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Figure 3.18: Evaluated MDP for magnetar 4U 0142+61 vs observation time, for three different energy
bands.

prompt polarisation, specifically with the WFM instrument, which has the potential to detect
GRBs and perform prompt polarimetric measurements quickly.

GRBs can appear in any part of the WFM field of view, so studying the influence of the
source off-axis angle on the modulation curve is crucial. To do so, we simulated a far-field point
source with photon energy distributed as the typical Band spectrum of GRBs’ prompt emission
[Band et al., 1993]. For the parameters of the band function, we used the average from the
parameters reported in Poolakkil et al. [2021], so we set the low energy index to -0.46, the high
energy index to -2.98 and the peak energy to 413 keV. The modulation factor as a function of
the source off-axis polar angle for different fixed azimuth angles is shown in Fig. 3.19. We
can notice a significant decrease of the modulation factor, which decreases up to ∼50% of its
maximum value for off-axis polar angles >30 deg. Due to the asymmetrical geometry of the
single WFM units, we can see that also the source azimuth angle influences the value of the
modulation factor. This effect is slightly reduced for the full WFM assembly, which has a greater
symmetry than the single unit but is still present.

As a last scientific case, we investigate GRB afterglows, which are suitable candidates for a
follow-up performed with NFT. In this case, the starting time of the observation after the GRB
trigger is crucial to collecting enough photons to allow us to obtain good-quality measurements,
so we must also take this into account in our simulations. To do so, we simulated the emission
of a GRB afterglow at different epochs and tested how the MPD varies as a function of the
observation time and the observation start time. The first GRB we considered was 130427A,
which was detected in April 2013. It originated from a relatively close galaxy, and its prompt
emission registered the highest recorded GRB fluence up to that point in time [Ackermann et al.,
2014, Fan et al., 2013].
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Figure 3.19: Modulation factor as a function of the source off-axis angle for a single WFM unit (top), and
the full WFM (bottom). Each curve represents a different value of the source azimuth angle with respect
to the lens axis.
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Its afterglow was observed in different energy [Aliu et al., 2014, Levan et al., 2014, van der
Horst et al., 2014] bands and remained luminous enough to be observed by NuSTAR within
the 3–79 keV energy range for up to 5 days after the prompt [Kouveliotou et al., 2013]. The
afterglow spectrum model is a broken power law with spectral indices -1.67 and -2.17, with a
break energy of 70 keV. Instead, the temporal decay of the GRB’s flux exhibited a power-law
behaviour with a temporal index of -1.30. The afterglow spectra as seen by NFT, and the total
flux in NFT’s energy band, were evaluated using the XSPEC spectral fitting package 2 in a
previous work [Ferioli, 2021], then those results were used to evaluate the MDP as function
of the observation time and start time from the GRB’s trigger. Results are shown in Fig. 3.20,
top. Results are quite promising, however, 130427A was quite an exceptional GRB, so we also
tested the case of a GRB with a more typical flux, such as 190114C. The long-lived afterglow
emission of 190114C, at z = 0.42, was observed by different instruments, such as Fermi/GBM,
Fermi/LAT, Swift/XRT, and Swift/UVOT [D’Elia et al., 2019, Gropp et al., 2019, Hamburg
et al., 2019, Kocevski et al., 2019, Krimm et al., 2019]. In particular, prompt TeV emission was
detected by the MAGIC detectors [MAGIC Collaboration et al., 2019]. For our analysis, we
used the data detected by Swift/XRT [Beardmore, 2019], in which the energy spectrum after
150s of observation is best fitted with a broken power law with indexes -1.71 and -2.11, and a
break energy of 5.52 keV, while the flux decayed as a simple power law with index -1.10. The
MDP evaluated for this GRB is shown in Fig. 3.20, bottom. In this case, NFT’s ability to detect
the afterglow polarisation is way worse. Only for the most luminous GRBs we can expect to be
able to detect the polarisation of the afterglow; however, this is still a good result since, at the
time of writing, polarisation measurements of the hard X/soft gamma afterglow are still missing.

2https://heasarc.gsfc.nasa.gov/xanadu/xspec/
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Figure 3.20: MDP vs exposure time and start time of observation with respect to the trigger for
GRB130427A (top) and GRB190114C (bottom).
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Chapter 4

Machine learning applied to GRBs:

optimisation of light curve models

In the previous chapters, we described how we worked to advance different technologies that
can be applied to high-energy astrophysics. However, methodological advancements are also
needed, and we worked in this direction by searching for a new solution to a persistent challenge
in GRB physics: finding a robust and reliable simulation model that can generate realistic GRB
prompt emission light curves. Such a model would greatly help the experimental high-energy
astrophysics community since it would make the characterisation of new missions, either nanosat
spacecraft like HERMES or monolithic satellites like THESEUS, way easier and more reliable.
In this chapter, we will quickly summarise the main properties of GRB light curves. Then, we
will illustrate a stochastic pulse avalanche model developed during the Compton Gamma-Ray
Observatory/Burst And Transient Source Experiment (CGRO/BATSE) era and how we exploited
a machine-learning (ML) algorithm to optimise the parameters of the model to simulate realistic
light curves. Our aim is to obtained a reliable code to simulate LCs, that we will heavily exploit
to characterise ASTENA/WFM’s performances.

4.1 GRB prompt light curves and their main properties

GRB prompt emission is the initial gamma-ray emission that triggers a GRB detector. It can
reach an isotropic-equivalent luminosity in the range 1047 − 1054 erg/s, and a total emitted
isotropic-equivalent energy from 1049 to 1055 erg [Zhang, 2019]. GRB LCs show a wide array
of morphologies, ranging from highly structured curves with completely erratic behaviour,
comprised by tens of overlapped pulses, to simple profiles composed by one or few pulses (Fig.
4.1, Fishman and Meegan [1995]). The pulses composing the LCs are typically described with
Fast Rising, Exponential Decaying (FRED) profiles [Norris et al., 1996]. The duration of a light
curve is usually defined as the time T90, during which the detector collects 5% and 95% of the
total fluence, and it can range from some tens of milliseconds up to several minutes. Notably,
some GRBs also show a precursor emission, usually tens of seconds before the bulk emission,
followed by a quiescent time before the rest of the emission [Zhang et al., 2016].

Great efforts have been made to find common properties of prompt LCs, which allowed the
GRB community to understand that:

• GRB light curves are not periodic [Beloborodov et al., 1998, 2000, Guidorzi et al., 2012].
There have been indications of quasi-periodic oscillations (QPOs) in the light curves of
three GRBs detected by Fermi [Guidorzi et al., 2016], one of which was also detected by
Swift and XMM-Newton [Cenko et al., 2010, De Luca et al., 2010]. Additionally, two
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Figure 4.1: Eight different GRB prompt LCs detected by BATSE, showing very different morphologies.
Reprinted from Fishman and Meegan [1995]
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short GRBs in the BATSE catalogue have shown indications of QPOs [Chirenti et al.,
2023], but no conclusive pieces of evidence have been found yet.

• The peak features of the LCs show a dependence on the energy: the harder the energy
band, the narrower the peaks.

• For GRB detected by the CGRO/BATSE, the average power density spectrum of a large
sample of bursts is a power-law with index a ∼-5/3 and a break above ∼1 Hz [Beloborodov
et al., 2000]. These results were also confirmed for the GRBs detected by the Gamma-ray
Burst Monitor (GRBM) onboard BeppoSAX [Dichiara et al., 2013]. In the case of the
bursts detected by Swift, however, the slope of the power-law is steeper and does not show
a break [Guidorzi et al., 2012, 2016].

• Typical energy spectra can be described by the Band function. This is an empirical model,
consisting of two smoothly connected power-law profiles [Band et al., 1993]. In some
cases, GRB prompt emission can also include a quasi-thermal component [Guiriec et al.,
2011], or a power-law component extending to high energies [Ackermann et al., 2010].

• A correlation between variability and minimum variability timescale, as well as a correla-
tion between luminosity and initial Lorentz factor of the outflow, exists (Camisasca et al.
[2023] and references therein).

Nevertheless, a unifying scheme able to explain the large diversity of LCs in terms of duration,
number of pulses, energy distribution, and waiting times between pulses has not been found
yet. At the time of writing, the nature of the dissipation mechanism responsible for the GRB
prompt emission is still an open issue. In the case of Long GRBs (LGRBs), which were the main
subject of our study, the great variety observed in their LCs is thought to be the result of the
variability imprinted to the relativistic outflow by the inner engine left over by the collapsar, either
a millisecond magnetised neutron star or a black hole, along with the effects of the propagation
of the jet within the stellar envelope [Geng et al., 2016, Gottlieb and Globus, 2021, Gottlieb et al.,
2020, Morsony et al., 2010], although some models ascribe the possible presence of subsecond
variability to magnetic reconnection events taking place at larger radii [Zhang and Yan, 2011].

Either way, no simulation algorithms based on those physical models can reproduce the
variability and features of real LCs. This means that current physical models still lack some key
elements to describe GRB physics properly. From an instrument-design point of view, this also
makes characterising soft gamma-ray detectors particularly hard since we lack a way to generate
realistic template GRBs to test the performances of our instrumentation. The alternative approach
is using LCs detected by other instruments as a template. However, one must preliminarily filter
the genuine GRB signal from the Poisson noise affecting the measurements, which cannot be
rescaled for a different instrument without altering its statistical properties.

Both approaches can be pursued to obtain template LCs that can be used to test and charac-
terise forthcoming detectors. We opted for the first solution, which is generating ex-novo light
curves from a model, with the secondary aim of reviving an interesting "toy model" laid out by
Stern and Svensson [1996] (hereafter SS96) exploiting modern ML algorithms. This model was
also used in Greiner et al. [2022] to assess the localisation capabilities of a proposed network of
GRB detectors on the global navigation satellite system Galileo G2.

SS96 proposed a stochastic process built on a pulse avalanche mechanism and tried to
reproduce some of the observed properties of BATSE LCs. At that time, the cosmological
distances of GRBs and the nature of the two classes of GRB progenitors were yet to be solidly
established, with the first afterglow discoveries secured from 1997 [Costa et al., 1997]. By
manually guessing the values of the seven model parameters, SS96 came up with a process
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operating in a nearly critical regime and with a remarkably good capability of reproducing the
variety of observed BATSE LCs.

To fit the parameters of the model was too complicated at the time. Nowadays, advanced
statistical and ML techniques are available and could be used to fit the parameters of SS96 not
only on the BATSE data, but also on different catalogues such as the one of Swift/BAT.

4.2 Light-curve simulations with a stochastic pulse avalanche

process

The model proposed in Stern and Svensson [1996] is a branching process, a type of process
which describes the development of a population whose members reproduce according to a
random process [Harris, 1963]. It is based on the assumptions that (i) GRB LCs can be seen as
different, random realisations of the same stochastic process, within narrow parameter ranges;
(ii) the stochastic process is scale-invariant in time; (iii) the stochastic process works near its
critical regime.

The model describes LCs as a series of primary, or "parent", pulses, which can give rise to
secondary, or "child", pulses. Secondary pulses can generate further pulses until the process
reaches sub-critical conditions and stops. Each pulse is described as a Norris pulse [Norris et al.,
1996], a commonly used FRED profile which consists of a Gaussian rise followed by a simple
exponential decay:

f (t) =















A exp
{
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}

, for t < tp

A exp
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−(t − tp)/Ä
}

, for t > tp

(4.1)

in which:

• tp is the peak time.

• Ä is the peak time constant.

• Är is a fraction of Ä. For distributions of real pulses, Är ∼ 0.3 − 0.5Ä [Norris et al., 1996].
As in SS96, we assumed Är = 0.5Ä.

• A is a normalisation factor. SS96 performed a uniform random sample of A in the interval
U[0, 1]. In our implementation, instead, each time we generate a LC we sample a value
Amax from the distribution of the peak count rates of the real observed LCs, and then the
amplitude of each pulse composing that LC is sampled in U[0, Amax].

As described in SS96, the LC generation process works as follows:

1. A random number of parent pulses is sampled from a Poisson distribution with average
value µ0.

2. The distribution of the time constant Ä0 of each parent pulse is assumed to be of the type
p(Ä0) ∝ 1/Ä0. This means that the logarithm of Ä0 must be sampled uniformly between two
limit values Ämin and Ämax. Ämin must be smaller than the simulated LC time resolution.

3. Each parent pulse gives rise to a random number of child pulses sampled from a Poisson
distribution with average value µ.

4. Each child pulse is delayed with respect to its parent by a quantity ∆t sampled by an
exponential distribution of the type: p(∆t) = 1/(³Ä0) exp(−t/³Ä0), where ³ is a delay
parameter, the same for every pulse, and Ä0 is the time constant of the parent pulse.
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5. the time constant Ä of each child pulse is a fraction of the time constant of their parent
pulse Äp. The quantity log(Ä/Äp) is sampled in a uniform probability space with limits ¶1

and ¶2, with the constraints ¶1 < 0, ¶2 g 0, |¶1| > |¶2|.

The process has seven free parameters: the average number of parent pulses µ0, the average
number of child pulses per parent µ, the delay parameter ³, the limits of the distribution of the
parents’ time constants, Ämin and Ämax, and the values ¶1 and ¶2. In SS96, the authors proposed
an educated guess on the value of the seven parameters based on known properties of GRB LCs,
shown in Table 4.1.

In our work, we used an open source Python implementation1 of the model by SS96, with
which we generated ex-novo light curves. Then we added the effect of the simulated statistical
noise of BATSE and Swift/BAT on the simulated LCs. In the case of BATSE sample, we added a
uniform background noise with a rate of 2.9 cnt s−1cm−2, corresponding to the median of the
value of the real BATSE LCs. Then we obtained the final LC as a Poisson realisation of the
model. We then subtracted the noise level to obtain simulated background-subtracted BATSE
LCs.

In the case of Swift/BAT, whose background-subtracted LCs result from the deconvolution of
the detected signal with the pattern of the mask, the rate in each bin can be modelled as a Gaussian
variable. We simulated BAT LCs by sampling the rates from a Gaussian distribution centred on
the noise-free model, and with standard deviation randomly sampled from the distribution of
errors of the real BAT LCs.

We then implemented a genetic algorithm, a type of machine learning algorithm, to optimise
the value of the seven parameters of the model on both datasets.

4.3 Genetic algorithms

Genetic algorithms (GAs) are a specific type of machine learning algorithms in the family of
the so-called evolutionary algorithms [Aggarwal, 2021, Hurbans, 2020, Rojas, 1996, Russell
and Norvig, 2021], where a Darwinian evolution process is simulated to find the parameters that
maximise a function.

In GAs, each solution to an optimisation problem can be seen as an individual, with the
“fitness” of that individual being determined by the objective function value of the corresponding
solution. These solutions are points in the domain of the function to be optimised.

In our work, each individual is represented by a genome made of seven genes, which are the
parameters of the SS96 model. At each generation, a new set of individuals is created. Over
time, the points belonging to the new generations gradually converge towards local maxima of
the fitness function. The typical life cycle of a GA, made up of a succession of the so-called
generations, includes the following steps:

1. Population initialisation: generating randomly a population of potential solutions;

2. Evaluating fitness: assessing the quality of each individual by employing a fitness function
that assigns scores to evaluate their fitness;

3. Parent selection: choosing pairs of parents for reproduction based on their fitness score;

4. Offspring creation: producing offspring by combining genetic information from parents,
and introducing random mutations;

1https://github.com/anastasia-tsvetkova/lc_pulse_avalanche
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5. Generation advancement: selecting individuals and offspring from the population to
progress to the next generation.

Genetic algorithms are particularly useful when no information about the function’s gradient
at the evaluated points is available. Indeed, GA can effectively handle functions that are not
continuous or differentiable [Rojas, 1996].

In our work, we used a GA to optimise the value of the seven parameters of the model by
SS96 on a both the BATSE LCs datased and the Swift/BAT LCs dataset. A similar technique,
in which the parameters of a physical model were optimised through the application of a GA,
was recently applied by Vargas et al. [2022] to model the shock propagation in the supernova
SN2014C progenitor star and ejecta, in which the GA was used to optimise a hydrodynamic and
radiation transfer model.

4.4 Process parameters optimisation and results

4.4.1 Statistical metrics

SS96 tested how their model could reproduce the properties of real LCs by comparing the
ensemble-average properties of a sample of real BATSE LCs and simulated LCs. The four
metrics taken into consideration are:

1. the average peak-aligned post-peak time profile [Mitrofanov, 1996], evaluated for the first
150 s after the LCs’ most intense peak. This is evaluated by averaging the normalised flux
of all the LCs in the sample, i.e., ïF/Fpð, Fp being the peak flux [Stern, 1996].

2. The average peak-aligned third moment of post-peak time profiles ï(F/Fp)3ð, evaluated
for the first 150 s after the peak.

3. The average auto-correlation function (ACF) of the GRBs, evaluated for time profiles
subjected to Poisson noise [Link et al., 1993]. The ACF is evaluated from a minimum time
lag of 0 s to a maximum of 150 s.

4. The distribution of the duration of the GRBs. SS96 defined the duration of a GRB as the
interval in which the detected signal exceeds 20% of the peak counts. Henceforth, we will
call this proxy of the duration T20%.

We integrated those metrics in the optimisation algorithm, such that the GA will search for a set
of parameters which generates families of LCs whose average properties are as close as possible
to the sample of real GRBs with which they are compared.

4.4.2 Sample Selection

The GA needs to compare the generated families of LCs with a reference family, which, in our
case, is constituted by a sample of real BATSE LCs, or real Swift/BAT LCs.

Unlike SS96, we restrict our analysis to long GRBs, whose progenitor is thought to be a
collapsar, to preserve the homogeneity of the putative GRB inner engines as much as possible.
For ∼ 30% of the Swift sample with measured redshift, it is possible to carry out the same analysis
in the GRB rest frame. However, we did not consider this option, since the cosmological dilation
correction by (1 + z) is partly counteracted by other energy-dependent effects, which make the
final correction milder and less obvious (Camisasca et al. [2023] and references therein).
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The BATSE sample is a selection of 64-ms time profiles that were made available by the
BATSE team2 contained in the BATSE 4B catalogue [Paciesas et al., 1999]. The GRBs were
observed with the BATSE eight Large Area Detectors (LADs) and the data are the result of a
concatenation of three standard BATSE types: DISCLA, PREB, and DISCSC, available in four
energy channels: 25–55, 55–110, 110–320, and > 320 keV. We used the total passband LCs. For
each GRB, the background was interpolated with polynomials of up to fourth degree, and we
used the background-subtracted LCs in our analysis.

From an initial sample of 2024 GRBs we selected only those that satisfy the following
requirements:

• T90 > 2 s, that is, only long GRBs;

• data available for at least 150 s after the brightest peak;

• signal-to-noise ratio of the total net counts within the duration of the event greater than
70. This value was chosen as a trade-off between the number of GRBs and the statistical
quality of the LCs in the sample.

Following the definition of duration of SS96, we evaluated the S2N in T20% interval, instead
of the typical used T90. Before evaluating the T20%, the LCs were first filtered with a Savitzky-
Golay smoothing filter [Savitzky and Golay, 1964], using a moving window of size T90/15.
Accordingly, we defined the S2N of a GRB as the sum of the net counts in the whole T20%

interval, divided by the corresponding error. We ended up with 585 long GRBs satisfying the
aforementioned properties.

We also considered a second dataset made by Swift/BAT LCs detected from January 2005
to November 2023. BAT data are available in four energy channels (15–25, 25–50, 50–100
and 100–150 keV). We used the total passband LCs, with 64–ms bin time. The LCs are mask-
weighted background-subtracted LCs, obtained following the standard procedure recommended
by the BAT team.3 From an initial sample of 1389 GRBs observed in burst mode, 531 passed
the selection based on the same criteria adopted for BATSE, except for the value of the S2N
threshold, which was lowered to 15 to obtain a sample of size comparable to the BATSE one, but
still ensuring the required statistical quality.

4.4.3 Genetic algorithm optimisation

We implemented the genetic algorithm using the PyGAD4 library, an open-source Python library
which implements several machine learning algorithms [Gad, 2023]. The seven parameters to be
optimised were constrained within the intervals in Table 4.1.

The GA generates a number Ngen of generations, each consisting of a population with
Npop = 2000 individual sets of the seven parameters. Each set of parameters, hereafter referred
to as an individual, is used to generate Ngrb = 2000 LCs. For each of the Npop individuals, we
evaluate the statistical metrics over the corresponding Ngrb LCs and compare them with the
values obtained from the real datasets by computing the L2 loss between these four observables.
The average of these quantities is the final loss associated with a given individual.

Then, the individuals are ranked based on their loss, and the next generation is obtained
by mixing the value of the seven parameters, i.e. the "genes" of the evolution process, of the

2https://heasarc.gsfc.nasa.gov/FTP/compton/data/batse/ascii_data/64ms/
3https://swift.gsfc.nasa.gov/analysis/threads/bat_threads.html.
4https://github.com/ahmedfgad/GeneticAlgorithmPython
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Parameter Lower bound Upper bound SS96
µ 0.80 1.7 1.20
µ0 0.80 1.7 1.00
³ 1 15 4.00
¶1 −1.5 −0.30 -0.5
¶2 0 0.30 0
Ämin 0.01 s bin_time s 0.02 s
Ämax 1 s 50 s 26.0 s

Table 4.1: Region of exploration during the GA optimisation and educated guess by SS96 of the seven
parameters of stochastic pulse avalanche model.

fittest individuals in the current generation. We set the elitism5 to zero, then the offsprings are
obtained by randomly sampling two individuals among the top 15% in the current generation,
and assigning to each parameter in the seven parameters set the value of one of the two parents,
with equal probability.

We set a 4% probability of random mutation, which means that, during the mating step, each
of the seven parameters has this probability of undergoing mutation. This means that its value
is not inherited from one of the parents but instead randomly sampled from the parameter’s
exploration range. The optimisation process stops when the loss and, thus, the value of the seven
parameters reach convergence. The GA ran for 30 generations on both the BATSE and the Swift
sample.

4.4.4 Optimisation results

The results of our GA optimisation on the BATSE and Swift/BAT dataset compared with the
seven parameter values suggested by SS96 are shown in Table 4.2. We also indicate the achieved
values of the loss function evaluated on the training set (both in terms of the best parameter
configuration and by averaging on the corresponding population) as well as on a test set of 5000
simulated GRB LCs obtained with the optimised parameters. The individual contribution of each
metric to the test loss is also indicated.

The final optimised values of the seven parameters are obtained by taking the median value in
the whole population of the last GA generation. The uncertainty in the values of the parameters
is estimated at the 1Ã level.

Figure 4.2 displays the comparison of the four observables between the simulated and the
real BATSE curves. In particular, the panels show the average profiles obtained from the 585
useful BATSE events (blue), the ones estimated from 5000 simulated GRBs with optimised
parameters (red), and the ones estimated from 5000 LCs simulated using the parameter values
guessed by SS96 (green). Figure 4.3 shows the analogous comparison between the simulated
and the real Swift curves.

We find an excellent agreement for three out of the four metrics computed from real and
simulated BATSE LCs, in particular for the average post-peak time profile, its third moment,
and the average auto-correlation, whose L2 loss values are smaller than the corresponding ones
estimated with SS96 non-optimised parameters. The T20% distribution holds the most significant
contribution to the loss, yet it slightly improves the SS96 performance. Compared with SS96,
our GA-optimised results on BATSE data better reproduce the observed distributions.

5The elitism is defined as the percentage of the fittest individuals which are passed to the next generation without
undergoing the mating process.
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Parameter SS96 BATSE Swift/BAT

µ 1.20 1.10+0.03
−0.02 1.34+0.03

−0.02

µ0 1.00 0.91+0.06
−0.07 1.16+0.18

−0.10

³ 4.00 2.57+0.07
−0.52 2.53+0.25

−0.01

¶1 −0.50 −1.28+0.16
−0.05 −0.75+0.11

−0.29

¶2 0 0.28+0.01
−0.03 0.27+0.01

−0.02

Ämin 0.02 s 0.02+0.02
−0.01 s 0.03+0.02

−0.02 s

Ämax 26.0 s 40.2+0.9
−1.2 s 56.8+0.4

−1.3 s

Loss (Train best) – 0.72 0.38

Loss (Train avg.) – 0.98 0.66

Loss (Test) 1.47 0.88 0.56

Loss (Test: ïF/Fpð) 1.01 0.67 0.46

Loss (Test: ï(F/Fp)3ð) 0.40 0.20 0.20

Loss (Test: ïACFð) 2.24 0.64 0.49

Loss (Test: T20%) 2.22 2.04 1.08

Table 4.2: Results of the GA optimisation on the BATSE and Swift datasets. Col. 2 presents the
parameters given by SS96 (for the BATSE dataset), while Col. 3 and Col. 4 show the optimised ones
obtained after 30 generations of the GA for BATSE and Swift/BAT, respectively. From the distribution of
the seven parameters in the last generation we estimated their best-fitting values as the median, and their
corresponding errors as the 16-th and 84-th percentiles. “Train best” is the loss of the best generation,
while “Train avg.” is the average loss in the last generation. The test set is a newly produced set of 5000
simulated LCs; the last four rows show all the single contributions to the “Test” loss.
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Figure 4.2: Average distributions of real (blue) and GA-optimised simulated (red) BATSE GRB profiles.
For comparison, the analogous distributions of simulated profiles assuming the SS96 parameters are also
shown (green). Top left: average peak-aligned post-peak normalised time profile, ïF/Fpð vs. t1/3, in the
time range 0–150 s after the highest peak. The curve labelled Frms instead is the r.m.s. deviation of the
individual peak-aligned time profiles, Frms ≡

[

ï(F/Fp)2ð − ïF/Fpð2
]1/2. Top right: average peak-aligned

third moment test, ï(F/Fp)3ð vs. t1/3. Bottom left: Average ACF of the GRBs, evaluated for time-lags
in the interval 0–150 s. Bottom right: distribution of duration, measured at a level of 20% of the peak
amplitude (T20%). In top left and top right panels, both real and simulated averaged curves were smoothed
with a Savitzky-Golay filter (filter window of 21 bins) to reduce the effect of Poisson noise.
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Figure 4.3: Comparison between the real Swift/BAT dataset and the corresponding simulated dataset on
the same four metrics defined for the BATSE dataset, analogously to Figure 4.2.
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Figure 4.4: Four examples of as many classes of GRB LCs from the BATSE real sample (left) along
with their trigger number, and the corresponding simulated one (right). Following the same qualitative
classification adopted by SS96, from top to bottom the four classes are “single pulse”, “blending of some
pulses”, “moderately structured”, and “highly erratic”. On the top right of each subplot is shown the
average error on the counts of the corresponding LC.

The avalanche model appears to work well even in the case of Swift data: the results on
the average ACF and third moment of peak-aligned profiles are comparably good, whereas the
average peak-aligned profile and duration distributions are further improved with respect to the
BATSE case.

Notably, the sets of best-fitting parameters optimised on the BATSE sample are not too
different from the one guessed by SS96. The parameters whose optimised value differ most
from SS96 are (¶1, ¶2), Ämax, and ³. The former pairs define the child-to-parent pulse duration
ratio, and we can see that our values turn into broader dynamical ranges than SS96, instead, our
best-fit values for ³, which rules the time delay between parent and child, lean towards slightly
shorter intervals than SS96. Finally, Fig. 4.4 presents the comparison of four real BATSE time
profiles with four simulated LCs of similar morphology and complexity, sampled from the test
set, generated using the best-fitting set of BATSE model parameters given above. Those results
are quite remarkable, and for the first time in the GRB literature, we implemented and tested an
ML technique to optimise the parameter of a stochastic model able to generate ex-novo realistic
LCs.

This model allows us to simulate ex-novo realistic GRB profiles that can be used for the
study of future experiments, such as HERMES, THESEUS/XGIS or ASTENA/WFM, avoiding
the risk that arises from using renormalised LCs observed with other instruments.

This work showcases not only the potential of a simple toy model like the avalanche one con-
ceived by SS96 but also how useful ML techniques can be for GRB studies. To further optimise
the model, we will test the possibility of adding other metrics, such as the average number of
peaks as a function, or the observed distribution of the number of peaks per GRB [Guidorzi et al.,
2024], to study in more detail the dependence of the model parameters on the energy channels,
and to carry out the same study in the comoving frame of a sample of GRBs with known redshift,
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assuming the luminosity and released energy distributions of individual pulses [Maccary et al.,
2024]. These efforts should end up with a reliable and accessible machine for simulating credible
LGRB profiles with any experiment. Once the parameter of the pulse avalanche model will be
properly calibrated, we will exploit our code to simulate realistic prompt GRB light-curves and
test ASTENA/WFM’s performances as a GRB monitor.

A paper summarising this work was submitted to Astronomy & Astrophysics, while the
source code of our algorithm will be publicly released on GitHub6. The appendix contains the
preprint version of the paper, as submitted to A&A.

6https://github.com/LBasz/geneticgrbs
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Conclusions

This work has focused new technological and methodological advancements in the high-energy
astrophysics domain to increase the breadth of outstanding scientific questions to be addressed
by the high-energy astrophysics community.

We specifically aimed to advance the technology necessary to develop the ASTENA mission
concept, by exploring new techniques to build a Laue lens and to advance the simulation software
tools to characterise the satellite’s performances. Our main results can be quickly summarised in
the following points:

• we contributed to the advancement of the Laue lens technology by developing a technique
to build long focal Laue lenses based on bent crystals bonded to a substrate with a UV
adhesive. We built and tested a small Laue lens prototype made of eleven germanium(220)
crystals, bent in a self-standing way, bonded on a quartz substrate with a UV-cured, low-
shrinkage glue. We aimed to reach a positional accuracy of the crystals <15 arcsec on
the Bragg’s and polar angles of the crystal. We reached a positional accuracy on the
Bragg’s angle of 50 ± 25 arcsec and an accuracy on the polar angle of 1.0 ± 1.5 arcsec. We
then validated the Laue lens simulation model developed at the University of Ferrara by
simulating the experimental configuration of the prototype. We verified that the model can
reproduce the results obtained at the LARIX laboratory. Finally, we used the simulation
model to extrapolate the measured performances to a whole Laue lens assembly. We
obtained a PSF half power diameter for a full Laue lens working in the energy range 100
keV - 500 keV of 289 ± 4 arcsec.

This is still not at the level of accuracy required for ASTENA, for which we set an ambitious
requirement of an angular resolution <30 arcsec over all its energy band; however, it can
be a starting point for the study of smaller Laue lens-based spectrometers and polarimeters.
In any case, we are working on further reducing the assembly error obtained by exploring
different bonding and alignment techniques to increase the technological readiness of Laue
lenses.

• We performed an extensive polarimetric characterisation study of ASTENA/WFM and

ASTENA/NFT. Within this study, we defined the instruments’ physical models, optimised
the configuration of the focal plane detector of the Narrow Field Telescope onboard
ASTENA, and developed a flexible Python analysis tool which can be easily adapted
to different detector configurations. We evaluated the instruments’ quality as Compton
polarimetry in terms of their modulation factor, detection efficiency and polarisation
reconstruction capabilities. We also used the physical models to evaluate the effective area
as a function of the energy of ASTENA/WFM, the WFM response for off-axis sources,
and the expected background for both instruments based on physical models defined in the
literature. Then, we evaluated the polarimetric performances of WFM and NFT for the
scientific cases of pulsars, magnetars and GRB events.

We observed that the NFT works best in the 100-300 keV energy range, while the WFM
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performs optimally in the 200 keV - 1 MeV range. These two instruments are complemen-
tary and can be used together to study persistent sources across a broad energy spectrum.
For a source similar to the Crab Nebula, the NFT can detect polarisation with a minimum
detectable level of less than 7% up to 300 keV, which then degrades to less than 40% up
to the limits of its passband (observation time = 100 ks). On the other hand, the WFM
can detect polarisation with a minimum detectable level of less than 2% up to 800 keV,
which then degrades to less than 20% up to 2 MeV (observation time = 100 ks). The
WFM performs better than the NFT due to its larger effective area, essential for collecting
enough photons to perform polarimetric measurements.

• Finally, we developed an innovative simulation model for GRB prompt emission light

curves based on a stochastic pulse avalanche model optimised through a genetic algorithm.
We optimised a stochastic model created during the BATSE experiment era to generate
ex-novo long GRB light curves whose characteristics are compatible with the light curves
detected by BATSE and by the BAT instrument onboard Swift. Following the authors of
the model, the similarity between the generated LCs and the real LCs has been evaluated
based on four metrics: the average normalised post-peak profile of the population, the third
moment of the post-peak profile, the average autocorrelation function and the distribution
of the durations. We saw that the model optimised through our genetic algorithm performs
very well, meaning that the population generated by the pulse avalanche model with the
optimised parameters is similar in terms of the four metrics to the real populations of the
long GRBs in the catalogues of BATSE and BAT.

The model is already capable of simulating ex-novo light curves that, once the effect of
the instrumental noise is added, are remarkably similar to real light curves of BATSE
and BAT. Our next step is to refine the optimisation process further by adding additional
metrics and studying the model in the comoving frame of GRBs with known redshift. In
particular, we want to implement a fifth metric to enforce that the population of GRBs
produced by the pulse avalanche algorithm is compatible with the real population in terms
of signal-to-noise. Ultimately, we will end up with an accessible and reliable code that
will be made public and allow us, and the whole GRB community, to quickly produce
GRB light curves to simulate instrument performances, test data analysis algorithms, and
investigate GRB physics from a stochastic perspective.

This thesis has led to the development of new technology for high-energy astrophysics and paved
the way for the realisation of innovative soft gamma-ray optics and their application on the
ASTENA mission concept. Our plans for the future are to push further the limits we obtained for
Laue lens optics by testing new, state-of-the-art bonding technologies based on anodic bonding
techniques. In the meantime, we will study the possible applications of Laue lenses to short
and mid-term small missions devoted to soft gamma spectroscopy and polarimetry. Finally, we
will maintain and upgrade the polarimetric analysis software and the GRB simulation software
developed and used in the contest of this work. Both software are open-source and can be used
by the whole high-energy community.

We are currently living in an exciting time for high-energy astrophysics with the beginning of
the multi-messenger era, advancements in X-ray polarimetry, and the emergence of new satellite
and nanosatellite missions. Ultimately, this thesis is the result of our best efforts to keep up with
the constant demand for instrumentation progress and prepare ourselves for the upcoming era of
discoveries in the high-energy field.
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ABSTRACT. We report on recent progress in the development of Laue lenses for applications in

hard X/soft gamma-ray astronomy. Here, we focus on the realization of a sector of

such a lens made of 11 bent germanium crystals and describe the technological

challenges involved in their positioning and alignment with adhesive-based bonding

techniques. The accurate alignment and the uniformity of the curvature of the crys-

tals are critical for achieving optimal X-ray focusing capabilities. We assessed how

the errors of misalignment with respect to the main orientation angles of the crystals

affect the point spread function (PSF) of the image diffracted by a single sector. We

corroborated these results with simulations carried out with our physical model of the

lens, based on a Monte Carlo ray-tracing technique, adopting the geometrical con-

figuration of the Laue sector, the observed assembly accuracy, and the measured

curvatures of the crystals. An extrapolation of the performances achieved on a single

sector to an entire Laue lens based on this model shows that a PSF with a half-

power-diameter of 4.8 arcmin can be achieved with current technology. This has

the potential to lead to a significant improvement in the sensitivity of spectroscopic

and polarimetric observations in the 50 to 600 keV band.
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Keywords: Laue lenses; hard X-ray astronomy; soft gamma-ray astronomy; focus-
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1 Introduction

Laue lenses have emerged as a promising and unique technique for focusing hard X-/soft

Gamma-ray radiation, offering the ability to achieve high angular resolution while providing

large effective areas.1,2 The fundamental principle of Laue lenses is the single diffraction of high

energy photons by a number of crystals arranged in concentric rings [Fig. 1(a)]. By exploiting the

diffractive properties of crystals, soft gamma rays can be focused onto a desired focal point,

resulting in unparalleled focusing capabilities that can be extended, in principle, up to several

hundreds of keV. In particular, our approach is based on the use of curved crystals that are bent to

*Address all correspondence to Lisa Ferro, frrlsi@unife.it

2329-4124/2024/$28.00 © 2024 SPIE
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an external cylindrical curvature in such a way that the average direction of the diffraction planes

follows the curvature of the surface. In bent crystals, the Bragg’s angle θB between the incoming

radiation and the diffraction planes varies continuously, between a maximum (θBmax
) and a mini-

mum (θBmin
), along the surface of the crystal [Fig. 1(b)]. Thus, the diffracted radiation is focused

onto an area with a footprint that is smaller than the size of the crystal itself. The practical imple-

mentation of Laue lenses has, however, been limited to date by the ability to accurately align a

large number of crystals so that their diffracted radiation is concentrated onto a common focal

point. The accurate positioning of thousands of crystals within the lens assembly determines the

sharpness of the point spread function (PSF), which is a key parameter, along with the overall

throughput, when evaluating the scientific performance of the lens in high-energy astrophysics.

Any deviation from the nominal positioning results in a reduced focusing ability, affecting the

performance of the instrument. To address the difficulties encountered in crystal alignment, the

choice of the materials that serve as substrates for the crystals plays a crucial role. These materials

should possess low thermal expansion, exceptional mechanical stability, and high stiffness. In

addition, they should exhibit a superior match with the crystal material to ensure an effective

bonding between the crystal and substrate. If possible, these materials should already be space-

proven or space-qualified. The introduction of these materials has the potential to significantly

reduce alignment uncertainties and improve the overall performance of Laue lenses. From our

experience, to realize a Laue lens made with numerous optical elements, a modular approach

must be adopted. It is, therefore, necessary to build and align several modules with each other,

each consisting of a few dozens of crystals. Within each module, the crystals must be aligned

toward the common focus as accurately as possible because they cannot be further reoriented.

The final objective of our R&D is to develop a Laue lens working in the 50 to 700 keV energy

range as that of the narrow field telescope proposed for the ASTENA mission concept.3,4 Such a

Laue lens has an aperture diameter of ∼3.2 m and an overall geometric area of 7 m2 (Fig. 2).

In this paper, we report on the latest development in terms of crystals preparation, substrate

choice, and, in particular, the realization of a test module of a Laue lens made of 12 crystals,

aligned with respect to both the radial and azimuthal angles. The achieved positioning accuracy

Fig. 1 (a) Concept of a Laue lens. A number of curved crystal tiles must be arranged in concentric

rings and oriented according to the Bragg’s law, along an overall curvature with a 40 m radius to

focus the radiation at the common focal point where a 3D position-sensitive detector is placed.

(b) Radial section of one of the bent crystals (blue arc) that composes the lens and acts as a

radiation concentrator. The red inset shows a 3D drawing of the crystal including the diffraction

planes (black lines) and their orientation.
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in setting these crystals is then used to predict the PSF of the entire Laue lens using a ray-tracing

based physical model of the lens.

2 Experimental Activity

The goal of this research is to achieve an assembly accuracy that can meet the requirements of a

Laue lens for astrophysical applications. In this section, we describe the relevant components of

this endeavor, namely the selected crystals for diffraction, the choice of the substrate used to host

the crystals, and the methodological steps of the assembly process in the X-ray facility.

2.1 Crystals and Substrate

The crystals used to realize the sector are made of germanium tiles (thickness

S ¼ 1676 ÷ 1775 μm) with cross-section 30 × 10 mm2 [Fig. 3(a)] and diffraction planes

(220). The crystal tiles are cut such that the diffraction planes are parallel to the 10 × S mm2

faces within a miscut angle <0.2 deg. In this work, we did not explore the impact of selecting

Fig. 3 (a) Two germanium crystal tiles used to build the lens prototype; the bottom crystal shows

the polished side. The crystals are bent along the long side. (b) The quartz glass used as the

substrate for the bonded crystals.

Fig. 2 Background image: scheme showing ∼1∕4 of the Laue lens designed for the NFT on board

the ASTENA concept mission (internal radius R in ¼ 12 cm and external radius Rout ¼ 158 cm).

The inset shows a small sector made of 12 crystals of the prototype model that was built and

presented in this work.
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different diffraction planes on the lens performance. This aspect will be investigated in future

research.

Crystals are bent in a cylindrical shape with a radius of curvature of 40 m. Such a curvature

has been obtained through the so-called surface lapping technique,5,6which consists of controlled

mechanical damaging on one surface of the sample. The procedure provides a highly compres-

sive strain responsible for the convexity appearing on the worked side. Due to the variability of

the amount of material removed by the surface lapping process, the thickness of the crystals is not

uniform, as reported in Table 1, in which the achieved curvature radius for each crystal tile is also

reported. The planes (220) do not acquire a secondary curvature, as is expected with other fam-

ilies of planes;7 however, the external bending of the crystals allows the X-ray radiation coming

from a parallel beam to be concentrated onto a focal point at a distance equal to half of their

radius of curvature.8

The adhesive used to realize the lens sector is the OP 61 LS by DYMAX, an UV-curable

adhesive with a linear shrinkage factor of 0.03%. A low value of the adhesive shrinkage is fun-

damental to reduce unwanted positioning displacements after curing. The substrate that we used

is made of fused quartz with a trapezoid shape [Fig. 3(b)]. The choice of quartz as the material for

the substrate is due to its low coefficient of thermal expansion and its transparency to the UV

light, which is required for the adhesive curing process. One of the two surfaces of the quartz

glass was worked to be flat, whereas the surface on which the crystals were bonded was polished

to achieve a curvature radius of 40 m to better match the shape of the crystals. This reduces the

inhomogeneities in the glue deposition between crystals and substrate. The substrate is 5 mm

thick, and the diffraction process is carried out at about 130 keV. At this energy, and based on the

density and attenuation coefficient of quartz glass, the beam transmitted through the substrate is

about 84% of the diffracted beam.

2.2 Facility Set-up

The prototype was built in the 100 m long tunnel (LARIX-T) of the LARIX laboratory9 of the

University of Ferrara. A scheme of the facility is shown in Fig. 4(a). The facility consists of a

26.5 m beamline working in the 50 – 320 keV energy range. The X-ray beam is produced by an

X-ray tube equipped with a tungsten anode [Fig. 4(b)] with a focal spot size of 0.4 mm. A 20 mm

thick tungsten plate with a 3 mm diameter hole and a 50 mm thick lead shield with a 1 mm

diameter hole are placed in front of the exit window to reduce the beam divergence; the two

Table 1 Curvature radius and thickness of the crystals used to build the prototype. The variation in

the reported errors on the curvature radius is due to the different deviations with respect to a perfect

curvature for the crystals. Measurements done at CNR-IMEM (Parma) with a Cu − α X-ray

diffractometer.

Crystal ID Curvature radius (m) Thickness (μm)

25A 40.0� 0.4 1700� 5

26A 39� 1 1717� 5

26B 37.8� 0.3 1775� 5

26C 38.8� 0.8 1744� 5

28B 40.62� 0.04 1775� 5

29A 39.08� 0.01 1732� 5

29B 38.4� 0.9 1749� 5

30A 38.1� 0.6 1676� 5

31A 40.6� 0.1 1745� 5

32C 40.7� 0.7 1731� 5

33B 40.8� 0.3 1678� 5
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collimator plates are immediately in front of the X-ray tube exit window. The X-ray beam passes

inside a 21 m long vacuum pipe and then through a motorized slit collimator with four inde-

pendently motorized 20 mm thick tungsten blades [Fig. 4(c)]. In this experiment, the collimator

aperture was set to obtain a beam dimension of 10 × 10 mm2. Given the distance of 26.5 m

between the X-ray source and quartz substrate and the beam size on the crystal, the divergence

of the X-ray source over the crystal area is about 78 arcsec. This set-up is designed to reduce the

divergence of the incident beam to approximate the illumination conditions from a source placed

at an infinite distance from the target.8

The crystals are positioned using a customized holder, which is mounted on a high precision

six-axis hexapod HXP100-MECA from Newport (with a translation accuracy of 1 μm and a

rotation accuracy of 2 × 10−5 rad) [Fig. 4(d)]. The customized holder, visible in Fig. 4, supports

the crystals from the back, top side, and right side without exerting any force, and a small, mov-

able bar supports the crystals from the bottom and can be adjusted in such a way that the crystal is

clamped between the top and bottom parts of the holder. The collimator and the hexapod are

placed inside an ISO8 clean room. On the same carriage of the hexapod, an INVAR steel frame is

Fig. 4 (a) Sketch (not at scale) of the LARIX-T facility at the University of Ferrara, where the Laue

lens module was assembled and tested. (b) The collimated X-ray source. (c) The remotely con-

trollable lead and tungsten collimator. (d) The hexapod used to orient the crystals; the custom

crystal holder is also visible with a mounted crystal. (e) The suite of the available detector, the

HPGe spectrometer, and the flat-panel imager Perkin–Elmer (200 μm spatial resolution).
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also installed. This frame hosts the quartz glass that is used as substrate for the module of the

Laue lens under realization. Both the quartz glass and the INVAR steel were chosen for their

extremely low thermal expansion coefficients (0.55 and 1.2 ppm∕°C, respectively).

A further carriage is placed on a movable rail, which allows the detector to be moved from a

minimum distance from the lens frame of ∼8 m to a maximum distance of ∼23 m. A Perkin

Elmer cesium iodide (CsI(Tl)) digital X-ray flat panel detector with 1024 × 1024 pixels, 200 μm

pixel size, and sensitive in the broad energy range of 20 keV to 15 MeV was used to detect the

diffracted signals by each crystal and for their mutual alignment [Fig. 4(e)].

Given the divergence of the beam, the imager is placed at distance FD from the crystals,

obtained as2

EQ-TARGET;temp:intralink-;e001;114;616

1

FD

¼
1

D
þ

2

Rc

; (1)

where D is the distance between the source and the sample holder and Rc is the curvature radius

of the crystals. In the ideal case of a crystal with a curvature radius of 40.0 m, FD is 11.4 m

instead of 20.0 m. Note that X-rays get diffracted only once in the Laue lens configuration;

therefore, the beam divergence contributes to reducing the focal length.

2.3 Prototype Assembly

The main objective of this research is to fabricate a test module consisting of 12 bent germanium

crystals. With reference to Fig. 5, for a parallel beam impinging on the lens, the proper orientation

of the diffracted beam toward the Laue lens focus is achieved by adjusting the crystal with respect

to the θ angle, which is related to the Bragg’s angle, and to the polar, or radial, angle ϕ. We aim to

be able to build an astrophysical Laue lens with a PSF of the order of 30 arcsec half-power

diameter (HPD) in its entire energy band, which means that we require positioning the

Bragg’s angle of the crystal with an accuracy of <10 arcsec.3 The misplacement of the image

of a crystal due to a wrong incident angle scales with the focal of the lens, so with a long focal

such as our case, it is very important to keep this type of misalignment as small as possible. On

the polar angle, we can have a less strict requirement of an accuracy of at least 5 arcmin because

the misplacement of the image induced by a polar angle misalignment scales with the radius of

the lens, which is about one order of magnitude smaller than the focal length. Even with a limited

number of crystals, such a cluster is representative of the elemental module that constitutes a

complete Laue lens. The position of each crystal is set under the control of the X-ray beam

Fig. 5 Scheme showing how the deviation of one crystal from the nominal positioning angles (θ

and ϕ) affects the position of the diffracted beam. Black points O represent the nominal diffracted

position. (a) The variation Δθ along the Bragg’s angle θB shifts the diffracted signal in O 0 by

Δy ¼ F tanð2ΔθÞ. (b) The variation Δϕ of the polar angle with respect to the nominal position

results in a shift of the diffracted beam from O to O 0 by an amount Δz ¼ r tanΔϕ.
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to align the positions of the centroids of their images all on the same point on the detector. Each

crystal is bonded to the substrate through the following procedure:

1. The crystal is mounted on the hexapod, and the collimator is positioned in such a way that

the central part of the crystal is illuminated.

2. The position of the diffracted signal is measured with the flat panel. From the difference

between the nominal and measured positions of the diffracted signal, the Bragg and polar

angles are evaluated and provided to the hexapod to correctly orient the crystal.

3. A drop of glue is dispensed on the substrate in correspondence to the central part of the

crystal. The polished side of the crystal is then pressed into contact with the adhesive. We

chose to apply the adhesive on the polished side to avoid the glue inducing an excessive

stress on the crystals, possibly changing their curvature radii. The typical distance between

crystal and substrate is about 150 to 200 μm. A final check of the position of the diffracted

signal is made. By fitting the diffraction profile in both directions, the measurable posi-

tional accuracy is better than 0.5 pixels, i.e., on the order of 1.5 to 2 arcsec.

4. The glue is cured from the back of the quartz substrate using the UV lamp DYMAX Blue-

Wave 75 with the use of a light guide. We alternated between short light shots and longer

dark times. The idea of this procedure is that the light shots partially cure the glue, so

during the dark times, there is still room to correct the position of the crystal if the expected

shrinkage of the glue moved the crystals from its desired position. For each crystal, we

performed 60 cycles of 0.5 s of light and 45 s of dark and then 20 cycles of 2 s of light and

45 s of dark. The total light time given to each crystal is 70 s, and the total dark time is

3600 s, so the curing process of each crystal takes 1 h.

5. The crystal is released from the hexapod, and the position of the centroid of its diffracted

image is measured. The release of the crystal is typically the most crucial phase of the

bonding process because the combined effects of the adhesive force of the glue, gravity,

and any backlash from the release of the crystal clamp can drastically change the position

of the crystal if the bonding process was not performed properly. The position of the dif-

fracted signal for each crystal is monitored at regular time intervals, with a particular inter-

est in evaluating its long term stability.

3 Data Analysis and Results

The assembled module of the Laue lens is shown in Fig. 6(a), and the image of the crystals

illuminated together is shown in Fig. 6(b). The bonding procedure is quite time-consuming

because continuous checks are needed on the position of the crystals throughout the process.

Fig. 6 (a) The 11 crystals bonded on the quartz substrate fixed on the INVAR support. The color

overlapped on each crystal corresponds to the colors used to distinguish each crystal on the plots

in Fig. 8. (b) Diffracted image produced by the 11 crystals fixed on the substrate and illuminated

simultaneously. The center of the green cross was the target position on which we tried to align the

image of each crystal.
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Of the 10 days passed from the bonding of the first to the last crystals, seven were working days,

resulting in the bonding of 1 to 2 crystals a day. To check the positional stability of the crystals in

the assembled module, we repeated the measurement of the position of the diffracted beam from

each crystal daily, for 31 (21) days after the assembly of the first (last) crystal. After this period,

we noted that the crystals’ position remained stable for at least 1 week, when we stopped the daily

measurements. Very preliminary results of our assembled module were reported in a previous

work.10 The final sector was made by 11 crystals instead of 12 because the crystal 26B got

detached from its original position due to an assembly mishap and left a white spot of cured

glue on the quartz substrate (clearly visible in Fig. 6, which rendered it impossible to bond

another crystal on the same position without risk of damage to the assembly). Finally, the profile

of the image along the focusing direction is shown in Fig. 7(a), and the profile along the non-

focusing direction is shown in Fig. 7(b). The images shown in Fig. 6 were taken 31 days after the

bonding of the first crystal. Seven of the 11 crystals are aligned in the central peak of the image,

and four crystals (30A, 26C, 31A, and 28B) are strongly misaligned along the focusing direction.

We can see that the width of the diffracted peaks produced by crystals 26C, 31A, and 28B are

twice the width of the peak generated by crystal 30A. We believe that this effect can be ascribed

to the stress generated by the glue on the crystals, which in some cases can be strong enough to

deform their curvature radius. In the focusing direction, the combined image of the crystals

shows five distinct peaks: the major peak results from the combination of seven well-aligned

crystals, it is centered at a distance of 45 arcsec from the expected position (see Fig. 7) and

has an FWHM of 88 arcsec. The four smaller peaks are generated by the outlier crystals.

The position and FWHM of every peak are reported in Table 2. On the non-focusing direction,

the profile of the image can be fitted by a box shape centered 9.2� 0.3 arcsec from the target

position and with a width of 267� 7 arcsec, which corresponds to a linear width on the detector

of 15 mm at the distance of 11.4 m, compatible with the expected crystal footprint taking into

account the divergence of the X-ray beam. The time stability of the assembly was evaluated by

Fig. 7 (a) Profile along the focusing direction of the image produced by the assembled Laue lens

module. The main peak includes the overlapped images of seven crystals. (b) Profile along the

non-focusing direction of the image produced by the assembled Laue lens module.

Table 2 Fit parameters of the five peaks forming the combined image of the 11 crystals bonded on

glass, projected along the focusing direction. The peaks are numbered in increasing order, from left

to right.

Peak number Normalization Mean (arcsec) FWHM (arcsec)

1 0.341� 0.009 −160.5� 0.9 64� 2

2 0.96� 0.03 45� 1 88� 3

3 0.181� 0.006 230� 1 67� 3

4 0.226� 0.009 336� 1 60� 3

5 0.22� 0.01 414.2� 0.8 25� 2
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measuring the position of the centroid of every crystal day by day after the cure. Time stability

measurements on both the Bragg’s and polar angles are shown in Fig. 8. After 31 days from the

cure of the first crystal, the average misalignment value in the Bragg’s angle is 100� 50 arcsec,

whereas the average misalignment value in the polar angle is 2� 3 arcsec. The amplitude of the

Bragg’s angle distribution is 9.58� 0.03 arcmin, whereas the amplitude of the polar angle

distribution is 30� 7 arcsec. Taking into account that the angle with respect to the incoming

direction of the photons is twice the angle between the diffraction planes and the beam1 in the

transmission configuration, the assembly misalignment of the crystals is then obtained by dividing

the angular misalignment that we measured by two. This means that the average Bragg’s angles’

assembly misalignment is 50� 25 arcsec, and thewidth of the distribution is 4.79� 0.02 arcmin,

whereas the average polar angles’ assembly misalignment is 1.0� 1.5 arcsec.

4 Simulations

The mean and width of the distribution of misalignment angles and the uncertainty of the radius

of curvature were used to simulate both a sector and a whole Laue lens. For this purpose, the Laue

lens library (LLL), which is described elsewhere,11 was used. The LLL is a hybrid analytical +

ray-tracing Monte Carlo tool developed to simulate different configurations of Laue lenses and

evaluate their performance. At present, the Laue simulation tools assume that the curvature radius

of the crystals, as well as the angles θ and ϕ, can be distributed according to a uniform or

Gaussian profile with respect to an average value. However, the model does not include the effect

of the variation of the curvature radius that may occur during the curing process due to the afore-

mentioned stresses.

The simulated mosaicity of the crystals is set to 10 arcsec, as required for the batch of

crystals used in the experimental campaign.

Fig. 8 Measured misalignment in (a) the Bragg’s angle and (b) polar angle for every crystal as a

function of time after bonding.
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4.1 Module of a Laue Lens: Laboratory Configuration

First, a Laue lens module made from bent Ge (220) was simulated, assuming a uniform distri-

bution of misalignment errors on both the Bragg’s and polar angles of the crystals. The mean and

width of these distributions are the same as those measured from the assembled module. In addi-

tion, we included in the simulation a uniform random distribution of the curvature radius of the

crystals, with a mean value of 39.7 m and a width of 1.0 m. These values were obtained from the

measurements of the curvature radius of a sample of 82 bent crystals of Ge(220) specifically

prepared for this project and measured at CNR-IMEM.10 The set of 11 crystals used for this

demonstration prototype is part of the same batch of samples. The assembly misalignment angles

and curvature radius of each crystal were sampled from those random distributions.

In the simulations, we used the geometrical configuration of the source–lens prototype–

detector system in our experimental setup, so we simulated a source–lens distance of

26.5 m, lens–detector distance of 11.4 m, and source size of 0.4 mm.

We also simulated the performance of a sector consisting of 12 perfect crystals of Ge(220),

all bent with a radius of curvature of 40 m and with no misalignment error from the ideal position.

This nominal module is taken as a reference for comparison with the experimental module.

Along the focusing direction (Y direction), the profile of the combined image from the 12 crystals

has a Gaussian profile with an FWHM of 36.6� 0.1 arcsec. Along the non-focusing direction (Z

direction), due to the cylindrical curvature of the sample, no focalization is expected. The data are

fitted with a box profile centered on 0.01� 0.02 arcsec with a width of 257� 7 arcsec. The

image and the profiles along the Z and Y directions of the ideal configuration sector are shown

in Fig. 9, left.

Images and profiles along the Z and Y directions for the distorted/misaligned configurations

are shown in Fig. 9, right. In the latter condition, the overall image of the crystals projected along

the focusing direction shows six separate peaks that can be fitted with Gaussian profiles. The

parameters used to fit the peaks are reported in Table 3. Along the non-focusing direction, the

data are fitted again by a box profile, with the center on 0.96� 0.08 arcsec and a width of

260� 7 arcsec. Interestingly, along the Z direction, which is less affected by assembly errors,

the width of the simulated realistic image is perfectly consistent with the width of the real image

of the prototype along the vertical direction.

4.2 Module of Laue Lens: Astrophysical Configuration

To assess the impact of the beam divergence, we simulated the behavior of the prototype in an

astrophysical configuration, i.e., with a lens–detector distance of 20 m and a point-like source at

an infinite distance. Even in this case, we simulated both an ideal lens sector and a sector with the

same curvature radius distribution of the crystals and assembly error distribution as the one we

measured on the prototype.

In the ideal lens case, the profile of the combined image from the 12 crystals along the

focusing direction has a Gaussian profile with an FWHM of 36.0� 0.1 arcsec. Along the

non-focusing direction, the data are fitted with a box profile centered on −0.01� 0.03 arcsec

with a width of 103.6� 4 arcsec. Images and profiles along the Z and Y directions from both

simulated configurations are shown in Fig. 10.

In the realistic configuration, as a result of the random sampling of the misalignment dis-

tributions, the overall image of the crystals along the focusing direction shows five separate

peaks. These peaks can be fitted with Gaussian profiles, the parameters of which are reported

in Table 4. Along the non-focusing direction, the data are fitted again by a box profile, with the

center on 3.05� 0.03 arcsec and a width of 103� 4 arcsec. Again, this is compatible with the

expected angular size of the 10 mm long non-focusing side, at a distance of 20 m, for a paral-

lel beam.

4.3 Full Laue Lens

With the same set of parameters characterizing the astrophysical configuration, we simulated a

full Laue lens made of ∼13;700 Ge(220) crystals working in the energy range 100 to 500 keV, in

the ideal case of no errors on the curvature radius of the crystals and no misalignment errors.

Results from the simulations are shown in Fig. 11, left. For the ideal configuration case, the HPD

of the PSF is 54� 4 arcsec, mainly due to the mosaicity of the crystals. By adding a uniform
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Fig. 9 (Left) Comparison of the simulated images and profiles in the case of ideal crystal alignment

configuration and (right) a configuration reproducing the laboratory setup with the observed align-

ment error. (a) Focal plane images of an ideal and a real sector. (b) Profiles along the focusing

direction. (c) Profiles along the non-focusing direction.

Table 3 Fit parameters of the six peaks forming the combined image of the 12 Ge(220) crystals

composing the simulated sector, projected along the focusing direction, in the laboratory configuration.

Peak number Normalization Mean (arcsec) FWHM (arcsec)

1 0.98� 0.01 −242.5� 0.2 49.7� 0.7

2 0.284� 0.005 −167.6� 0.2 35.5� 0.7

3 0.282� 0.005 −54.0� 0.2 36.7� 0.7

4 0.344� 0.005 130.7� 0.2 35.7� 0.5

5 0.88� 0.01 218.5� 0.2 37.5� 0.6

6 0.259� 0.004 273.3� 0.2 37.0� 0.7
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Table 4 Fit parameters of the five peaks forming the combined image of the 12 Ge(220) crystals

composing the simulated sector, projected along the focusing direction, in an astrophysical con-

figuration (point-like source at infinity).

Peak number Normalization Mean (arcsec) FWHM (arcsec)

1 0.89� 0.03 −135.0� 0.6 61� 2

2 0.82� 0.01 88.5� 0.2 37.6� 0.6

3 0.91� 0.01 149.8� 0.2 52.4� 0.9

4 0.437� 0.007 208.6� 0.2 36.0� 0.7

5 0.903� 0.008 276.4� 0.1 38.9� 0.4

Fig. 10 Comparison of the simulated images and profiles in the case of (a) ideal sector configu-

ration and (b) real configuration, with an astrophysical source. Top: Focal plane images of an ideal

and a real sector. Center: Profiles along the focusing direction. Bottom: Profiles along the non-

focusing direction.

Ferro et al.: Recent developments in Laue lens manufacturing and their impact. . .

J. Astron. Telesc. Instrum. Syst. 014002-12 Jan–Mar 2024 • Vol. 10(1)



distribution of alignment and curvature radius errors to reproduce the parameter spread measured

on our prototype, we obtain the results in Fig. 11, right. In this case, the PSF is broadened to a

HPD of 289� 4 arcsec.

5 Discussion and Conclusion

We built a prototype of a Laue lens sector made of 11 bent Ge(220) crystals bonded on a glass

substrate by means of an UV-curable adhesive. From extensive testing, we obtained an average

assembly misalignment in the Bragg’s angle value of 50� 25 arcsec and an average misalign-

ment in the polar angle position of 1.0� 1.5 arcsec. Wewere able to reach a good accuracy in the

radial positioning alignment, whereas the misalignment in the Bragg’s angle is two orders of

magnitudes larger. We observed that the position of the crystals is subjected to fluctuations

in the first 3 to 4 days after the gluing procedure; however, it settles afterward.

Simulations based on our physical model of the Laue lens corroborate these observations

and well reproduce the observed PSF of the diffracted image by a single sector when the exper-

imental setup is adopted; this includes the geometrical configuration of the source-lens, the num-

ber of crystals, and the alignment error distribution.

By extrapolating these performances to a full Laue lens assembly and adopting a uniform

distribution of misalignment errors, the simulations show a final PSF with an HPD ¼
289� 4 arcsec. This is the best result that we achieved in building a long focal Laue lens

prototype with adhesive-based bonding techniques. The narrow field telescope on board the

ASTENA mission has a PSF requirement of 30 arcsec, which would call for a reduction of at

least one order of magnitude in the misalignment in the Bragg’s angle with respect to what we

have obtained to date. The most significant source of misalignment in our process is the

Fig. 11 (a) (top) Image produced by a simulated ideal full Laue lens built with Ge(220) crystals

working in the 100 to 500 keV energy band; (bottom) radial (red curve) and cumulative (black

curve) counts from the center of the PSF. All crystals are bent with the same curvature radius

of 40 m and no misalignment errors are present. The black dot-dashed line in the middle repre-

sents the 50% integrated counts level. (b) Same as in the left panel, but with a real Laue lens in

which the curvature radius of the crystals is distributed according to the measured uniform distri-

bution (center = 39.7 m, width = 1.0 m) and the misalignment errors are uniformly distributed as

observed (center = 101 arcsec, width = 161 arcsec for the Bragg’s angles; center = 2 arcsec, width

= 9 arcsec for the radial positioning angles). The black dot-dashed horizontal line represents the

50% cumulative counts.
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unpredictability of the volumetric shrinkage of the glue, which, combined with the release of

heat during the cure, makes it difficult to position the crystal with the desired level of

accuracy.

To address the challenges of the bonding technique outlined above, we are currently inves-

tigating various alternative approaches. The final goal is to achieve a robust bonding of the crys-

tals while ensuring their precise alignment. As previously emphasized, the role of the adhesive is

critical, particularly when its thickness lacks uniformity, leading to uneven shrinkage during the

curing phase. By reducing the miscut angle to a few arcseconds and, more importantly, using

crystals with a uniform miscut, one could achieve a significant reduction of the thickness of the

adhesive between the crystals and the substrate, thus alleviating the stress induced by the curing

process.

We are currently investigating alternatives that do not rely on traditional adhesives, specifi-

cally we are exploring either anodic or silicate bonding techniques, which are widely used in the

field of electronics.

We are also studying the potential application of small mechanisms based on piezoelectric

actuators. This technique would have the advantage to enable both the alignment of the crystals

(or modules of crystals) with arcsecond accuracy and the periodic realignment of the system;

however, the effect of the absorption of the material needed for the system must be evaluated. The

latter is a feature not achievable with all bonding methods investigated thus far.

The research conducted so far shows that the level of positional accuracy of bent crystals

achieved with UV-curable adhesives allows a long-focal length Laue lens to focus hard X-ray

radiation onto a spot with a half-power diameter of 4.8 arcmin. With such a performance for the

entire lens, even though it is still far from the 0.5 to 1 arcmin goal, one could build a narrow-field

telescope for high energy spectro-polarimetry capable of obtaining a significant jump in sensi-

tivity in the 50 to 600 keV band, when compared with current non-focusing instrumentation,

thereby opening a new window in hard X and soft gamma-ray astrophysics.
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ABSTRACT

Context. The complexity and variety exhibited by the light curves of long gamma–ray bursts (GRBs) enclose a wealth of information
that still awaits being fully deciphered. Despite the tremendous advance in the knowledge of the energetics, structure, and composition
of the relativistic jet that results from the core collapse of the progenitor star, the nature of the inner engine, how it powers the relativistic
outflow, and the dissipation mechanisms remain open issues.
Aims. A promising way to gain insights is describing GRB light curves as the result of a common stochastic process. In the Burst And
Transient Source Experiment (BATSE) era, a stochastic pulse avalanche model was proposed and tested through the comparison of
ensemble-average properties of simulated and real light curves. Here we aim to revive and further test this model.
Methods. We apply it to two independent data sets, BATSE and Swift/BAT, through a machine learning approach: the model parameters
are optimised using a genetic algorithm.
Results. The average properties are successfully reproduced. Notwithstanding the different populations and passbands of both data sets,
the corresponding optimal parameters are interestingly similar. In particular, for both sets the dynamics appears to be close to a critical
state, which is key to reproduce the observed variety of time profiles.
Conclusions. Our results propel the avalanche character in a critical regime as a key trait of the energy release in GRB engines, which
underpins some kind of instability.

Key words. Gamma-ray burst: general – Methods: statistical – machine learning – genetic algorithms

1. Introduction1

Gamma–ray bursts (GRBs) are the most powerful explosions on2

stellar scale in the Universe. At least two kinds of progenitors3

are known: (i) so-called ‘collapsar’ (Woosley 1993; Paczyński4

1998; MacFadyen & Woosley 1999), that is a hydrogen-stripped5

massive star, whose core collapses to a compact object, which6

launches a relativistic (Γ ∼ 102–103) jet; (ii) merger of a compact7

binary (Eichler et al. 1989; Paczynski 1991; Narayan et al. 1992),8

where at least one of the two objects is supposed to be a neutron9

star (NS) and which also results in a short-lived relativistic jet10

(see Kumar & Zhang 2015; Zhang 2018 for recent reviews). There11

are alternative models to the collapsar, such as the binary-driven12

hypernova model (BdHN; Rueda & Ruffini 2012; Becerra et al.13

2019), in which the final collapse of a CO core of a massive star14

can trigger the collapse of a companion neutron star. Most GRBs15

due to (i) manifest themselves as long GRBs (LGRBs), lasting16

longer than ∼ 2 s1, while (ii) usually exhibit a subsecond spike17

? bzzlnz[at]unife[dot]it
1 This boundary value is from CGRO/BATSE GRB catalogue and
slightly depends on the detector’s passband.

occasionally followed by weak, long-lasting emission (Norris 18

& Bonnell 2006), and are commonly referred to as short GRBs 19

(SGRBs). Actually, the emerging picture is more complicated, 20

as shown by the increasing number of cases with deceptive time 21

profiles found in both classes (Gehrels et al. 2006; Rastinejad 22

et al. 2022; Gompertz et al. 2023; Yang et al. 2022; Troja et al. 23

2022; Ahumada et al. 2021; Zhang et al. 2021; Rossi et al. 2022; 24

Levan et al. 2023; Levan et al. 2024). 25

The nature of the dissipation mechanism that is responsible 26

for the GRB prompt emission is still an open issue. The great 27

variety observed in the light curves (LCs) of LGRBs is thought to 28

be the result of the variability imprinted to the relativistic outflow 29

by the inner engine left over by the collapsar, either a millisec- 30

ond magnetised NS or a black hole (BH), along with the effects 31

of the propagation of the jet within the stellar envelope (e.g., 32

Morsony et al. 2010; Geng et al. 2016; Gottlieb et al. 2020b,a, 33

2021b,a), although some models ascribe the possible presence 34

of subsecond variability to magnetic reconnection events taking 35

place at larger radii (Zhang & Yan 2011). Some correlations were 36

found between variability and minimum variability timescale 37

on one side, as defined in a number of ways, and luminosity 38
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and initial Lorentz factor of the outflow on the other side (e.g.,39

see Camisasca et al. 2023 and references therein). However, apart40

from the study of average and of individual Fourier power den-41

sity spectra of GRBs (Beloborodov et al. 1998; Guidorzi et al.42

2012, 2016; Dichiara et al. 2013), the study of the waiting time43

distribution between pulses (Ramirez-Ruiz et al. 2001; Nakar44

& Piran 2002; Quilligan et al. 2002; Guidorzi et al. 2015), and45

the distribution of the number of peaks per GRB (Guidorzi et al.46

2024), little progress has been made in deciphering and char-47

acterising the variety of LGRB LCs within a unifying scheme48

that could explain the large diversity (in terms of duration, num-49

ber of pulses, distribution of energy and waiting times between50

pulses) and relate it to other key properties. Recent investigations51

found possible evidence that GRB engines emit as self-organised52

critical (SOC) systems (Wang & Dai 2013; Yi et al. 2017; Lyu53

et al. 2020; Wei 2023; Li & Yang 2023; Maccary et al. 2024),54

in which energy is released through avalanches whenever the55

system naturally reaches a critical point. Yet, the interpretation is56

not straightforward, since SOC dynamics is usually invoked for57

systems that are continuously fed by some energy input and are58

not characterised by the kind of irreversible evolution expected59

for a GRB inner engine. A successful description of the inner60

engine variability would help constrain the mechanism that pow-61

ers the jetted outflow in GRBs and, ultimately, the nature of the62

compact object. Furthermore, it would provide the community63

with a reliable tool to simulate credible GRB LCs as they would64

be measured by future experiments, avoiding the pitfalls of using65

real noisy LCs (e.g., Sanna et al. 2020).66

In this respect, an interesting attempt was laid out by Stern &67

Svensson (1996, hereafter SS96) in the Compton Gamma–Ray68

Observatory era (CGRO; 1991–2000) on the GRB catalogue of69

one of its experiments, the Burst And Transient Source Exper-70

iment (BATSE). These authors proposed a common stochastic71

process built on a pulse avalanche mechanism and tried to repro-72

duce some of the observed distributions of BATSE GRB LCs. At73

that time, the cosmological distances of GRBs and the progeni-74

tors’ nature of the two classes were yet to be firmly established,75

with the first afterglow discoveries starting from 1997 (Costa76

et al. 1997). By manually guessing the values of the seven model77

parameters, SS96 came up with a process operating in a nearly78

critical regime and capable of reproducing the variety of observed79

GRB LCs, as long as the chosen metrics are concerned. This80

approach of simulating GRB LCs was adopted in Greiner et al.81

(2022) to assess localisation capabilities of a proposed network of82

GRB detectors on the global navigation satellite system Galileo83

G2.84

In the big data era, advanced statistical and machine learning85

(ML) techniques applied to astrophysics have become routine86

(e.g., see Feigelson et al. 2021 for a review). In this paper we87

aim to verify and improve the results obtained by SS96 on the88

BATSE data and, for the first time, apply their model to a sample89

from another detector operating in a softer energy band, such as90

the Burst Alert Telescope (BAT; Barthelmy et al. 2005) aboard91

the Neil Gehrels Swift Observatory (Gehrels et al. 2004). Specifi-92

cally, we aim at optimising the model parameters using a genetic93

algorithm (GA; Rojas 1996).94

A similar technique, in which the parameters of a physical95

model were optimised through the application of a GA, was96

recently applied by Vargas et al. (2022) to model the shock prop-97

agation in the supernova SN2014C progenitor star and ejecta, in98

which the GA was used to optimise a hydrodynamic and radiation99

transfer model.100

Unlike SS96, we restrict our analysis to LGRBs, whose pro-101

genitor is thought to be a collapsar, to preserve as much as pos-102

sible the homogeneity of the putative GRB inner engines. For 103

∼ 30% of the Swift sample with measured redshift, in principle it 104

is possible to carry out the same analysis in the GRB rest frame. 105

However, we did not consider this option, since the cosmologi- 106

cal dilation correction by (1 + z) is partly counteracted by other 107

energy-dependent effects, which make the final correction milder 108

and less obvious (see Camisasca et al. 2023 and references therein 109

for a detailed explanation). 110

In this paper, we report the main results and implications. 111

A companion and more ML-oriented paper will report all the 112

technical details. The present work is organised as follows: in 113

Section 2 we describe the data analysis and sample selection, 114

while in Section 3 we illustrate the methods underpinning the 115

avalanche model and the implementation of the genetic algorithm. 116

Section 4 reports the results, whose discussion and conclusions 117

are laid out in Section 5. 118

2. Data Analysis 119

2.1. Sample selection 120

From the BATSE 4B catalogue (Paciesas et al. 1999) we took the 121

64-ms time profiles that were made available by the BATSE team2. 122

Observed with the BATSE eight Large Area Detectors (LADs), 123

these data are the result of a concatenation of three standard 124

BATSE types, DISCLA, PREB, and DISCSC, available in four 125

energy channels: 25–55, 55–110, 110–320, and > 320 keV. We 126

used the total passband LCs. For each GRB the background was 127

interpolated with polynomials of up to fourth degree as prescribed 128

by the BATSE team. In our analysis, we used the background- 129

subtracted LCs. 130

From an initial sample of 2024 GRBs we selected only those 131

that satisfy the following requirements: 132

– T90 > 2 s, that is, only long GRBs; 133

– data available for at least 150 s after the brightest peak; 134

– signal-to-noise ratio (S/N) of the total net counts within the 135

duration of the event greater than 70. 136

In order to estimate the S/N, following SS96, rather than the 137

commonly used T90, we used as a proxy of the GRB duration 138

the time interval from the first to the last time bin whose counts 139

exceed the threshold of 20% of the peak counts, henceforth called 140

T20%. Before evaluating the T20%, the LCs were first convolved 141

with a Savitzky-Golay smoothing filter (Savitzky & Golay 1964), 142

using a second order interpolating polynomial, and a moving 143

window of size T90/15. Accordingly, we defined the S/N of a 144

GRB as the sum of the net counts in the whole T20% interval, 145

divided by the corresponding error. The value of the S/N threshold 146

was the result of a trade-off between the number of GRBs and 147

the statistical quality of the LCs in the sample. Furthermore, the 148

T20% is also used to compute the duration distribution of the LCs 149

(Section 2.2). 150

We ended up with 585 long GRBs satisfying the aforemen- 151

tioned properties. Hereafter, this will be referred to as the BATSE 152

sample. 153

As a second dataset, we considered the GRBs detected by 154

Swift/BAT from January 2005 to November 2023 and covered 155

in burst mode. We used the total 15–150 keV passband LCs, 156

with 64-ms bin time; these were extracted as mask-weighted 157

background-subtracted LCs, following the standard procedure 158

recommended by the BAT team.3 From an initial sample of 1389 159

2 https://heasarc.gsfc.nasa.gov/FTP/compton/data/

batse/ascii_data/64ms/
3 https://swift.gsfc.nasa.gov/analysis/threads/bat_

threads.html.
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GRBs observed in burst mode, 531 passed the selection based160

on the same criteria adopted for BATSE, except for the value of161

the S/N threshold, which was lowered to 15 to obtain a sample of162

comparable size to the BATSE one, but still ensuring the required163

statistical quality. Hereafter, this will be referred to as the Swift164

sample.165

2.2. Statistical metrics166

We considered the following four metrics, which were also used167

by SS96:168

1. the average peak-aligned post-peak time profile (Mitrofanov169

1996), in the time range 0–150 s after the brightest peak. It is170

evaluated by averaging the normalised count rate of all the171

LCs in the sample, i.e. 〈F/Fp〉, Fp being the peak count rate.172

Further details are given in Stern (1996);173

2. the average peak-aligned third moment of post-peak time174

profiles 〈(F/Fp)3〉, evaluated analogously to the first moment;175

3. the average auto-correlation function (ACF). For both data176

samples the ACF is corrected for the counting statistics noise177

as in Link et al. (1993) and is computed in the 0–150 s inter-178

val;179

4. the T20% distribution, with T20% used as a proxy of the dura-180

tion.181

As in SS96, (1)–(4) are used as metrics to evaluate the degree of182

similarity between the real and the simulated LCs.183

3. Methods184

3.1. Light curve simulations185

The stochastic process conceived by SS96 belongs to the class of186

so-called ‘branching’ processes, which describe the development187

of a population whose members reproduce according to some188

random process (Harris 1963). We outline its key features below,189

and refer the reader to SS96 for more details.190

The SS96 model is based on the assumptions that (i) GRB191

LCs can be viewed as distinct random realisations of a com-192

mon stochastic process, within narrow parameter ranges; (ii) the193

stochastic process should be scale invariant in time, and (iii) it194

operates close to a critical state. With this model, each LC con-195

sists of a series of spontaneous primary (or parent) pulses, each196

of which can give rise to secondary (or child) pulses, which can197

then further generate pulses until the process reaches subcritical198

conditions and stops. Each pulse, which acts as a building block,199

is described by a Gaussian rise followed by a simple exponential200

decay:201

f (t) =















A exp
{

−(t − tp)2/τ2
r

}

, for t < tp

A exp
{

−(t − tp)/τ
}

, for t > tp

, (1)

where τ is roughly the pulse width, tp is the peak time, A is202

the amplitude, and we assume τr = τ/2 (Norris et al. 1996).203

Differently from SS96, we do not sample A from a uniform204

distributionU[0, 1], rather, for each GRB we sample the value205

Amax from the distribution of the peak count rates of the real206

observed LCs, and then the amplitude of each pulse composing207

that LC is sampled fromU[0, Amax].208

The model is described by seven parameters:209

– µ0 rules the number µs of spontaneous initial pulses per GRB,210

which is sampled from a Poisson distribution with µ0 as ex-211

pected value:212

p(µs|µ0) =
µ
µs

0
exp(−µ0)

µs!
. (2)

– µ rules the number of child pulses µc generated by each parent 213

pulse, which is sampled from a Poisson distribution with µ as 214

expected value: 215

p(µc|µ) =
µµc exp(−µ)

µc!
. (3)

– α rules the delay ∆t between a child and its parent. This delay 216

is exponentially distributed, with e-folding time given by (ατ), 217

where τ is the time constant of the child pulse: 218

p(∆t) = (ατ)−1 exp(−∆t/ατ) . (4)

Moreover, the spontaneous µs primary pulses are all assumed 219

to be delayed with respect to a common invisible trigger event; 220

the probability distribution of such delay t is exponentially 221

distributed: 222

p(t) = (ατ0)−1 exp(−t/ατ0) , (5)

τ0 being the time constant of the primary pulse. 223

– τmin and τmax define the boundaries for the constant τ0 of the 224

primary spontaneous pulses and whose probability density 225

function is p(τ0) ∝ 1/τ0, equivalent to a uniform distribution 226

of log τ0: 227

p(log τ0) =
[

log τmax − log τmin

]−1
, (6)

where τmin has to be shorter than the time resolution of the 228

instrument. Varying τmax is equivalent to rescaling all average 229

avalanche properties in time. 230

– δ1 and δ2 define the boundaries, [δ1, δ2], of a uniform distri- 231

bution assumed for the logarithm of the ratio between τ of 232

the child and τp of its parent: 233

p[log(τ/τp)] = |δ2 − δ1|
−1 , (7)

with δ1 < 0, δ2 ≥ 0, and |δ1| > |δ2|. 234

Each of the µs spontaneous initial pulses gives rise to a pulse 235

avalanche, acting as a parent, spawning another set of child pulses, 236

in a recurrent way. Finally, it is the superposition of all the parent 237

and child pulses generated during the avalanche that shapes the 238

LC of an individual GRB. 239

The stochastic pulse avalanche model was used to simulate 240

both BATSE and Swift/BAT LCs. The statistical noise depends on 241

the total counts in each time bin, which requires the knowledge 242

of the typical background count rate for a given instrument. For 243

BATSE, which consisted of NaI(Tl) scintillators, we assumed a 244

constant background rate of 2.9 cnt s−1cm−2, which corresponds 245

to the median of the distribution of the measured error rates. 246

Each final simulated LC was the result of a Poisson realisation, 247

assuming for each time bin the total counts (that is, noise-free 248

simulated profile plus background) as expected value. Lastly, the 249

background was removed. 250

Swift/BAT is a coded mask coupled with a CZT detection 251

array. Its background-subtracted LCs are the result of the decon- 252

volution of the detection with the pattern of the mask, so the 253

rate in each time bin can be modelled as a Gaussian variable. To 254

simulate BAT LCs, the rate of each time bin was sampled from 255

a Gaussian distribution centred on the LC (noise-free) model 256

obtained with the pulse avalanche model, and with standard de- 257

viation randomly sampled from the errors measured in the real 258

Swift/BAT LCs. 259

All the simulations were carried out using an open-source 260

Python4 implementation5 by one of the authors. 261

4 https://www.python.org/
5 https://github.com/anastasia-tsvetkova/lc_pulse_

avalanche
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3.2. Genetic algorithm262

SS96 proposed a set of values for the seven model parameters263

as the result of an educated guess. The optimisation of these264

parameters, however, is an ideal task for nowadays routinely used265

ML techniques.266

GAs are a specific type of algorithms in the larger family of267

the so-called evolutionary algorithms (Russell & Norvig 2021;268

Rojas 1996; Aggarwal 2021; Hurbans 2020), where a Darwinian269

evolution process is simulated to find the parameters that max-270

imise a function.271

In GAs, each solution to an optimisation problem can be272

seen as an individual, with the “fitness” of that individual being273

determined by the objective function value of the corresponding274

solution. These solutions are points in the domain of the function275

to be optimised. In our work, each individual is represented by276

a genome made of seven genes, which are the parameters of277

the SS96 model described in Section 3.1.278

At each generation, a new set of individuals is created. Over279

time, the points belonging to the new generations gradually con-280

verge towards local maxima of the fitness function. In order to281

improve over successive generations the overall fitness of the pop-282

ulation, GAs incorporate three fundamental processes: selection,283

crossover, and mutation.284

The typical life cycle of a GA, made up of a succession of the285

so-called generations, includes the following steps:286

1. Population initialisation: Generating randomly a population287

of potential solutions;288

2. Evaluating fitness: Assessing the quality of each individual289

by employing a fitness function that assigns scores to evaluate290

their fitness;291

3. Parent selection: Choosing pairs of parents for reproduction292

based on their fitness score;293

4. Offspring creation: Producing offspring by combining genetic294

information from parents, and introducing random mutations;295

5. Generation advancement: Selecting individuals and offspring296

from the population to progress to the next generation.297

GAs are particularly useful in situations where there is no298

available information about the function’s gradient at the evalu-299

ated points. Indeed, GA can effectively handle functions that are300

not continuous or differentiable (Rojas 1996).301

3.3. Parameter optimisation302

The GA has been implemented using PyGAD6, an open-source303

Python library containing a collection of several ML algo-304

rithms (Gad 2023).305

We constrain the seven parameters of the model within the306

intervals shown in Table 1.307

The GA evolves through a sequence of generations consist-308

ing of a population with Npop = 2000 individual sets of seven309

parameters. Each set of parameters, hereafter referred to as an310

individual, is then used to generate Ngrb = 2000 LCs. The very311

same three constraints, mentioned in Section 2.1, and used for the312

selection of BATSE and Swift/BAT dataset, are applied also on313

the simulated GRB LCs, the generated ones not satisfying such314

constraints being discarded. For each of the Npop individuals, we315

evaluate the same four metrics defined in SS96 over the corre-316

sponding Ngrb LCs (cfr. Section 2.2), and compare them with the317

values obtained from the real datasets, by computing the L2 loss318

between these four observables. The final loss associated with a319

6 https://github.com/ahmedfgad/GeneticAlgorithmPython

Table 1: Region of exploration during the GA optimisation of the
seven parameters of the SS96 stochastic model.

Parameter Lower bound Upper bound

µ 0.80 1.7
µ0 0.80 1.7
α 1 15
δ1 −1.5 −0.30
δ2 0 0.30
τmin 0.01 s bin_time s
τmax 1 s 60 s

given individual is simply defined as the average of these four 320

quantities, the fitness score being the inverse of this value. 321

Individuals are then ranked based on their loss. The next gen- 322

eration of individuals is obtained by mixing the genes (i.e. the 323

values of the seven parameters) of the fittest individuals in the cur- 324

rent generation. No individuals are instead automatically kept in 325

the next generation, that is, we set to zero the so-called “elitism”7. 326

The offspring is obtained by randomly sampling two individuals 327

among the top 15% in the current generation and assigning to 328

each gene the value of the seven parameters from one of the two 329

parents, with equal probability. 330

Finally, we include the possibility for genetic random mu- 331

tations to occur. During the mating step, each one of the seven 332

parameters has a 4% probability of undergoing mutation, mean- 333

ing that the value of the parameters is not inherited from one 334

of the two parents, but instead, it is randomly sampled from the 335

exploration range of the parameter (Table 1). 336

The optimisation process is stopped when convergence of the 337

loss, and thus of the value of the seven parameters, is reached. 338

4. Results 339

In Table 2 we compare the values of the seven model parameters 340

suggested in SS96 with the results of our GA optimisation on the 341

BATSE and Swift training datasets. The final optimised values 342

of the seven parameters are obtained as the median value in the 343

whole population of the last GA generation. We also list the 344

achieved values of the loss function evaluated on the training set 345

(both in terms of best parameter configuration and by averaging 346

on the last population) as well as on the test set (i.e. estimated 347

by using 5000 newly simulated GRB LCs). In the bottom, we 348

resolve the individual contribution of each component to the test 349

loss. 350

Figure 1 displays the comparison of the four observables, 351

described in Section 2.2, between the real BATSE curves and sim- 352

ulated ones (test set). In particular, the panels show the average 353

profiles obtained from the 585 useful BATSE events (blue), the 354

ones estimated from 5000 simulated GRBs with optimised pa- 355

rameters (red), and the ones estimated from 5000 LCs simulated 356

using the parameter values guessed by SS96 (green). Figure 2 357

shows the analogous comparison between the simulated and the 358

real Swift/BAT curves. 359

We find an excellent agreement for three out of the four met- 360

rics computed from real and simulated BATSE LCs, in particular 361

for the average post-peak time profile, its third moment, and the 362

7 Due to the stochastic nature of the SS96 algorithm, the same set of
parameters will never produce a set of LCs with the same loss; therefore
keeping a set of individuals in the next generation is not helping, since in
reality, given seven fixed parameters, there are fluctuations in the value
of the corresponding loss.
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Fig. 1: Average distributions of real (blue), simulated GA-optimised (red), and simulated SS96 (green) BATSE GRB profiles,
estimated on the test set (see Table 2). Top left: average peak-aligned post-peak normalised time profile, together with the r.m.s.

deviation of the individual peak-aligned time profiles, Frms ≡
[

〈(F/Fp)2〉−〈F/Fp〉
2
]1/2

. Top right: average peak-aligned third moment
test. Bottom left: Average ACF of the GRBs. Bottom right: distribution of duration, measured at a level of 20% of the peak amplitude
(T20%). In top left and top right panels, both real and simulated averaged curves were smoothed with a Savitzky-Golay filter to
reduce the effect of Poisson noise. In bottom right panel, a Gaussian kernel convolution has been applied to both real and simulated
distributions.

average auto-correlation, whose L2 loss values are smaller than363

the corresponding ones estimated with SS96 non-optimised pa-364

rameters, as can be seen from the bottom part of Table 2. For365

instance, the average ACF metric shows a relative improvement366

of ∼ 74% after the optimisation. The T20% distribution holds the367

largest contribution to the loss; yet, it slightly improves the SS96368

performance (∼ 8% relative improvement). Overall, compared369

with SS96, our GA-optimised results on BATSE data better re-370

produce the observed distributions.371

As can be inferred from Table 2, and graphically from Fig-372

ure 2, according to the loss function the avalanche model ap-373

pears to work even better in the case of Swift data: the results374

on the average ACF and third moment of peak-aligned profiles375

are comparably good, whereas the average peak-aligned profile376

and duration distributions are significantly improved with respect377

to the BATSE case, with a relative loss decrease of ∼ 43% and378

∼ 58%, respectively.379

Notably, the two sets of best-fitting parameters obtained with380

BATSE and with Swift/BAT are very similar and, surprisingly,381

overall not too different from the one guessed by SS96. In Sec- 382

tion 5 we discuss the relevance of this result in more detail. 383

The parameters for which our optimal values for both sets 384

are somewhat different from those of SS96 are (δ1, δ2), τmax, 385

and α. The former pair defines the dynamic range of the child-to- 386

parent pulse duration ratio: our values turn into broader dynamical 387

ranges than SS96, and, at variance with those authors, they admit 388

the possibility of children lasting longer than parents, being δ2 > 389

0. While SS96 assumed τmax = 26 s as the maximum value for 390

the duration of parent pulses, our optimised solution favours the 391

possibility of longer parent pulses: 40.2 s for BATSE and 56.8 s 392

for Swift/BAT. Finally, our best-fit values for α, which rules the 393

time delay between parent and child, lean towards slightly shorter 394

intervals than SS96. 395

As in SS96, Figure 3 presents the comparison of four real 396

BATSE time profiles with four simulated LCs of similar morphol- 397

ogy and complexity, sampled from the test set, generated using 398

the best-fitting set of BATSE model parameters given above. This 399

qualitative plot shows the ability of the SS96 stochastic model to 400
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Fig. 2: Comparison between the real Swift/BAT dataset and the corresponding simulated dataset on the same four metrics defined for
the BATSE dataset, analogously to Figure 1.

reproduce the different morphological classes of LCs discussed in401

the literature from the earliest observations (Fishman & Meegan402

1995).403

5. Discussion and conclusions404

For the first time in the GRB literature, here we developed and405

implemented an ML technique to optimise the parameters of a406

stochastic model capable of generating ex-novo realistic GRB407

LCs. Our work confirmed the soundness of the insight by SS96:408

a simple toy model like the stochastic pulse avalanche one is409

able to generate populations of LCs, whose average behaviour410

closely resembles that of the real populations of BATSE and411

Swift/BAT long GRBs. With the implementation of GA, we found412

the two best fit sets of the seven parameters of the model that413

best reproduce the average behaviours of the two datasets, thus414

(i) progressing from the educated-guessed values of the original415

paper to a real fit of the model on BATSE data, and (ii) applying416

it for the first time to an independent catalogue of GRB LCs417

like Swift/BAT, whose data differ from the BATSE one in many418

aspects, as detailed below.419

In light of our GA-optimised results on BATSE data, the420

educated guess by SS96 turns out to be surprisingly good. In421

particular, the finding that µ, that is the average number of child-422

pulses generated by each parent-pulse, must be close to unity (our423

1.10+0.03
−0.02

vs. 1.20 of SS96) confirms the insightful Ansatz by SS96 424

that the model must operate very close to a critical regime (µ = 1), 425

to account for the observed variety of GRB profiles. Interestingly, 426

the same clue is also obtained in the GA-optimised parameters 427

of the Swift/BAT sample. This result is far from obvious for 428

three main reasons: (i) the passband of the two experiments is 429

significantly different, with Swift/BAT profiles being softer and, 430

as such, less spiky (e.g., Fenimore et al. 1995); (ii) the average 431

S/N of the two sets is also remarkably different, with a minimum 432

value of 70 for BATSE, to be compared with the poorer lower 433

threshold of 15 for Swift/BAT (see Section 2); (iii) the GRB 434

populations seen by the two experiments are likely different: 435

thanks to its larger effective area at low energies, longer trigger 436

accumulation times and much more complex trigger algorithms, 437

Swift/BAT detects more high-redshift GRBs (Band 2006; Lien 438

et al. 2014; Wanderman & Piran 2010). Therefore, our results 439

provide additional evidence for a nearly critical regime in which 440

GRB engines would work, in agreement with other independent 441

investigations (Maccary et al. 2024; Guidorzi et al. 2024). 442

In addition to providing new clues on the dynamical behaviour 443

of LGRB inner engines or, more generally, on the way some kind 444

of energy is dissipated into gamma-rays, this model offers the 445

practical possibility of simulating realistic GRB profiles with 446

future experiments, such as HERMES (Fiore et al. 2020) and 447
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Fig. 3: Four examples of as many classes of GRB LCs from the BATSE real sample (left) along with their trigger number, and the
corresponding simulated one (right). Following the same qualitative classification adopted by SS96, from top to bottom the four
classes are “single pulse”, “blending of some pulses”, “moderately structured”, and “highly erratic”. On the top right of each subplot
is shown the average error on the counts of the corresponding LC.

possibly the X/Gamma-ray Imaging Spectrometer (XGIS; Am-448

ati et al. 2022) aboard ESA/M7 candidate THESEUS (Amati449

et al. 2021) currently selected for a phase A study. The task of450

simulating realistic GRB time profiles, as they will be seen by451

forthcoming detectors, is far from obvious: the alternative option452

of renormalising real LCs observed with different instruments is453

inevitably hampered by the presence of counting statistics (Pois-454

son) noise, which cannot be merely rescaled without altering its455

nature. A filtering procedure would be then required, which in456

turn assumes that the uncorrelated Poisson noise can be disentan-457

gled from the genuine (unknown) variance of GRBs, which also458

requires substantial effort.459

Summing up, the present work showcases the potential of a460

simple toy model like the avalanche one conceived by SS96, once461

it is properly bolstered with ML techniques. Moreover, it paves462

the way to further optimisation of the model in different direc-463

tions: (i) by adding further metrics, such as the distributions of464

the following observables: GRB S/N, duration of observed pulses,465

or the number of peaks per GRB (Guidorzi et al. 2024); (ii) by466

studying in more detail the dependence of the model parameters467

on the energy channels; (iii) by carrying out the same study in468

the comoving frame of a sample of GRBs with known redshift,469

assuming the luminosity and released energy distributions of in-470

dividual pulses (Maccary et al. 2024). Eventually, these efforts471

should end up with a reliable and accessible machine for simulat-472

ing credible LGRB profiles with any experiment. In parallel, the473

final outcome would be a detailed characterisation of the dynam-474

ics that rules long GRB prompt emission, possibly disclosing the475

nature of long GRB engines.476

The source code of our algorithm, alongside all the scripts 477

used to perform the data analysis and produce the plots, will be 478

publicly released on GitHub8 upon publication. 479
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