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Abstract. In the context of international nuclear safeguards, the Interna-
tional Atomic Energy Agency (IAEA) has recently approved passive gamma

emission tomography (PGET) as a method for inspecting spent nuclear fuel

assemblies (SFAs). The PGET instrument is essentially a single photon emis-
sion computed tomography (SPECT) system that allows the reconstruction of

axial cross-sections of the emission map of an SFA. The fuel material heavily
self-attenuates its gamma-ray emissions, so that correctly accounting for the
attenuation is a critical factor in producing accurate images. Due to the nature

of the inspections, it is desirable to use as little a priori information as possible
about the fuel, including the attenuation map, in the reconstruction process.

Current reconstruction methods either do not correct for attenuation, assume

a uniform attenuation throughout the fuel assembly, or assume an attenuation
map based on an initial filtered back-projection reconstruction. We propose

a method to simultaneously reconstruct the emission and attenuation maps

by formulating the reconstruction as a constrained minimization problem with
a least squares data fidelity term and regularization terms. Using simulated

data, we show that our approach produces clear reconstructions which allow

for a highly reliable classification of spent, missing, and fresh fuel rods.
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1. Introduction. As part of an effort to deter the proliferation of nuclear weapons,
various technical measures referred to as “safeguards” are used to verify the decla-
rations made by the signatories to the Treaty on the Non-Proliferation of Nuclear
Weapons about their nuclear material and activities [1]. The monitoring of spent
fuel assemblies (SFAs) from nuclear power plants (NPPs) is an important task
within these safeguards, aiming at detecting any eventual diversion of spent nu-
clear fuel for non-declared purposes. Ideally, a single fuel pin missing from an SFA
should be detected. For any safeguards investigation of SFAs, it is important to
use a minimum amount of a priori information on the SFA under study, in order
to avoid biasing and potentially misleading the investigation.

Each non-nuclear-weapon State Party to the Treaty is required to conclude a
safeguards agreement with the International Atomic Energy Agency (IAEA). As
such, safeguards activities are largely monitored and coordinated by the IAEA.

Since the 1980s, IAEA has developed, in collaboration with some of its Member
States, gamma ray emission tomography (GET) for imaging SFAs [20]. GET was
deemed attractive for detecting partial defects (part of the fuel of an SFA missing)
and verifying the integrity of the SFA because it has the potential to directly image
the spatial distribution of the active material and the relative locations of the pins
in the SFA in a non-destructive way. This effort has culminated at the end of
2017 in IAEA approval to use the PGET instrument (Passive Gamma Emission
Tomography) [23,35,36] in inspections.

The PGET instrument is able to reliably identify single missing or replaced
pins in WWER-440, BWR and PWR SFAs with burnups in the range of 5.7-57.8
GWd/tU and cooling times from 1.9-26.6 years [23,35,36]. In fuel cooled for up to
20 years, using gamma ray energies that are higher than those of 137Cs (>700 keV)
in image reconstruction results in better water-to-fuel contrast compared to using
lower energies, and thus have the most potential for missing fuel pin detection [2].
Following these first results, IAEA has expressed the need for new image reconstruc-
tion and processing methods for a more accurate assessment of the locations and
count of missing pins and a more accurate calculation of the relative radioactivity
levels of individual pins.

An SFA is a challenging object for tomographic imaging as it contains materi-
als with very different emission and attenuation properties: strongly attenuating
and emitting spent nuclear fuel (commonly uranium dioxide) and less attenuating
material with zero emission (water or air). When considering diversion scenarios
beyond missing pins, one could also consider, e.g., pins replaced with fresh nuclear
fuel (strongly attenuating and zero emission) or with activated materials other than
nuclear fuel (moderately attenuating and high emission).

An SFA consists of a regular lattice of about 100 to 300 fuel pins depending on
fuel type, with most often one or several empty lattice positions (so-called water
channels). Attenuation of the 662 keV gamma rays from 137Cs between the center
and the edge of an SFA is of the order of a factor 100. This high gamma ray attenu-
ation combined with the heterogeneous nature of SFAs makes detailed attenuation
information essential for producing very realistic images.

Acquiring such attenuation information by means of a separate imaging pro-
cedure such as high energy CT is not practical from an operational point of view.
Information on the geometry of the SFA, e.g., provided by the NPP, can in principle
be used to obtain detailed information on attenuation. However, the requirement
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to make use of as little a priori information as possible means that this should be
avoided or that any information used should be in some way verified first.

On the other hand, partial defect detection does not necessarily require images
with accurate (relative) intensities: it is more important to have good contrast
between emitting and non-emitting regions. In practice, however, images with more
accurate (relative) intensities typically have better contrast.

The development of GET for spent fuel verification has largely been conducted
under the IAEA Support Program projects JNT 1510 and JNT 1955 (phase I). The
JNT 1955 project [15,30] and related work [14] used simulated data and investigated
both analytic (filtered back-projection (FBP) without and with a posteriori atten-
uation correction) and algebraic image reconstruction techniques (which combined
the Additive Simultaneous Iterative Reconstruction Technique with homogeneous
attenuation information throughout the area covered by the SFA).

The PGET instrument recently approved by IAEA for inspections resulted from
the JNT 1510 project [13]. In its implementation as approved for SFA inspections,
the image from an initial FBP without attenuation correction (so without a priori
knowledge) is used to determine (assumed) pin locations and fuel assembly location.
This information is then used to construct a heterogeneous attenuation map that is
included in a second image reconstruction using the Novikov inversion formula [19]
and resulting in the final image [35].

In an effort to get closer to the goal of not using any a priori information on the
materials and geometry in GET for SFA safeguards, we investigated an approach
for the simultaneous reconstruction of emission and attenuation. In the context
of medical single photon emission computed tomography (SPECT), the simultane-
ous reconstruction from emission data has been a topic of research since the late
1970s [8]. For a recent extensive review, we refer to [3]. Here, we mention only some
iterative methods for simultaneous reconstruction in the case of arbitrary attenua-
tion maps and using usual emission data [8–10, 12, 17, 18, 21, 25], and also using an
additional scatter measurement [6, 7].

The approach we propose is close to the ones in [9] and [10]. Indeed, we also for-
mulate the reconstruction as an iterative minimization problem with a least squares
(LSQ) data fidelity term and regularization terms. However, our choices for the reg-
ularizers and the minimization algorithm differ, and we also use linear bounds that
are specific for the application.

In particular, we investigate two regularization terms. The smoothness prior has
been extensively used in linear tomography problems yielding satisfactory results
given that it is computationally efficient and simple to implement. On the other
hand, the geometry aware prior has not been proposed before and is tailored for
this specific application. Compared to the smoothness prior, the geometry aware
prior maintains the computational efficiency, but improves the reconstruction at the
small cost of reasonable assumptions about the fuel assembly geometry, available,
for instance, from an initial FBP reconstruction. An approach somewhat similar to
the geometry aware prior has been suggested for PET in [27] where segmented MR
images are used as the prior, but the implementation is different. To the best of
our knowledge, regularized iterative techniques have not been proposed before for
GET of SFAs. Our results show that they provide a drastic improvement in the
quality of the reconstruction, and allow for a highly reliable classification of spent,
missing, and fresh fuel rods.
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Figure 1. Simplified schematics of the PGET instrument. (a)
Two detector banks on opposite sides of an SFA being measured.
(b) Collimator slit profile and the location of the detectors with
respect to the fuel rods.

This paper is organized as follows. In Section 2 we describe the PGET instru-
ment, introduce the discrete measurement model along with the simulation of data
and the minimization problem. Results are presented in Section 3 and discussed in
Section 4. We draw some conclusions and indicate future perspectives in Section 5.

2. Model and methods.

2.1. Measurement with the PGET instrument. The PGET safeguards instru-
ment measures the gamma ray emissions from the nuclear fuel. It is a 1D SPECT
system, using a linear collimator in front of a 1D array of gamma ray detectors.
This geometry allows for the reconstruction of 2D cross-section images of the fuel.
A simplified schematic representation of the instrument is shown in Fig. 1. The
PGET is made up of 2 detector banks with 87 CZT gamma ray detectors behind a
tungsten collimator in each bank mounted on a plate inside a water-tight enclosure.
During the course of each measurement, that plate rotates 360 degrees to measure
data projections around the whole fuel assembly.

The CZT detectors have dimensions 2 mm×4.8 mm×4.8 mm. The detector and
collimator pitch in each bank is 4 mm, and the position of the 2 banks on opposite
sides of the rotating plate are offset by 2 mm so that the detectors of the banks can
be interleaved to achieve an effective detector spacing of 2 mm. The detector banks
cover fully the 33 cm wide circular opening in the middle of the device.

The tungsten linear collimator slits are 10 cm deep, 1.5 mm wide, and taper
from 70 mm tall at the front to 5 mm at the back. This leads to the vertical field
of view of the device growing from 8 to 32 cm when moving across the opening
in the device. Compared to straight collimator holes, the trapezoidal shape of the
vertical collimation results in the detectors viewing a larger vertical section of a
fuel assembly, which in turn leads to higher count rates and shorter measurement
times. The collimation in the vertical direction prevents the detection of gamma
rays originating far above or below the central plane, but it provides no imaging
information. The imaging performance is fully determined by the horizontal array
of collimator slits which select narrow directions from which gamma rays can be
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Figure 2. Scaled-down example of a discrete emission map λ
(left), a discrete attenuation map µ (right), and the pixel indexing.
Next to the maps is the detector array at the position correspond-
ing to measurement angle zero. The collimators are in blue, and
the detectors, shown with their indexing, are in red.

detected by the detector array behind the slits. This provides 1D spatial resolution
in the projection and thus 2D spatial resolution in the images.

On all other sides except for the collimator opening, the detectors are shielded
by at least 2 cm of tungsten. The water-tight enclosure is made out of 3-mm-thick
stainless steel plating.

For each measured data projection, each CZT detector records the number of
counts above 4 user-determined gamma-ray energy thresholds over a user-determined
measurement time. These are used to calculate the number of gamma-ray counts in
broad energy windows defined between consecutive energy thresholds. The thresh-
olds are typically selected to enhance the contribution of a single gamma-ray emit-
ting isotope (137Cs, 154Eu) in each window. In this study, we used the 662 keV
gamma rays from 137Cs as they give by far the largest contribution to the overall
count rate in PGET measurements in the fuel burnup and cooling time ranges of in-
terest. More detailed descriptions of the PGET instrument can be found in [2,13,36].

The PGET instrument geometry was pixelized in order to create the measure-
ment model used in our proposed image reconstruction algorithm.

2.2. Discrete measurement model. We assume that the volume contributing
to the measurement is uniform in its emission and attenuation along the direction
of the fuel rods. Further, we represent the volume by its 2D axial cross-section,
which we divide into an n by n grid of pixels indexed from 1 to Npix = n2. We

denote by λ = (λ1, . . . , λNpix) ∈ RNpix

+ the vector of the emission values of the cross-

section, and likewise by µ = (µ1, . . . , µNpix
) ∈ RNpix

+ the attenuation values. Here
R+ is the set of non-negative real numbers. A scaled-down example of these discrete
cross-section maps and the pixel indexing can be seen in Fig. 2.

Only those elements of λ and µ that correspond to pixels inside the maximal
circular disk contained in the n × n images are within the region of interest in
the measurement and thus are actually variables. This disk can be seen in the
attenuation map in Fig. 2. The elements outside the disk are always set to zero.
This is easily implemented in practice and we ignore this consideration in the rest
of the article to simplify the following descriptions.

As in [29], we first describe how the measurements are formed in the case that
the detector array, with Ndet detectors, is located to the side of the cross-section
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Figure 3. Line from the center of pixel p to the center of detector
i (left), and di,p which tells for every pixel in the grid the length
that the aforementioned line travels inside that pixel (right).

images, as seen in Fig. 2. This detector position is considered here to be the zero
measurement angle. The measurements at other angles are then easily computed
using this zero angle setup and rotating the contents of the emission and attenuation
images.

The forward projection at the zero measurement angle can be expressed in the
form F0(λ, µ) = H0(µ)λ, where H0(µ) is a Ndet×Npix matrix depending on µ. The
element H0(µ)i,p, which is the coefficient by which the emission value of pixel p,
that is λp, contributes to the measurement at detector i, can be expressed as

H0(µ)i,p = ri,p exp
(
−ci,pdTi,pµ

)
.(1)

Here ri,p ∈ R+ is the spatial response of pixel p with regard to detector i,
namely, it expresses the probability that photons emitted isotropically in the volume
represented by pixel p propagate towards the visible part of the detector i. How
this is determined is described in detail below.

The qth component of the vector di,p ∈ RNpix

+ is the distance that the line con-
necting the center of pixel p and the center of detector i travels inside pixel q. This
is illustrated in Fig. 3. The product dTi,pµ can be understood as a line integral of µ
along the line from pixel p to detector i.

The term ci,p > 1 is a correction factor for the distances di,p. This is to take
into account the fact that the distance traveled by photons emitted from the volume
represented by pixel p (i.e. the vertical extent of the SFA seen through the collimator
slits) is usually longer than the distance from the center of pixel p to detector i.
How this is formed is described in detail below.

The spatial response ri,p is computed similarly to [31]. First the volume that pixel
p represents is divided into voxels, indexed from 1 to Np,vox, as seen in Fig. 4(a).
Now the spatial response of each voxel s, denoted by r3Ds (we drop the dependence
on i and p from the notation for simplicity), is just the probability that a photon
emitted from the center of voxel s starts off towards the visible part of detector i.
This is equal to the solid angle spanned at the center of voxel s by the visible part
of detector i divided by 4π (Fig. 4(b)). The spatial response ri,p is then just the
average of the spatial responses of individual voxels (Fig. 4(c)):

ri,p =
1

Np,vox

Np,vox∑
s=1

r3Ds .(2)
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Figure 4. (a) The volume that pixel p represents is divided into
voxels. (b) The cone spanned by the visible part of detector i from
voxel s defines a solid angle. (c) Spatial responses ri,p of detector
i for all the pixels p in the grid. (d) The angle αs between the line
from pixel p to detector i and the line from voxel s to detector i.

For the correction factor ci,p consider the angle αs between the line from pixel
p to detector i and the line from voxel s to detector i as illustrated in Fig. 4(d).
Multiplying the length of the former line by 1/ cos(αs) gives the length of the latter
line. The correction factor ci,p is now the weighted average of the factors 1/ cos(αs)
with the spatial responses r3Ds used as weights:

ci,p =
Np,vox
ri,p

Np,vox∑
s=1

r3Ds
cos(αs)

.(3)

If the image resolution n × n is low, then it is advantageous to compute the
spatial responses r and the correction factors c using a higher resolution and then
downsample them to n× n by averaging.

The forward projection at an arbitrary angle φ can now be expressed as Fφ(λ, µ) =
Hφ(µ)Rφλ, where Rφ is a Npix×Npix matrix that rotates the contents of the cross-
section images by angle φ using bilinear interpolation, and Hφ(µ) is a Npix ×Npix

matrix defined similarly to H0(µ) in (1):

Hφ(µ)i,p = ri,p exp
(
−ci,pdTi,pRφµ

)
.(4)

Finally, the whole forward projection with measurement angles φ1, . . . , φNang can
be expressed as F (λ, µ) = H(µ)λ, where H(µ) is the Ndet·Nang×Npix system matrix

H(µ) =

 Hφ1
(µ)Rφ1

...
HφNang

(µ)RφNang

 .(5)

Inverse Problems and Imaging Volume 14, No. 2 (2020), 317–337



324 Backholm, Bubba, Bélanger-Champagne, Helin, Dendooven and Siltanen

2.3. Simulation of data. Recovering both the attenuation and emission simulta-
neously is a nonlinear and ill-posed inverse problem. Therefore, it is important to
avoid the so-called inverse crime [24, Ch. 2.3]. In other words, the simulated data
should not be produced by exactly the same computational model that is used in
the reconstruction algorithm, namely the model in Section 2.2.

For this purpose, we briefly introduce another model, which is essentially a fully
3D version of the previous one. Instead of considering only a cross-section and
dividing that into pixels, we divide the whole volume that can be seen by the
detectors through the collimator slits into voxels, indexed 1, . . . , Nvox.

This 3D model can be described in much the same terms as the previous 2D
one. We use notation with tilde for the concepts related to the 3D model. Let
λ̃, µ̃ ∈ RNvox

+ denote the discrete emission and attenuation maps of the volume. Now

the 3D forward projection at angle φ can be expressed as F̃φ(λ̃, µ̃) = H̃φ(µ̃)R̃φλ̃,

where H̃φ(µ̃) is a Ndet×Nvox matrix depending on µ̃ and R̃φ is a Nvox×Nvox matrix

that rotates the volume by φ degrees. The element H̃φ(µ̃)i,s, which is the coefficient

by which the emission value of voxel s, that is λ̃s, contributes to the measurement
at detector i, can be expressed as

H̃φ(µ̃)i,s = r̃i,s exp
(
−d̃ Ti,sR̃φµ̃

)
.(6)

The term r̃i,s is the 3D spatial response. This is actually the same spatial response
r3Ds that was used to compute the 2D spatial response in Section 2.2. The uth

element of d̃i,s is the distance that the line connecting the center of voxel s and the
center of detector i travels inside voxel u.

As in the 2D case, all the matrices H̃φ(µ̃) can be composed so that the whole

forward projection can be expressed as F̃ (λ̃, µ̃) = H̃(µ̃)λ̃, where the system matrix

H̃(µ̃) is similar to (5).

2.4. Minimization problem. We formulate the reconstruction from a measure-
ment m ∈ RNdet·Nang as a constrained minimization problem with a LSQ data
fidelity term and regularization terms Pi:

min(λ,µ)∈R2Npix

{
‖F (λ, µ)−m‖22 +

∑
i

αiPi (λ, µ)

}

subject to A

[
λ
µ

]
≤ b.

(7)

The purpose of the regularization terms is to compensate for the incomplete data
by incorporating a priori knowledge about the unknowns in the reconstruction.
Regularized inversion is robust against modelling errors and measurement noise.
For more information on regularization of nonlinear ill-posed inverse problems, see
[24,28].

The regularization parameters αi balance the effect of the data fidelity term and
the regularization terms. Matrix A and vector b are such that the inequality in (7),
understood to hold componentwise, defines a convex set.

The data fidelity term ‖F (λ, µ)−m‖22, if seen only as function of emission λ, is
convex, but as function of attenuation µ, or both λ and µ, it is non-convex. It is a
smooth function in all cases.
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2.4.1. Regularization terms. We use two different choices for the regularization
terms. In both cases the terms are convex quadratics.

The first choice, called here the smoothness prior, predisposes the algorithm
toward reconstructions that are smooth in the sense that the changes in the emission
and attenuation images are gradual when moving from one pixel to the next. It has
the form

αλ ‖Lλ‖22 + αµ ‖Lµ‖22 ,(8)

where L is the discrete Laplace operator, that is, a two dimensional convolution
with the kernel

kerL =

 0 1 0
1 −4 1
0 1 0

 .(9)

The convolution is computed only at the points where the non-zero elements of the
kernel stay inside the disk of variables.

The other choice for the penalty terms, called the geometry aware prior, as-
sumes that the positions and the diameters of the possible rods are known, although
it requires no information about whether these rods are actually present or not. In
practice this knowledge could be gained, for example, by identifying the assembly’s
type (after which the diameter and pitch of the rods are known from data sheets)
and its position from an initial FBP reconstruction, although here we use the exact
values that are known for the simulated the data.

This prior predisposes the algorithm towards reconstructions that consist of rods
of these predefined sizes in these predefined places, but it has no preference about the
emission and attenuation values of the rods beyond uniformity within a single rod
(although see section 2.4.2 about the bounds set for the emission and the attenuation
values). This means that in these reconstructions a rod can be, e.g., missing by
having an emission value of zero and an attenuation value of water, or it could be
a spent fuel rod by having a high emission value and an attenuation value of UO2.

To define the prior term, let ri ∈ RNpix , 1 ≤ i ≤ Nrod, be vectorized images
each displaying one of the Nrod rods and nothing else. In addition let w ∈ RNpix be
a vectorized image of water outside the rod positions. A scaled-down example of
these images can be seen in Fig. 5.

We wish to assert that our emission reconstruction is close to being a linear
combination of the rod vectors ri, i.e., that it is close to the subspace Sλ =
span (r1, . . . , rNrod

). Similarly we wish that the attenuation reconstruction is close
to being a linear combination of the rods ri and the water vector w, meaning it is
close to Sµ = span (r1, . . . , rNrod

, w). To achieve this, we define the matrices

Bλ =
[
r1 · · · rNrod

]
and Bµ =

[
r1 · · · rNrod

w
]
.(10)

The expression Pλ = I −Bλ(BTλBλ)−1BTλ , where I is the identity matrix, is the
projection onto the orthogonal complement of Sλ. Define Pµ similarly. The geom-
etry aware prior then has the form

αλ ‖Pλλ‖22 + αµ ‖Pµµ‖22 .(11)

2.4.2. Bounds. The linear bounds that are used can be described as applying equally
to all pairs of pixel values (λp, µp), that is, to all pairs of emission and attenuation

Inverse Problems and Imaging Volume 14, No. 2 (2020), 317–337
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Figure 5. Examples of the basis images used by the geometry
aware prior in the scaled-down setting with four rod positions. On
the left there is r1, an image containing only one of the rods, and
on the right there is the water image w. Due to the low resolution
and the round shape of the rods, all the rod pixels are partly water,
which is why the water image has non-zero values in the rod pixels.
This is also the case for the edge pixels of the fuel rods in the full-
scale setting.

values from the same pixel. Hence the bounds can be visualized in the emission-
attenuation-plane, where they form a triangle, as seen in Fig. 6. The values inside
the triangle are feasible.

The bounds allow, in particular, the three materials relevant to us in this study:
water (no emission, low attenuation), spent fuel rod (high emission, high atten-
uation) and fresh fuel rod (no emission, high attenuation), but they exclude the
physically unlikely case of a material with high emission and low attenuation.

The triangle bounds can be described by giving an upper bound for emission
values and both upper and lower bounds for attenuation values as these determine
the three vertices of the triangle (the lower bound for emission is assumed to be
zero). Some ways of estimating these upper and lower bounds are required in
practice and this is discussed briefly in Section 4. Here we simply modify the true
upper and lower bounds, as described in Section 3, to simulate error in estimating
these values.

2.4.3. Minimization algorithm. The regularization terms that we use are such that
the functional being minimized in (7) can be naturally written as non-linear LSQ
term

‖r(λ, µ)‖22 :=

∥∥∥∥∥∥
F (λ, µ)−m√

αλMλλ√
αµMµµ

∥∥∥∥∥∥
2

2

,(12)

where the matrices Mλ and Mµ depend on the choice of the penalty: they are
either the discrete Laplace operator L from (8) or the projection matrices Pλ and
Pµ from (11). We exploit this formulation of the problem and use a minimization
method that is similar to the Levenberg-Marquardt algorithm (LMA) as described
in [16]. Some variations of the LMA can be used as a regularization method by
themselves [11, 33], i.e., without any additional penalty terms such as (8) or (11).
However, our experience here with this formulation of the LMA was that those
added terms improved the quality of the reconstructed images, and as such, for us,
the algorithm serves only the role of a minimization method.
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Figure 6. The linear bounds illustrated in the emission-
attenuation-plane along with points that correspond to spent fuel
(high emission, high attenuation), fresh fuel (no emission, high at-
tenuation) and water (no emission, low attenuation). The values in-
side the triangle are allowed by the bounds. The triangle is slightly
larger than necessary to allow the three materials mentioned, which
is to simulate error from estimating the bounds. The attenuation
values of the three points shown are the linear attenuation coef-
ficients (mm-1) of water and UO2 for 662 keV gamma-rays from
137Cs. The emission values are arbitrary.

Denote here by x the concatenation of the emission and attenuation vectors, that

is, x =
[
λT µT

]T
, and write r(x) for the residual r(λ, µ) in (12). The LMA is

a method of unconstrained optimization. At each iteration k, it minimizes, with
regard to the next step xstep, a linear LSQ term that results from linearizing the

residual r(x) at the current iterate x(k) and from adding a regularization term:∥∥∥∥[ Jr(x
(k))√

β(k)I

]
xstep +

[
r(x(k))

0

]∥∥∥∥2
2

.(13)

Here Jr(x
(k)) is the Jacobian matrix of the residual r(x), I is the 2Npix × 2Npix

identity matrix, and β(k) is the LM parameter that is modified at each step according
to [16, Algorithm 3.3.4].

Differing from the usual LMA, we minimize (13) using linear constraints that
keep the next iterate x(k+1) = x(k) + xstep feasible:

Axstep ≤ b−Ax(k).(14)

This minimization is done using the scaled gradient projection (SGP) method [4,5],
where we use for scaling the inverse of the diagonal matrix that has the same
diagonal as

2Jr(x
(k))TJr(x

(k)) + 2β(k)I,(15)

which is the Hessian of (13) with regards to xstep.
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Figure 7. The ground truth and the reconstruction images
cropped to include only the 69 × 69 pixel area that includes the
fuel assembly. In the top row there are the emission images and
in the bottom row the attenuation images. In columns from left
to right: ground truth, the FBP reconstruction, the iterative re-
construction using the smoothness prior, and the same using the
geometry aware prior.

The Jacobian matrix Jr(x
(k)) is computed analytically, namely, based on an

exact expression for it.

3. Numerical results. The sinogram data used in this study was simulated with
the 3D model described in Section 2.3. The fuel assembly phantoms used consist of
660× 660× 639 voxels. Each axial column of voxels had uniform emission and at-
tenuation properties. The measurements were simulated at 672 detector points per
angle and then interpolated down to 167 detectors. Finally, Gaussian white noise,
with a standard deviation of 2% of the maximum value of all the measurements,
was added to form the data used in the reconstruction process.

Cross-sections of the phantoms used in simulating the data, downsampled by a
factor of 4 to the PGET instrument’s reconstruction resolution of 165 × 165 and
cropped to include only the 69× 69 pixel area of the fuel assembly, can be seen on
the left in Fig. 7. At this resolution, one pixel represents an area of 2 mm× 2 mm
when compared with the PGET instrument size.

The phantoms depict a GE12 assembly in water very near the center of the
tomograph. An unmodified GE12 assembly consists of 92 UO2 rods with a diameter
of 8.8 mm on a 10×10 lattice with two 2×2 regions without fuel. We modified this
nominal GE12 assembly to include both missing rods and rods replaced by fresh
UO2 rods at varying distances from the assembly center. The missing rods are in
the top left half of the assembly and the replaced rods are in the lower right half.
The attenuation phantom does not include the zirconium alloy support structures
of the assembly nor the steel interior wall of the tomograph. The attenuation values
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Emission λ Attenuation µ

RE (%) SSIM HaarPSI RE (%) SSIM HaarPSI

Filtered back-projection 58.7 0.470 0.256 - - -

Smoothness prior 21.8 0.907 0.694 21.9 0.908 0.694

Geometry aware prior 10.5 0.970 0.866 9.44 0.972 0.850

Table 1. Metrics comparing the reconstruction to the ground
truth: relative error (RE), structural similarity index (SSIM) and
Haar wavelet-based perceptual similarity index (HaarPSI).

used are those corresponding to the 662 keV gamma-rays emitted by 137Cs, namely,
0.0085 mm-1 for water and 0.1356 mm-1 for UO2.

We compare reconstructions done using the two different regularization terms,
the smoothness prior and the geometry aware prior, both using the same bounds,
and also a reconstruction done using FBP. All the reconstructions used 90 measure-
ment angles spaced evenly over the full 360-degree rotation.

The upper and lower bounds for emission and attenuation values that determine
the triangle of the linear bounds used in the iterative reconstructions were slightly
extended from the minimum and maximum values used in simulating the data.
Namely, the emission upper bound was 10% larger than the value used for UO2 in
simulating the data and the lower bound was 0; the attenuation upper bound was
5% larger than the value used for the UO2; and the attenuation lower bound was
5% smaller than the value used for water.

The initial guess for the iterative reconstructions consisted of only water ev-
erywhere. The positions and the diameters of the possible rods required for the
geometry aware prior were the exact ones known from simulating the data. The
regularization parameters αλ and αµ were chosen heuristically by sampling several
values and choosing the ones yielding the best reconstructions in this specific case
according to the quality metrics in Table 1.

The iterative reconstruction algorithm was stopped when the decrease in the ob-
jective function being minimized (the function in (7)) dropped below 0.1% between
iterations. This resulted in 9 and 10 iterations for the smoothness and the geom-
etry aware priors, respectively. The reconstruction process took 6 and 7 minutes,
respectively, using a Matlab R2018a implementation of the algorithm on a laptop
with i5-5300U CPU at 2.3 GHz and 16 GB of RAM.

Reconstruction images, cropped to include only the fuel assembly, can be seen
in Fig. 7, and in Table 1 we collected the values of different metrics comparing the
cropped reconstructions to the cropped ground truth. The metrics used are the
relative error (RE), computed as

‖xtruth − xrecon‖2
‖xtruth‖2

· 100%,(16)

the structural similarity index (SSIM) [34] and the Haar wavelet-based perceptual
similarity index (HaarPSI) [26]. For the first metric, smaller is better. The values
of the SSIM and HaarPSI metrics range from 0 to 1 and larger is better.

The tout court FBP reconstructed image contains pixels with negative values
and its scale is entirely different from the ground truth. To better compare the
methods, the FBP image is modified before applying the metrics and Fig. 7 shows
the modified version of the image. First, the negative values in the FBP image are

Inverse Problems and Imaging Volume 14, No. 2 (2020), 317–337



330 Backholm, Bubba, Bélanger-Champagne, Helin, Dendooven and Siltanen

Filtered back-projection Smoothness prior Geometry aware prior
D

is
t.

fr
om

as
se

m
b
ly

ce
n
te

r
(m

m
)

Difference from the average of neighbours (a.u.)

Figure 8. The difference of the emission value of a rod position
from the average value of its neighboring positions plotted against
the distance of the position from the assembly center. From left
to right: FBP reconstruction, iterative reconstruction using the
smoothness prior, and iterative reconstruction using the geometry
aware prior.

set to zero, then the image is scaled so that the average of the pixel values in the
cropped section matches the average of the cropped ground truth emission image.
Finally, the pixel values that are larger than the emission upper bound that was
used in the iterative reconstruction are set to the value of the upper bound.

Fig. 8 shows plots constructed like those the IAEA uses for the classification of
spent fuel rods and missing rods [36]. For every fuel array position in the recon-
structed emission image, the average value over the central 2×2 pixels is computed
to represent the emission value of that position. In the plots, the difference between
a position’s emission value and the average value of its neighbors is plotted against
the distance of the position from the assembly center. The location of the water
channels is not assumed to be known here, that is, they are not excluded when
computing the average of the neighboring positions.

In Fig. 9, emission and attenuation values of rod positions, computed again as
averages of the 2 × 2 pixel centers, are plotted in the emission-attenuation-plane.
These plots present an alternate classification tool for fuel array positions in an
SFA. However, they require that both emission and attenuation are reconstructed
and hence are not applicable to the FBP reconstruction.

4. Discussion. By all three metrics in Table 1 and by visual comparison of the
reconstruction images in Fig. 7, the iterative reconstruction methods proposed here
produced a significant improvement over the FBP reconstruction. Again by all
three metrics, of the two regularization choices for the iterative method, the geom-
etry aware prior produced better results than the smoothness prior, although the
difference is not as significant as between the FBP and the iterative methods.

From the plots in Fig. 8 it is clear that compared to FBP the iterative recon-
struction methods produce a better separation between the rod positions with and
without spent fuel. Therefore, the proposed methods should allow for easier classifi-
cation of the rods, if the classification is based on similar images. In this comparison,
both choices for the prior term produce equally good results.
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Figure 9. The emission and attenuation values of each rod po-
sition plotted in the emission-attenuation-plane for the iterative
reconstructions using the smoothness prior (left) and the geometry
aware prior (right).

Reconstructing the attenuation and emission simultaneously with an iterative
method offers two advantages. First, the attenuation correction makes the relative
emission values more accurate. Second, the rod positions can be classified using
the combination of their emission and attenuation values, that is, based on the
plots in Fig. 9. Here, both iterative methods produce a clear separation between
positions with spent fuel rods, fresh fuel rods and water. The geometry aware prior
produces a somewhat tighter grouping of the positions with water in them than the
smoothness prior.

The smoothness prior is a trade-off between model accuracy, computational per-
formance and the amount of prior information used. Both the emission and at-
tenuation values jump at the boundaries of rod and water, especially at higher
reconstruction resolutions. Therefore, assuming smoothness of those coefficients is
not entirely accurate. However, the smoothness prior is well-understood, compu-
tationally efficient, and simple to implement and explain. Moreover, it does not
assume any information about the geometry of the assembly. These are strong
benefits in a real-world safeguards imaging task.

The geometry aware prior maintains the computational performance of the smoothness

prior and improves on the model accuracy at the cost of making assumptions about
the fuel assembly geometry. However, these assumptions are not unreasonable as
they amount to identifying the fuel assembly type and its position, which is some-
thing that can be done from an FBP reconstruction. Such an identification is part
of the current method used by IAEA [35]. This identification is also very relevant
for the second objective of GET, which is the quantitative assessment of individual
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Figure 10. Reconstructions done using box bounds, i.e., lower
and upper bounds for emission and attenuation that form a square
in the emission-attenuation-plane. In the top row are the emission
images and in the bottom row the attenuation images. In columns
from left to right: ground truth, the iterative reconstruction using
the smoothness prior, and the same using the geometry aware prior.

fuel rod properties (e.g. the activity of key isotopes, cooling time, relative bur-
nup), as knowledge of basic fuel parameters (e.g., assembly type and nominal fuel
composition) is considered necessary for it [15,30].

One could take the geometry aware prior a step further and reformulate the op-
timization problem as finding the best images in the basis formed by the columns of
B =

[
Bλ Bµ

]
(see section 2.4.1 for the matrices), i.e., as finding parameters p such

that the images formed by Bp minimize the data fidelity term in (7). This would
reduce the number of variables from one per pixel in both images (around 40000)
to just one per basis vector (around 200), which would likely decrease the computa-
tional burden of the iterative algorithm. On the other hand, this formulation might
be less robust against small errors in the assumptions about the geometry since it
would enforce the rod geometry in a stronger way compared to the geometry aware
prior, i.e., with this formulation we would be looking for images in the span of the
mentioned basis, not just near it.

The bounds deliver a significant part of the reconstruction quality of the proposed
method. Examples of images reconstructed with relaxed “box bounds”, i.e., with
only lower and upper bounds for both emission and attenuation values, are shown
in Fig. 10. Unlike the bounds in Fig. 6, which form a triangle, the box bounds
form a square in the emission-attenuation-plane. It is evident that this change
leads to the reconstruction quality dropping significantly. If the bounds are further
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relaxed to just, e.g., non-negativity bounds, the quality further deteriorates. Also,
the reconstruction quality with the triangle bounds is quite sensitive to getting
the upper and lower bounds of the attenuation values and the upper bound of the
emission values close to correct. In practice, some way of estimating values for these
bounds is required and this is likely to be a challenge when moving to real data.

The attenuation bounds could be estimated based on the knowledge of the mea-
surement energy window and assumptions about the materials being imaged, i.e.,
that water is the least and UO2 the most attenuating material present. One way of
estimating the emission upper bound could be to again identify the fuel assembly
type and its location from an FBP reconstruction, and then to quickly simulate a
sinogram using the assumed attenuation values for water and UO2 and some con-
stant emission value for all the rods. The ratio between, e.g., the averages or the
medians of the simulated and the real sinograms should be somewhat close to the
ratio between the constant emission value used in the simulation and the upper
bound for emission values in real data. The best way to estimate these bounds still
needs to be established.

The fact that the data is measured in four energy windows could be taken into ac-
count in the reconstruction process in at least a couple of ways. First, the sinogram
data could just be summed to form larger (possibly noncontiguous) windows with
better statistics. It should be noted that just a broader window will not necessarily
improve the image as it will contain more counts from gamma rays scattered in the
object or collimator before detection. Determining the optimum energy window is
part of future research, but there is no general principle to decide on the optimal
choice. Secondly, one could keep the data separate and, for example, reconstruct
multiple pairs of emission and attenuation images simultaneously while enforcing
some kind of similarity between the reconstructions from different windows. In the
context of a safeguards assessment, comparing and contrasting images from different
energy windows makes certain diversion and substitution scenarios easier to detect
and creating these reconstructions simultaneously instead of separately could have
its merits.

The way the regularization parameters αλ and αµ were chosen here, by simply
sampling several values and picking the ones that produced the best reconstruction,
is time consuming. Yet these choices, once found, should work relatively well at
least for some other reconstruction tasks. Since the forward model is linear in the
emission λ, the input sinogram can be normalized so that neither the measurement
time nor the intensity of the radiation should affect these choices much. Change of
the assembly type or the measurement energy window(s) might have a larger effect.
One may consider calibrating the regularization parameters using an imaging setup
in a controlled environment before deploying the system to operative use. Another
option is to use an automatic parameter choice method such as cross validation or
discrepancy principle. The problem of parameter choice is outside the scope of this
initial feasibility study.

The details of the current IAEA method are not publicly available. Although
FBP is not the state-of-the-art reconstruction method for this application, it pro-
vides a well-known method for comparison. One could likely find a different way to
scale the FBP reconstruction that would somewhat improve its performance by the
metrics in Table 1, but the shape of the plot in Fig. 8 is independent of this scaling.
Also, using more measurement angles would enhance the FBP reconstruction to
some extent, but the fact that the iterative method does not need more angles for
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a good quality reconstruction is a benefit as this allows for shorter measurement
times.

With more optimized software and hardware, the reconstruction times would
likely drop to a level that is acceptable from an operational point of view, i.e.,
below a minute or two.

When formulating the measurement model used in the reconstruction process, we
made the assumption that the volume contributing to the measurement is uniform
in its emission and attenuation values along the direction of the fuel rods, and this
assumption was true for the 3D phantom used in simulating the data. Further, in
the phantom, all the rods had the same emission value. In practice, these assump-
tions will not hold exactly, but it could be argued that they are not unreasonable
approximations for a typical fuel assembly that we would like to consider in this
initial feasibility study. Part of this is due to the fact that power plant operators
try their very best to have a uniform burnup, and thus gamma activity, within the
assembly, as this is most efficient for energy production and profit generation. In
the axial direction, except for the top- and bottommost part, the burnup of an as-
sembly is typically quite uniform [22,32]. In the case of an intentional fuel diversion
scenario, the power plant operator incentive would not necessarily be efficiency in
energy production. In such a scenario, only a small number of fuel rods would be
removed, replaced or tampered with in order to avoid detection; the bulk of the
fuel rods would not be tampered with. Due to the basic cylindrical design of nu-
clear reactors, a uniform burnup along these fuel rods similar as in standard nuclear
reactor operation will result in such a scenario. Furthermore, the vertical field of
view of the PGET device is quite tall (about 14 to 26 cm from front to back of
a typical fuel assembly), intrinsically washing out small axial variations. However,
when determining the position for the measurement one should consider avoiding
spacers (horizontal support structures in the assembly that might get activated)
and partial length rods (in some assembly types, usually 1/2- or 2/3-length starting
from the bottom) ending in the field of view of the PGET.

One could consider diversion scenarios that would break the vertical uniformity
assumption, even if it held otherwise. This would happen, e.g., when only a part of
the fuel in a rod is removed and a threshold between present and missing fuel ends
up in the field of view of the PGET. We have not considered such cases here since,
up to now, the IAEA and other relevant authorities only consider diversion scenarios
on the level of full rods. In practical terms, detecting a partially removed fuel rod
would require multiple measurements at different heights. As tomography of SFA’s
is not yet a routine procedure, the question whether multiple measurements should
be performed, and at which heights they should be done, will be decided during
the development by the relevant agencies of the measurement protocols for specific
situations.

While we put effort into modelling the geometry of the measurement setup and
the radiation physics, some real world phenomena, beyond those mentioned above,
are still left out. These effects include the fact that the detected radiation is not
actually monoenergetic and that some part of the detected photons are scattered
either in the fuel, in the instrument or in the detectors themselves. This will af-
fect the accuracy of the forward model, but also the method by which the bounds
are estimated, and will likely lead to further challenges when taking the method
into practice. However, the computational model can be extended to include or
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approximate at least some of these additional features, so we believe that our reg-
ularized reconstruction approach offers a flexible framework for developing a real-
world method that considerably improves image reconstruction in GET of SFAs.
In particular, the reconstruction of an attenuation image of the SFA opens new
possibilities for classification and inspection criteria for fuel.

5. Conclusion. In this paper, we propose an iterative reconstruction method for
simultaneous reconstruction of emission and attenuation maps of axial cross-sections
of SFAs from PGET measurements. The performance of the method, with two
different regularization choices, was compared to FBP using simulated data with
90 measurement angles.

The proposed method shows significant improvement over FBP across multi-
ple metrics that compared the reconstructions to the ground truth. It produces a
clear separation between spent fuel rods and rods that are missing or replaced with
fresh fuel rods when classifying the rod positions in the emission reconstructions.
Furthermore, the proposed method allows for a different, enhanced, approach to
classification by using also the reconstructed attenuation information. Of the two
regularization choices for the proposed method, the geometry aware prior performs
somewhat better than the smoothness prior, but the difference is not large. The ge-
ometry aware prior assumes some information about the geometry of the SFA being
imaged, but this information can be estimated from an initial FBP reconstruction.

We expect further challenges in taking the method into practice with real data,
but believe that this framework of regularized iterative reconstruction is a good
starting point for a real world method that improves image reconstruction in GET
of SFAs.
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